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#### Abstract

We study a boundary value problem associated with a system of two second-order differential equations with cubic nonlinearity which model a film of superconductor material subjected to a tangential magnetic field. We show that for an appropriate range of parameters there are asymmetric solutions and only trivial symmetric solutions. We then correct an error of the authors in [Nonlinear Problems in Applied Mathematics, SIAM, Philadelphia, PA, 1996, pp. 150-158] and show that the associated energy function is negative for the asymmetric solutions. Since the energy is zero for the trivial symmetric solution, it follows that a global minimizer of the energy is asymmetric. This property resolves a conjecture of Marcus [Rev. Mod. Phys., 36 (1964), pp. 294-299].


Key words. superconductors, boundary value problem, minimizers, topological shooting
AMS subject classifications. 35Q35, 35B05

## PII. S0036141096301956

1. Introduction. In this paper we continue our recent studies [9], [10] of the onedimensional Ginzburg-Landau model [8] for superconductors. Our main objective is to investigate the model for the existence of asymmetric minimizers of the appropriate energy integral. It is expected that the physically interesting solutions will be energy minimizers. These solutions satisfy a symmetric boundary value problem which was known to have a set of symmetric solutions. We will show, however, that in one space dimension, for some parameter values, the energy minimizer is an asymmetric solution to this symmetric boundary value problem.

The problem may be compared to studies in two dimensions, where the symmetry of the energy minimizer is unresolved. Recent papers on this include [12] and [14]. Work in two dimensions has largely dealt with a reduced problem in which variations in the magnetic field are ignored. In contrast, it is possible to include the magnetic field as a variable in the analysis of the one-dimensional model.

In order to properly describe our results we first need to give a brief development of the problem as well as a summary of our previous investigations.

In 1950 Ginzburg and Landau [8] proposed a model for the electromagnetic properties of a film of superconducting material of width $d$ subjected to a tangential external magnetic field. Under the assumption that all quantities are functions only of the transverse coordinate, they proposed that the electromagnetic properties of the superconducting material are described by a pair $(\tilde{\phi}, \tilde{a})$, which minimizes the free energy functional

$$
\begin{equation*}
\mathcal{G}=\frac{1}{d} \int_{-d / 2}^{d / 2}\left(\tilde{\phi}^{2}\left(\tilde{\phi}^{2}-2\right)+\frac{2\left(\tilde{\phi}^{\prime}\right)^{2}}{k^{2}}+2 \tilde{\phi}^{2} \tilde{a}^{2}+2\left(\tilde{a}^{\prime}-h_{e}\right)^{2}\right) d x . \tag{1.1}
\end{equation*}
$$

The functional $\mathcal{G}$ is now known as the Ginzburg-Landau energy and provides a measure of the difference between normal and superconducting states of the material.

[^0]The variable $\tilde{\phi}$ is the order parameter which measures the density of superconducting electrons, and $\tilde{a}$ is the magnetic field potential. Also, $h_{e}$ is the external magnetic field, and $k$ is the dimensionless material constant distinguishing different superconductors, i.e., $0<k<\frac{1}{\sqrt{2}}$ for type I superconductors and $k>\frac{1}{\sqrt{2}}$ for type II superconductors (see also [7]). The minimizer requirement, that $\mathcal{G}$ be stationary with respect to general first-order variations of the functions $\tilde{\phi}$ and $\tilde{a}$, leads to the boundary value problem

$$
\begin{gather*}
\tilde{\phi}^{\prime \prime}=k^{2} \tilde{\phi}\left(\tilde{\phi}^{2}+\tilde{a}^{2}-1\right),  \tag{1.2}\\
\tilde{a}^{\prime \prime}=\tilde{\phi}^{2} \tilde{a}  \tag{1.3}\\
\tilde{\phi}^{\prime}\left( \pm \frac{d}{2}\right)=0, \quad \tilde{a}^{\prime}\left( \pm \frac{d}{2}\right)=h_{e} \tag{1.4}
\end{gather*}
$$

It is routine to prove that $\mathcal{G}$ has a smooth minimizer satisfying (1.2)-(1.4) for any positive $h_{e}$. In 1964 Marcus [13] investigated the problem (1.2)-(1.4) and gave arguments which imply that a nontrivial minimizer of $\mathcal{G}$ should also satisfy

$$
\begin{equation*}
\tilde{\phi}(x)>0 \quad \text { for } \quad \text { all } \quad x \in\left[-\frac{d}{2}, \frac{d}{2}\right] \tag{1.5}
\end{equation*}
$$

and, therefore, this is the only kind of solution we consider. A solution of (1.2)-(1.3) is called symmetric if

$$
\begin{equation*}
\tilde{\phi}^{\prime}(0)=0 \quad \text { and } \quad \tilde{a}(0)=0 \tag{1.6}
\end{equation*}
$$

It follows from (1.2) and (1.3) that if $\tilde{\phi}^{\prime}(0)=\tilde{a}(0)=0$, then $\tilde{\phi}$ is an even function and $\tilde{a}$ is odd. Thus $\tilde{\phi}$ is symmetric with respect to the origin and $\tilde{a}$ is antisymmetric. If (1.6) does not hold, then the solution is called asymmetric. Marcus makes the conjecture that a minimizer of $\mathcal{G}$ is probably a symmetric solution satisfying (1.2)(1.6). However, he leaves open the possibility that asymmetric solutions may also exist.

In later work, Odeh [15] gave criteria for asymmetric solutions to exist by bifurcation as $h_{e}$ increases, and in [2], [3], [4], [5], Bolley and Helffer give results implying that these criteria are satisfied for each $k>0$. The existence of at least one symmetric solution has been investigated by Odeh [15], Wang and Yang [18], Yang [19], and also Bolley and Helffer [2], [3], [4], [5]. Numerical studies, such as the work of Seydel [16], [17] and also more recent theoretical work of Kwong [11], predict that a range of parameters exists for which asymmetric solutions and multiple symmetric solutions coexist. The work of Seydel [16] also predicts that there is a range of parameters for which no nontrivial symmetric solutions exist, yet asymmetric solutions do exist. In Figure 1 we show a solution found by Seydel. (The solution is rescaled from (1.2)-(1.4) by dividing $\tilde{\phi}$ through by $\tilde{\phi}(0)$.) Other papers, such as [6], considered the problem on an infinite interval, whereas in our work, the interval is large but finite. None of these studies addressed the physically important criterion of whether the solutions of the problem (1.2)-(1.5) are actually global minimizers of the energy functional $\mathcal{G}$. However, a recent paper by Aftalion [1] does discuss this problem and includes a conjecture that asymmetric solutions can have a lower energy than the symmetric solutions. This is confirmed in the current paper.

In two recent papers [9], [10] we began our investigation of the problem (1.2)-(1.5) with the goal of proving the existence of solutions predicted by the numerical studies


Fig. 1. An asymmetric solution, showing $\tilde{\phi} / \tilde{\phi}(0)$ and a, found by Seydel. Here $k=1$.
described above. First, we studied the existence of multiple symmetric solutions and proved the following result.

Theorem 1 (see [10]). (i) Let $k \in\left(0, \frac{1}{\sqrt{2}}\right)$. If $d>0$ is sufficiently large, there is a range of values of $h_{e}$ for which at least two symmetric solutions exist.
(ii) Let $k>\frac{1}{\sqrt{2}}$. If $d>0$ is sufficiently large, there is a range of values of $h_{e}$ for which at least three symmetric solutions exist.

Remark. In related studies, Bolley and Helffer [2], [3], [4], [5] have investigated other properties of symmetric solutions, including bifurcation analysis and the uniqueness of solutions. Their analysis assumes that $k$ tends to zero, whereas our results assume that $k>0$ is fixed and $d$ becomes large.

In [9] we shifted our attention from the symmetric solutions found in [10] to the study of asymmetric solutions. As mentioned above, the numerical experiments of Seydel (in particular, see Figure 6.10 in [16]) predict that there is a range of parameters in which there are no nontrivial symmetric solutions, yet asymmetric solutions do exist. This leaves open the possibility that in this parameter range the minimizer of $\mathcal{G}$ could be an asymmetric solution. Thus, our goal in [9] was to prove that there is a range of parameters in which only asymmetric solutions exist, and that the energy $\mathcal{G}$ is minimized by such solutions. The first step in proving this result is to find an upper bound on the values of $h_{e}$ for which a symmetric solution exists. Thus, for fixed $k>0$ and $d>0$, we let $h_{e}^{*}$ denote the supremum of the set of all positive $h_{e}$ for which a nontrivial symmetric solution exists. Since we are assuming that $d \gg 1$ we define $h_{e}^{\text {sym }}=\overline{\lim }_{d \rightarrow \infty} h_{e}^{*}$.

In [9] we proved that if $k \geq \frac{1}{\sqrt{2.01}}$, then $h_{e}^{\text {sym }}<\sqrt{3} k$.

Unfortunately, a rescaling error led us to assert that this inequality was sufficient to prove that there are asymmetric minimizers. It turns out that we need a stronger estimate. We shall show below that the inequality

$$
\begin{equation*}
h_{e}^{s y m}<1.68 k \tag{1.7}
\end{equation*}
$$

suffices. This is obtained by a routine but tedious refinement of the proof in [9]. We shall not repeat that proof here. However, in the appendix we describe the changes which must be made in [9] to obtain (1.7). We add that the proof of (1.7) is considerably easier for large $k$. The proof for this case is in [9]. However, we want to include values in the range of type I superconductors, and this is more difficult.

Statement of main results. In this paper we will make use of (1.7) in proving that $\mathcal{G}$ has an asymmetric minimizer. We prove two main results. First, we fix $k \geq \frac{1}{\sqrt{2.01}}$ so that both type I and type II superconductors are included. There is no claim that this is a "best possible" estimate. It would be interesting to study the transition from asymmetric to symmetric minimizers as $k$ decreases within the type I region. Then, in Theorem 2, we consider large $d$ and prove that there exists a family of small amplitude asymmetric solutions of the problem (1.2)-(1.5). We will also prove that $\frac{h_{e}}{k} \geq 1.6831$ for large $d$, for each of the asymmetric solutions found in Theorem 2. This and (1.7) confirm the numerical prediction of Seydel in [16], that there is a parameter regime in which there are asymmetric solutions and only trivial symmetric solutions.

The work of Bolley and Helffer includes results which imply the existence of asymmetric solutions. The proofs, which must be pieced together from several papers, are by bifurcation theory, and do not appear to give the estimate of $h_{e}$ which we obtain and which is essential in our discussion of whether these asymmetric solutions are energy minimizers.

The proof of Theorem 2 is given in section 2. Next, in Theorem 3 (proved in sections 3 and 4) we show that the energy is negative for the asymmetric solutions found in Theorem 2. This will allow us to prove that for large $d$ a global minimizer of $\mathcal{G}$ must be asymmetric.

In addition to showing that asymmetric solutions exist and have small amplitude, we will prove that each of these has exactly one critical point (a relative maximum) in the open interval $\left(-\frac{d}{2}, \frac{d}{2}\right)$ and that the relative maximum occurs at a value close to $-\frac{d}{2}$. Because of these properties, we find it convenient to rescale the problem. We introduce parameters $r, h, m$, and $M$ and a new independent variable $t$ by setting

$$
\begin{equation*}
r=\frac{1}{k^{2}}, h=\frac{h_{e}}{k}, m+M=k d, x=\frac{d}{2(m+M)}(2 t+m-M) \tag{1.8}
\end{equation*}
$$

Next, we define new dependent variables $\psi$ and $A$ by

$$
\begin{equation*}
\tilde{\phi}(x)=\beta \psi(t) \quad \text { and } \quad \tilde{a}(x)=A(t) \tag{1.9}
\end{equation*}
$$

where $\beta=\tilde{\phi}(0)$. Then (1.1)-(1.5) become

$$
\begin{gather*}
\mathcal{G}=\frac{2 \beta^{2}}{(m+M)} \int_{-m}^{M}\left(\psi^{2}\left(\frac{\beta^{2} \psi^{2}}{2}-1+A^{2}\right)+\left(\psi^{\prime}\right)^{2}+\frac{1}{r \beta^{2}}\left(A^{\prime}-h\right)^{2}\right) d t  \tag{1.10}\\
\psi^{\prime \prime}=\psi\left(\beta^{2} \psi^{2}+A^{2}-1\right) \tag{1.11}
\end{gather*}
$$

$$
\begin{gather*}
A^{\prime \prime}=r \beta^{2} \psi^{2} A  \tag{1.12}\\
\psi^{\prime}(-m)=\psi^{\prime}(M)=0, A^{\prime}(-m)=A^{\prime}(M)=h>0 \tag{1.13}
\end{gather*}
$$

and

$$
\begin{equation*}
\psi>0 \quad \text { in } \quad[-m, M] . \tag{1.14}
\end{equation*}
$$

We now state our existence result in the following theorem.
Theorem 2. For sufficiently small $\beta>0$ there is a value $h>1.6831$ and a solution $(\psi, A)$ of $(1.11)-(1.14)$ defined on an interval $[-m, M]$ such that the following properties hold:
(i) $m=m(\beta)>0, M=M(\beta)>0$, and $\lim _{\beta \rightarrow 0^{+}}(m, M)=(0, \infty)$;
(ii) $\psi^{\prime}>0$ on $(-m, 0), \psi^{\prime}(0)=0$, and $\psi(0)=1$;
(iii) $\psi^{\prime}<0$ on $(0, M)$;
(iv) There is an $h^{0}>1.6831$ such that

$$
\begin{equation*}
A^{\prime}(-m) \rightarrow h^{0} \quad \text { as } \quad \beta \rightarrow 0^{+} \tag{1.15}
\end{equation*}
$$

Remark. Because of (1.8) and (1.9), each of the solutions $(\psi, A)$ found in Theorem 2 corresponds to a solution $(\tilde{\phi}, \tilde{a})$ of (1.2)-(1.5). Since $\psi$ has a relative maximum at $t=0$, (1.8) implies that $\tilde{\phi}^{\prime}\left(x_{\max }\right)=0$ where $x_{\max }=\frac{d}{2}\left(\frac{m-M}{m+M}\right)$. It follows from (1.9) and properties (i) and (iii) of Theorem 2 that for small $\beta>0, x_{\max }<0$, and $\widetilde{\phi}^{\prime}<0$ for all $x \in\left(x_{\max }, \frac{d}{2}\right)$. Therefore, $\tilde{\phi}^{\prime}(0)<0$, and (1.6) cannot hold. We conclude that $(\tilde{\phi}, \tilde{a})$ is an asymmetric solution of (1.2)-(1.5).

We now state our second result. Recall that $\mathcal{G}$ gives the free energy of a solution.
Theorem 3. Let $(\psi, A)$ be an asymmetric solution found in Theorem 2. There exists $\gamma>0$ such that if $r \in(0,2+\gamma)$, then $\mathcal{G}<0$ for sufficiently small $\beta>0$.

Asymmetric minimizers. We now return to the original system (1.1)-(1.5) and show that $\mathcal{G}$ has an asymmetric minimizer. Recall that $k \geq \frac{1}{\sqrt{2.01}}$ is fixed. Also, it follows from (1.7) that if $\frac{h_{e}}{k} \geq 1.6831$ and $d$ is sufficiently large, then the only symmetric solution of (1.2)-(1.5) is the trivial solution $(\tilde{\phi}, \tilde{a})=\left(0, h_{e} x\right)$, also known as the "normal state." Substitution of this pair into (1.1) shows that $\mathcal{G}=0$. Next, we conclude from (1.8), (1.9), and the results of Theorems 2 and 3 that the problem (1.2)-(1.5) has an asymmetric solution for large $d$, that $\tilde{a}^{\prime}\left(-\frac{d}{2}\right) \geq 1.6831 k$, and that the corresponding energy $\mathcal{G}$ is negative. Therefore, in this parameter range, since $\mathcal{G}$ is zero for the trivial symmetric solution and negative for at least one asymmetric solution, a minimizer of $\mathcal{G}$ must be asymmetric.
2. Proof of Theorem 2. Our goal in this section is to show that for small $\beta>0$ there is a solution $(\psi, A)$ of the system

$$
\begin{gather*}
\psi^{\prime \prime}=\psi\left(\beta^{2} \psi^{2}+A^{2}-1\right)  \tag{2.1a}\\
A^{\prime \prime}=r \beta^{2} \psi^{2} A \tag{2.1b}
\end{gather*}
$$

on an interval $[-m, M]$, where $m>0$ is small and $M>0$ is large, and such that

$$
\begin{equation*}
\psi^{\prime}(-m)=\psi^{\prime}(M)=0, \quad A^{\prime}(-m)=A^{\prime}(M)=h>0 \tag{2.2a}
\end{equation*}
$$

$$
\begin{gather*}
\psi^{\prime}>0 \text { on }(-m, 0), \quad \psi^{\prime}<0 \text { on }(0, M)  \tag{2.2~b}\\
\psi>0 \text { on }[-m, M] \tag{2.2c}
\end{gather*}
$$

and

$$
\begin{equation*}
\psi(0)=1, \quad \psi^{\prime}(0)=0 \tag{2.2~d}
\end{equation*}
$$

Our method of proof uses a topological shooting argument. For this we begin by analyzing the important properties of solutions of the initial value problem (2.1a), (2.1b), (2.2d) when $\beta=0$.

In this case $A^{\prime}$ is constant, and we set $A^{\prime}=h$, where $h>0$ is to be determined later. Setting $A(0)=A_{0}$, also to be determined later, we obtain the second-order linear equation

$$
\begin{equation*}
\psi^{\prime \prime}=\left(\left(A_{0}+h t\right)^{2}-1\right) \psi \tag{2.3}
\end{equation*}
$$

Because of (2.2d) we consider the solution of (2.3) such that the $\psi(0)=1, \psi^{\prime}(0)=0$.
Lemma 2.1. Suppose that $-1 \leq A_{0} \leq 0$. Then there is a unique $h_{0}>0$ (depending continuously on $A_{0}$ ) such that $\psi>0, \psi^{\prime}<0$ on $(0, \infty)$, and $\psi(t) \rightarrow 0$ as $t \rightarrow \infty$. If $0<h<h_{0}$, then $\psi=0$ before $\psi^{\prime}=0$, while if $h>h_{0}$, then $\psi^{\prime}=0$ before $\psi=0$.

Proof. We consider the Riccati equation obtained by setting

$$
\rho(s)=\frac{\psi^{\prime}(s / h)}{\psi(s / h)}
$$

Then $\rho(0)=0$ and

$$
\begin{equation*}
\rho^{\prime}=\frac{H(s)-\rho^{2}}{h} \tag{2.4}
\end{equation*}
$$

where $H(s)=\left(A_{0}+s\right)^{2}-1$. Since $A_{0} \in[-1,0], \rho$ initially decreases for any $h>0$. Further, $\rho^{\prime}<0$ as long as $\rho(s)^{2}>H(s)$. As long as $\rho^{\prime}<0$, the right side of (2.4) is an increasing and negative function of $h$ and $\rho$. Suppose, for some first $s_{0}>0$, that $\rho^{\prime}\left(s_{0}\right)=0$. Then $H\left(s_{0}\right)=\rho\left(s_{0}\right)^{2}$ so that $A\left(s_{0}\right)>1$. Therefore, $\rho^{\prime \prime}\left(s_{0}\right)=\frac{2 A\left(s_{0}\right)}{h}>0$. For $s>s_{0}$ it follows from the equation for $\rho^{\prime \prime}$ that $\rho^{\prime \prime}>0$ so that $\rho$ increases until $\rho=0$; i.e., $\psi^{\prime}=0$. Also, if $\rho^{\prime}$ becomes positive for some $h_{1}$, because $\rho$ crosses the curve $\rho^{2}=H(s)$, then the same must happen for any $h>h_{1}$. To see that there are values of $h$ such that $\rho^{\prime}$ becomes positive we refer to (2.3). From that equation and our assumption that $\psi(0)=1, \psi^{\prime}(0)=0$ we easily see that for large $h, \psi^{\prime}$ becomes positive before $\psi=0$. This implies that $\rho$, and hence $\rho^{\prime}$, must become positive for large $h$. It then follows from continuity that the set of values of $h>0$ such that this happens is open.

For small $h>0$, on the other hand, we see that $\rho$ decreases to below the curve $\rho=-s$. For example, if $-1<A_{0}<0$ and $0<h<1-A_{0}^{2}$, then $\rho^{\prime}(0)<-1$, so immediately $\rho$ decreases below $-s$. If $A_{0}=-1$, then $\rho(0)=\rho^{\prime}(0)=0$. However, $\rho^{\prime \prime}(s)<\frac{2 s-2}{h}$ and this integrates to show that for small $h, \rho(2)<-2$ and $\rho^{\prime}<0$ over $(0,2]$. It follows from (2.4), and our assumption that $A_{0} \in[-1,0]$, that $\rho^{\prime}$ continues to decrease until $\rho \rightarrow-\infty$ at some finite $s_{1}$, that is, $\psi\left(s_{1}\right)=0$. It is clear that the set of $h^{\prime} s$ such that $\rho(s)<-s$ for some $s$ is an open subset of the interval $0<h<\infty$.

Similarly, as we pointed out above, the set of $h^{\prime} s$ such that $\rho(s)^{2}<H(s)$ for some $s$ is also open.

Moreover, if $\rho$ ever falls below $-s$, then we see from the equation for $\rho^{\prime \prime}$ that thereafter, $\rho^{\prime}<-1$, and $\rho$ decreases monotonically to $-\infty$. On the other hand, if $\rho^{\prime}$ is ever positive, then we see that $\rho$ becomes positive, and because of (2.4) it must remain positive.

Hence, there is at least one $h_{0}$ such that on $0 \leq s<\infty, \rho^{\prime} \leq 0$, and $0>\rho>-s$. These bounds imply that the solution exists on the entire interval $[0, \infty)$. In order to complete the proof of Lemma 2.1 we need further properties of this solution. These are given in the following result.

Lemma 2.2. For such an $h_{0}, \rho^{\prime}<0,-s<\rho(s)$ on $(0, \infty), \rho(s)<-\sqrt{H(s)}$ if $H(s) \geq 0$, and $\rho+\sqrt{H(s)} \rightarrow 0$ as $s \rightarrow \infty$.

Proof. The inequalities have already been proved. To see the limiting behavior of $\rho(s)$, we first note that for $h=h_{0}, \rho^{\prime}(s)$ is bounded. If $\rho^{\prime}$ is unbounded, then it must get arbitrarily large and negative, but then the equation for $\rho^{\prime \prime}$ shows that $\rho^{\prime}$ remains large and negative and $\rho(s)<-s$ for some $s$.

Writing $\rho^{\prime}=\frac{(\sqrt{H}-\rho)(\sqrt{H}+\rho)}{h}$ and noting that the first of these factors is unbounded, we see that $\sqrt{H(s)}+\rho(s)$ tends to zero, which implies Lemma 2.2.

To prove uniqueness we suppose that there is a second positive value of $h, h_{1}<h_{0}$ for which this behavior occurs. Let $\rho_{1}, \rho_{0}$ denote the corresponding solutions. Then $\rho_{1}(0)=\rho_{0}(0)=0$, and it is easily shown that

$$
\frac{d}{d s}\left(\rho_{1}-\rho_{0}\right)<0
$$

for all $s>0$. Thus $\rho_{1}-\rho_{0}$ could not approach zero as $s \rightarrow \infty$. However, Lemma 2.2 implies that $\rho_{1}-\rho_{0}=\left(\rho_{1}+\sqrt{H}\right)-\left(\rho_{0}+\sqrt{H}\right) \rightarrow 0$ as $s \rightarrow \infty$, a contradiction. Therefore, $h_{0}$ is unique.

To complete the proof of Lemma 2.1 we must show that $h_{0}$ depends continuously on $A_{0}$. This follows from the uniqueness of $h$ by a standard argument.

Now let $A_{0}=-1$, and define $h^{0}$ from Lemma 2.1 with $A_{0}=-1$. We will find the desired solutions near the point $\left(A_{0}, h\right)=\left(-1, h^{0}\right)$.

Lemma 2.3. $h^{0}>1.6831$.
Proof. Let

$$
\hat{\rho}(t)=\frac{\psi^{\prime}(t)}{\psi(t)}
$$

so that

$$
\begin{equation*}
\hat{\rho}^{\prime}=H(h t)-\hat{\rho}^{2} . \tag{2.5}
\end{equation*}
$$

Here, because $A_{0}=-1, H(s)=-2 s+s^{2}$, where $s=h t$ as before. We use the following result about a solution $\hat{\rho}$ of (2.5) such that $\hat{\rho}(0)=0$. If $\hat{\rho}^{\prime \prime \prime}<0$ for some $t_{1}$, with $\hat{\rho}, \hat{\rho}^{\prime}, \hat{\rho}^{\prime \prime}<0$ on $\left(0, t_{1}\right)$, then $\hat{\rho}$ decreases monotonically to $-\infty$. To see this, compute the equation satisfied by $\hat{\rho}^{\prime \prime \prime \prime}$, that is,

$$
\hat{\rho}^{\prime \prime \prime \prime}+2 \hat{\rho} \hat{\rho}^{\prime \prime \prime}=-6 \hat{\rho}^{\prime} \hat{\rho}^{\prime \prime}
$$

If there were a first $y>t_{1}$ where $\hat{\rho}^{\prime \prime \prime}(y)=0$, then $\hat{\rho}^{\prime \prime \prime \prime}(y) \geq 0$. However, the last equation gives $\hat{\rho}^{\prime \prime \prime \prime}(y)<0$ since the definition of $y$ implies that $\hat{\rho}^{\prime} \hat{\rho}^{\prime \prime}$ is positive and
increasing on $\left(t_{1}, y\right)$. From these derivative properties it follows that $\hat{\rho}$ decreases below $-s$, and, hence, $\hat{\rho}(s) \rightarrow-\infty$ at a finite value of $s$. Next, we define a sequence $\left\{\hat{\rho}_{N}\right\}$ of functions, all defined on $[0,2]$ as follows:

$$
\hat{\rho}_{0}(t)=\int_{0}^{t}\left(h^{2} r^{2}-2 h r\right) d r, \quad \hat{\rho}_{N+1}(t)=\hat{\rho}_{0}(t)-\int_{0}^{t} \hat{\rho}_{N}(r)^{2} d r \quad \text { for } \quad N \geq 1
$$

From this definition it is evident that $\left\{\hat{\rho}_{N}\right\}$ forms a decreasing sequence of functions defined on $[0,2]$, for all $N \geq 1$. Furthermore, it is easily shown that our solution $\hat{\rho}(t)$ satisfies $\hat{\rho}^{\prime \prime \prime}<\hat{\rho}_{i}^{\prime \prime \prime}$ on $[0,2]$, for all $i \geq 1$. Setting $h=\frac{16831}{1000}$, we used computer algebra program Maple to compute $\hat{\rho}_{6}$, a polynomial of degree 225 . All calculations are with integers and rational numbers so that there are no roundoff errors. From $\hat{\rho}_{6}$ and its first two derivatives we can compute $\hat{\rho}_{7}^{\prime \prime \prime}$ without having to compute $\hat{\rho}_{7}$. We find that $\hat{\rho}_{7}^{\prime \prime \prime}(6 / 5)<0$ and that on $[0,6 / 5], \hat{\rho}, \hat{\rho}^{\prime}, \hat{\rho}^{\prime \prime}$ are all negative. This completes the proof of the lemma.

Our solution $(\psi, A)$ to (2.1a)-(2.2d) is obtained by perturbing $A(0)$ from -1 , keeping $\beta=0$, and then letting $\beta$ be positive. Our argument is by "shooting," rather than by the use of bifurcation theory.

Thus, we will assume that

$$
A(0)=-1+\epsilon
$$

for small $\epsilon \geq 0$, and we let $h_{0}=h_{0}(\epsilon)$ denote the value of $h$ found in Lemma 2.1.
In constructing solutions to (2.1)-(2.2), in order to get something meaningful at $\beta=0$, we replace the boundary conditions on $A$ in (2.2a) with

$$
\int_{-m}^{M} \psi^{2}(t) A(t) d t=0
$$

Lemma 2.4. Suppose that $\epsilon=0$, (i.e., $A_{0}=-1$ ) and let $\psi_{0}$ be the solution found in Lemma 2.1 where $h=h^{0}=h_{0}(0)$. Then

$$
\int_{0}^{\infty} \psi_{0}(t)^{2}\left(-1+h^{0} t\right) d t=0
$$

Proof. It is easily seen that $\psi_{0}(t) \rightarrow 0$ exponentially fast as $t \rightarrow \infty$. Thus, the integral in the lemma converges and $\lim _{t \rightarrow \infty}\left(-1+h^{0} t\right)^{2} \psi_{0}(t)^{2}=0$. We set $\psi=\psi_{0}$ in (2.3), multiply by $\psi_{0}^{\prime}$, and integrate by parts to obtain the result.

From Lemma 2.1 and the definition of $h_{0}(\epsilon)$ we see that for each $h>h_{0}(\epsilon)$, there is a first $t=t_{h}>0$ such that $\psi^{\prime}\left(t_{h}\right)=0, \psi^{\prime}<0$ and $\psi>0$ on $\left(0, t_{h}\right)$, with $\psi\left(t_{h}\right)>0$. By the implicit function theorem, $t_{h}$ is continuous in $h$ on $\left(h_{0}(\epsilon), \infty\right)$ since $\psi^{\prime \prime}\left(t_{h}\right)>0$. (If $\psi^{\prime \prime}\left(t_{h}\right)=0$, then $t_{h}=\frac{2}{h}$ and $\psi^{\prime \prime \prime}\left(t_{h}\right)>0$, a contradiction.) Further, $t_{h} \rightarrow \infty$ as $h \rightarrow h_{0}(\epsilon)$ from above.

Now consider small $\epsilon>0$, set $h=h_{0}(\epsilon)$, and compute $\psi^{\prime \prime}(0)$ and $\psi^{\prime \prime \prime}(0)$. We find that $\psi^{\prime \prime}(0)=-2 \epsilon+\epsilon^{2}$ and $\psi^{\prime \prime \prime}(0)=2(-1+\epsilon) h_{0}(\epsilon)$. From this and the fact that $h_{0}(\epsilon) \rightarrow h^{0}>0$ as $\epsilon \rightarrow 0^{+}$, we see that for small $\epsilon, \psi^{\prime}(-m)=0$ for some $m=m_{0}(\epsilon)>0$. Furthermore,

$$
\begin{equation*}
-m=\frac{-2 \epsilon}{h_{0}(\epsilon)}+0\left(\epsilon^{2}\right) \tag{2.6}
\end{equation*}
$$

Here, $O\left(\epsilon^{2}\right)<L \epsilon^{2}$ for some $L$ independent of $\epsilon$. We now compute

$$
I(\epsilon)=\int_{-m}^{\infty} \psi^{2} A d s
$$

where $A(s)=-1+\epsilon+h_{0}(\epsilon) s$. Again, multiplying (2.3) by $\psi^{\prime}$ and integrating by parts give

$$
0=-\psi(-m)^{2} A(-m)^{2}+\psi(-m)^{2}-2 h_{0} \int_{-m}^{\infty} \psi(s)^{2} A(s) d s
$$

Using (2.6) and the fact that $\psi(-m)=1+O(\epsilon)$, we find that $I(\epsilon)=-\frac{\epsilon}{h_{0}}+O\left(\epsilon^{2}\right)$ as $\epsilon \rightarrow 0^{+}$. Thus, we have shown that with $h=h_{0}(\epsilon)$ for small $\epsilon, I(\epsilon)<0$. Fix $\epsilon>0$ small enough so that this inequality holds for $h=h_{0}(\epsilon)$. Then for $h-h_{0}(\epsilon)$ positive but sufficiently small, $-m=-m(\epsilon, h)$ will still be defined as the largest negative zero of $\psi^{\prime}, A$ is positive on $\left(t_{h}, \infty\right)$, and therefore,

$$
\int_{-m}^{t_{h}} \psi^{2} A d s<0
$$

Our goal now is to find an $h$ and $\epsilon$ such that $-m$ and $t_{h}$ are defined as the negative and positive zeros of $\psi^{\prime}$ closest to $t=0$, with $m$ small and $t_{h}$ large, and such that

$$
I=\int_{-m}^{t_{h}} \psi^{2} A d s>0
$$

We will see that it is not necessary to have the same $m$ and $t_{h}$ as before. Starting with $\epsilon=0$ and $h=h_{0}(\epsilon)$, we now raise $h$, instead of $\epsilon$. Thus, for small $h-h^{0}>0$ our solution satisfies $A(0)=-1, A^{\prime}(0)=h>h^{0}=h_{0}(0), \psi^{\prime}\left(t_{h}\right)=0$ for some large $t_{h}$. In this case, we multiply (2.3) by $\psi^{\prime}$ and integrate from 0 to $t_{h}$, where $t_{h}$ is the first positive zero of $\psi^{\prime}$. Using integration by parts once again, we find that $I>0$. We then keep $h$ fixed and raise $\epsilon$ slightly, whereupon both $m=m(\epsilon, h)$ and $t_{h}$ are defined, still with $I>0$. We summarize these results in the following lemma.

Lemma 2.5. For each sufficiently small $\epsilon>0$ there is an $h_{1}(\epsilon)>h_{0}(\epsilon)$ such that if $h_{0}(\epsilon)<h<h_{1}(\epsilon)$, then the solution of (2.3) with $A_{0}=-1+\epsilon, \psi(0)=1$, and $\psi^{\prime}(0)=0$ is decreasing on an interval $[0, M]$, increasing on an interval $[-m, 0]$, and $\psi^{\prime}(-m)=\psi^{\prime}(M)=0$, and

$$
I(\epsilon, h)=\int_{-m}^{M} \psi^{2} A d s<0
$$

Furthermore, $\psi>0$ on $[-m, M]$ and $h_{1}(\epsilon) \rightarrow h_{0}(0)=h^{0}$ as $\epsilon \rightarrow 0^{+}$. On the other hand, for each $h>h_{0}(0)$ sufficiently close to $h_{0}(0)$, there is an interval $\left(0, \epsilon_{1}(h)\right)$ of $\epsilon^{\prime} s$ such that $\psi$ has the same behavior, but $I(\epsilon, h)>0$. As $\epsilon$ and $h-h_{0}(0)$ tend to zero, $m \rightarrow 0$ and $M \rightarrow \infty$.

Corollary 2.6. For $\epsilon>0$ sufficiently small, there is an $h_{2}=h_{2}(\epsilon)$ such that if $\psi$ is the solution of (2.3) with $A_{0}=-1+\epsilon$ and $\left(\psi(0), \psi^{\prime}(0)\right)=(1,0)$, then there are values $M>m>0$ such that

$$
\begin{gather*}
\psi^{\prime}(-m)=\psi^{\prime}(M)=0, \quad \psi^{\prime}>0 \text { on }(-m, 0), \quad \psi^{\prime}<0 \text { on }(0, M)  \tag{2.7a}\\
\psi^{\prime \prime}(-m) \neq 0, \psi^{\prime \prime}(M) \neq 0 \tag{2.7b}
\end{gather*}
$$

Further, $I\left(\epsilon, h_{1}(\epsilon)\right)<0$ and $I\left(\epsilon, h_{2}(\epsilon)\right)>0$. Finally, $h_{2}(\epsilon) \rightarrow h_{0}(0)=h^{0}$ as $\epsilon \rightarrow 0$.

With $\epsilon>0$ sufficiently small so that Lemma 2.5 and Corollary 2.6 hold, we now raise $\beta$ and consider solutions of (2.1) satisfying (2.2d). Since $\psi^{\prime \prime} \neq 0$ at the zeros of $\psi^{\prime}$ when $\beta=0$, it follows from the implicit function theorem that the zeros $-m<0$ and $M>0$ of $\psi^{\prime}$ persist as continuous functions of $\beta$ and the values of $A(0)$ and $A^{\prime}(0)$. For each sufficiently small $\epsilon>0$ there exist functions $h_{1}(\epsilon)$ and $h_{2}(\epsilon)$ independent of $\beta$, such that for sufficiently small $\beta$ (depending on $\epsilon$ ) the solution $(\psi, A)$ of (2.1) and (2.2d) with

$$
\begin{equation*}
A(0)=-1+\epsilon, \quad A^{\prime}(0)=h_{1}(\epsilon), \tag{2.8}
\end{equation*}
$$

satisfies (2.7) on an interval $[-m, M]$, and

$$
\int_{-m}^{M} \psi^{2} A d t<0
$$

Also, the solution of $(2.1),(2.2 \mathrm{~d})$ with $A(0)=-1+\epsilon, A^{\prime}(0)=h_{2}(\epsilon)$ satisfies

$$
\int_{-m}^{M} \psi^{2} A d t>0
$$

Furthermore, $\beta \rightarrow 0$ as $\epsilon \rightarrow 0$, and

$$
(m, M) \rightarrow(0, \infty), \quad\left(h_{1}(\epsilon), h_{2}(\epsilon)\right) \rightarrow\left(h^{0}, h^{0}\right) .
$$

In addition, it follows from (2.1b) that $A^{\prime \prime}$ is uniformly bounded on $[-m, 0]$, and therefore, $A^{\prime}(-m)=h \rightarrow h^{0}$ as $\epsilon \rightarrow 0$ and $\beta \rightarrow 0^{+}$. It then follows from continuity that for given fixed small $\epsilon$, and sufficiently small $\beta \geq 0$, there is an $h \in\left(h_{1}(\epsilon), h_{2}(\epsilon)\right)$ such that the solution $\left(\psi_{\epsilon, \beta}, A_{\epsilon, \beta}\right)$ of (2.1), (2.2d), and (2.8) with $A^{\prime}(-m)=h$ also satisfies $\int_{-m}^{M} \psi^{2} A d t=0$, so $A^{\prime}(M)=h$. The conclusion of Theorem 2 now follows from the transformation (1.8)-(1.9).

In the next section we will turn to the proof of Theorem 3. For this we will use the following result, which is based on the construction given above. Let

$$
\mathcal{E}(\psi, A)=\int_{-m}^{M} F(\psi, A)(t) d t,
$$

where

$$
F(\psi, A)(t)=r\left(\int_{t}^{M} \psi(s)^{2} A(s) d s\right)^{2}-\frac{\psi(t)^{4}}{2} .
$$

Lemma 2.7. With $(\psi, A)=\left(\psi_{\epsilon, \beta}, A_{\epsilon, \beta}\right)$ chosen as in the proof of Theorem 2 , we have

$$
\lim _{\epsilon \rightarrow 0}\left\{\lim _{\beta \rightarrow 0} \mathcal{E}(\psi, A)\right\}=\mathcal{E}\left(\psi_{0}, A^{0}\right),
$$

where $A^{0}(s)=-1+h^{0} s$.
Proof. Our proof of Theorem 2 shows that

$$
\lim _{\epsilon \rightarrow 0}\left\{\lim _{\beta \rightarrow 0}\left(\psi_{\epsilon, \beta}(s), A_{\epsilon, \beta}(s)\right)\right\}=\left(\psi_{0}(s), A^{0}(s)\right)
$$

uniformly on compact intervals. Let $\delta>0$ be given. We can choose $K_{1}>0$ such that

$$
\begin{equation*}
r \psi\left(K_{1}\right)^{4}<\delta, \int_{K_{1}}^{\infty}\left|F\left(\psi_{0}, A^{0}\right)(t)\right| d t<\delta \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{0}(s)^{2}-2>\frac{A^{0}(s)^{2}}{2} \tag{2.10}
\end{equation*}
$$

for $s \geq K_{1}$. Then for sufficiently small $\epsilon>0$ we choose $\beta_{1}=\beta_{1}(\epsilon)>0$ such that for $0<\beta<\beta_{1}$,

$$
\begin{equation*}
\left|\int_{0}^{K_{1}}\left(F(\psi, A)(t)-F\left(\psi_{0}, A^{0}\right)(t)\right) d t\right|<\delta \tag{2.11}
\end{equation*}
$$

Further, we can ensure that for $0<\beta<\beta_{1},(2.10)$ also holds on $\left[K_{1}, M\right]$ with $A$ substituted for $A_{0}$.

We consider two cases:

$$
\begin{equation*}
\frac{\psi_{0}^{\prime}\left(K_{1}\right)}{\psi_{0}\left(K_{1}\right)}>-1 \tag{i}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\psi_{0}^{\prime}\left(K_{1}\right)}{\psi_{0}\left(K_{1}\right)} \leq-1 \tag{ii}
\end{equation*}
$$

Let $\rho=\frac{\psi^{\prime}}{\psi}$, so that, from (2.1a),

$$
\rho^{\prime}(s) \geq A(s)^{2}-1-\rho^{2}
$$

In case (i) we have $\rho^{\prime} \geq \frac{A(s)^{2}}{2}$ on $\left[K_{1}, M\right]$ as long as $-1 \leq \rho<0$, so that $\rho=0$ (and hence $\psi^{\prime}=0$ ) before

$$
\int_{K_{1}}^{t} \frac{A(s)^{2}}{2} d s=1
$$

In other words,

$$
\begin{equation*}
\int_{K_{1}}^{M} \frac{A(s)^{2}}{2} d s \leq 1 \tag{2.12}
\end{equation*}
$$

Thus, (2.10) implies that if $M \geq t \geq K_{1}$, then $\frac{A(s)}{2} \geq 1$ on $[t, M]$, and hence

$$
\int_{t}^{M} \psi(s)^{2} A(s) d s \leq \psi\left(K_{1}\right)^{2} \int_{t}^{M} \frac{A(s)^{2}}{2} d s \leq \psi\left(K_{1}\right)^{2}
$$

Since (2.10) and (2.12) also imply that $M-K_{1}<1$, it follows from (2.12) and (2.9) that in case (i),

$$
\begin{equation*}
\int_{K_{1}}^{M} F(\psi, A)(t) d t<\delta \tag{2.13}
\end{equation*}
$$

for sufficiently small $\epsilon$ and $\beta$.
In case (ii), since $\psi^{\prime}(M)=0$, there must be a $T \in\left[K_{1}, M\right)$ such that $\rho \leq-1$ on [ $\left.K_{1}, T\right]$ and $\rho \geq-1$ on $[T, M]$.

First consider $\int_{K_{1}}^{T} F(\psi, A)(t) d t$. On $\left[K_{1}, T\right]$ we have $\psi^{\prime} \leq-\psi$, so that

$$
\begin{equation*}
\psi(t) \leq \psi\left(K_{1}\right) e^{K_{1}-t} \tag{2.14}
\end{equation*}
$$

We now estimate the term

$$
\int_{t}^{M} \psi(s)^{2} A(s) d s
$$

in $F(\psi, A)$ for $K_{1} \leq t \leq T$. For this we use the following lemma.
Lemma 2.8. $\lim _{t \rightarrow \infty} \psi_{0}(t) A^{0}(t)=0$.
Proof. In our estimates of $\psi_{0}$ we saw that $\frac{\psi_{0}^{\prime}}{\psi_{0}}+H_{0}(t) \rightarrow 0$. Since $A^{0}$ grows linearly, the result follows.

We now continue with the proof of Lemma 2.7. We choose $K_{1}$ so that in addition to the earlier constraints, $\psi_{0}\left(K_{1}\right) A^{0}\left(K_{1}\right)<1$. For small $\epsilon$ and $\beta$, this inequality will also be satisfied by $(\psi, A)$. If $t \leq T$, then

$$
\begin{aligned}
\int_{t}^{M} \psi(s)^{2} A(s) d s & =\int_{t}^{T} \psi(s)^{2} A(s) d s+\int_{T}^{M} \psi(s)^{2} A(s) d s \\
& \leq \int_{t}^{T} \psi(s)^{2} A(s) d s+\psi(T)^{2} \int_{T}^{M} A(s) d s
\end{aligned}
$$

The argument used earlier to get (2.12) shows that $\int_{T}^{M} A(s) d s \leq 1$, where we use (2.10) with $A$ substituted for $A^{0}$. From an integration of $\frac{\psi^{\prime}}{\psi} \leq-1$ we obtain

$$
\int_{t}^{T} \psi(s)^{2} A(s) d s \leq \psi(t)\left(\max _{t \leq s \leq T} \psi(s) A(s)\right) \int_{t}^{T} e^{t-s} d s
$$

In $\left[K_{1}, T\right], \psi^{\prime} \leq-\psi$, so $\frac{d}{d s}(\psi(s) A(s)) \leq-\psi(s) A(s)+\psi(s) A^{\prime}(s)$. But $A^{\prime}(s) \leq A^{\prime}(M)=$ $h \leq 2 h^{0}$ for small $\epsilon$ and $\beta$, so $\psi(s) A(s)$ is decreasing in $\left[K_{1}, T\right]$. Hence, $\int_{t}^{T} \psi(s)^{2} A(s) d s \leq$ $\psi(t) \leq \psi\left(K_{1}\right) e^{K_{1}-t}$. Using this we find that on $\left[K_{1}, T\right]$,

$$
F(\psi, A) \leq r \psi\left(K_{1}\right)^{2} e^{2\left(K_{1}-t\right)}
$$

Thus, we can further restrict $K_{1}$ to ensure that for small positive $\epsilon$ and $\beta$,

$$
\int_{K_{1}}^{T} F(\psi, A)(t) d t<\delta
$$

Finally, we consider $\int_{T}^{M} F(\psi, A)(t) d t$. As in case (i), we have

$$
\int_{T}^{M} \frac{A(s)^{2}}{2} d s \leq 1
$$

Hence, we find that

$$
\int_{t}^{M} \psi(s)^{2} A(s) d s \leq \psi(T)^{2} \leq \psi\left(K_{1}\right)^{2}
$$

and

$$
M-T \leq 1
$$

We then have (without further change in $K_{1}$ ) that

$$
\int_{T}^{M} F(\psi, A)(t) d t<\delta
$$

Since $\delta$ was arbitrary, this completes the proof of Lemma 2.7.
3. Proof of Theorem 3. In order to prove Theorem 3 we need to show that the asymmetric solutions found in Theorem 2 have the additional property that their corresponding energy $\mathcal{G}$ is negative if $\epsilon>0$ and $\beta>0$ are small enough. Thus, we define

$$
\begin{equation*}
Q=\frac{2(m+M)}{\beta^{4}} \mathcal{G} \tag{3.1}
\end{equation*}
$$

Then, by (3.1) and (1.10), $Q$ is given by

$$
\begin{equation*}
Q=\frac{1}{\beta^{2}} \int_{-m}^{M}\left(\psi^{2}\left(\frac{\beta^{2} \psi^{2}}{2}-1+A^{2}\right)+\left(\psi^{\prime}\right)^{2}+\frac{1}{r \beta^{2}}\left(A^{\prime}-h\right)^{2}\right) d t \tag{3.2}
\end{equation*}
$$

Therefore, if we show that $Q<0$ for small $\epsilon>0$ and $\beta>0$ then $\mathcal{G}$ is also negative and Theorem 3 is proved. We need to simplify $Q$. For this we use (1.11) and conclude that

$$
\begin{equation*}
\psi^{2}\left(\frac{\beta^{2} \psi^{2}}{2}-1+A^{2}\right)+\left(\psi^{\prime}\right)^{2}=\psi \psi^{\prime \prime}+\left(\psi^{\prime}\right)^{2}-\frac{\beta^{2} \psi^{4}}{2} \tag{3.3}
\end{equation*}
$$

Then substitution of (3.3) ino (3.2), together with the observation that $\left(\psi \psi^{\prime}\right)^{\prime}=$ $\psi \psi^{\prime \prime}+\left(\psi^{\prime}\right)^{2}$, reduces $Q$ to

$$
\begin{equation*}
Q=\frac{1}{\beta^{2}} \int_{-m}^{M}\left(\left(\psi \psi^{\prime}\right)^{\prime}-\frac{\beta^{2} \psi^{4}}{2}+\frac{1}{r \beta^{2}}\left(A^{\prime}-h\right)^{2}\right) d t \tag{3.4}
\end{equation*}
$$

Since $\psi^{\prime}(-m)=\psi^{\prime}(M)=0,(3.4)$ further reduces to

$$
\begin{equation*}
Q=\frac{1}{\beta^{2}} \int_{-m}^{M}\left(\frac{1}{r \beta^{2}}\left(A^{\prime}-h\right)^{2}-\frac{\beta^{2} \psi^{4}}{2}\right) d t \tag{3.5}
\end{equation*}
$$

Next, it follows from an integration of (1.12) that

$$
\begin{equation*}
h-A^{\prime}=r \beta^{2} \int_{t}^{M} \psi^{2} A d s \tag{3.6}
\end{equation*}
$$

Finally, we substitute (3.6) into (3.5) and arrive at

$$
\begin{equation*}
Q=\int_{-m}^{M}\left(r\left(\int_{t}^{M} \psi^{2} A d s\right)^{2}-\frac{\psi^{4}}{2}\right) d t \tag{3.7}
\end{equation*}
$$

In view of Lemma 2.7 we conclude from (3.7) that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \lim _{\beta \rightarrow 0} Q=\int_{0}^{\infty}\left(r\left(\int_{t}^{\infty} \psi_{0}^{2} A^{0} d s\right)^{2}-\frac{\psi_{0}^{4}}{2}\right) d t \tag{3.8}
\end{equation*}
$$

where $A^{0}=-1+h^{0} s$.
In the next section we prove the following lemma.
Lemma 3.1. There is a value $\gamma>0$ such that

$$
\begin{equation*}
\int_{0}^{\infty}\left(r\left(\int_{t}^{\infty} \psi_{0}^{2} A^{0} d s\right)^{2}-\frac{\psi_{0}^{4}}{2}\right) d t<0 \tag{3.9}
\end{equation*}
$$

for all $r \in(0,2+\gamma)$.
From Lemma 3.1 we observe that if $r \in(0,2+\gamma)$, then $Q<0$ for small $\epsilon>0$ and $\beta>0$. Therefore, $\mathcal{G}$ is also negative for small $\beta>0$ and Theorem 3 is proved.
4. Proof of Lemma 3.1. For the proof of Lemma 3.1 we recall that $\psi_{0}$ satisfies

$$
\begin{gather*}
\psi_{0}^{\prime \prime}=\psi_{0}\left(-2 h^{0} t+\left(h^{0}\right)^{2} t^{2}\right),  \tag{4.1}\\
\psi_{0}(0)=1, \psi_{0}^{\prime}(0)=0, \tag{4.2}
\end{gather*}
$$

where $h^{0}>0$ is the unique positive value for which $\psi_{0}$ satisfies $\psi_{0}^{\prime}<0$ for all $t>0$, and

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\psi_{0}(t), \psi_{0}^{\prime}(t)\right)=(0,0) \tag{4.3}
\end{equation*}
$$

The existence and uniqueness of $h^{0}$ were proved in Lemma 2.1. Thus, our main objective is to prove the following lemma.

Lemma 4.1. There is a value $\gamma>0$ such that

$$
\begin{equation*}
\int_{0}^{\infty}\left(r\left(\int_{t}^{\infty} \psi_{0}^{2}\left(-1+h^{0} s\right) d s\right)^{2}-\frac{1}{2} \psi_{0}^{4}(t)\right) d t<0 \tag{4.4}
\end{equation*}
$$

for all $r \in(0,2+\gamma)$.
The proof of Lemma 4.1 relies on an auxiliary result which we now establish.
Define the Riccati variable $q=\frac{\psi^{\prime}(t)}{\psi(t)}$. Then $q$ satisfies

$$
\begin{gather*}
q^{\prime}+q^{2}+2 h^{0} t-\left(h^{0}\right)^{2} t^{2}=0  \tag{4.5}\\
q(0)=q^{\prime}(0)=0 \tag{4.6}
\end{gather*}
$$

Lemma 4.2. It follows from (4.5) and the definition of $q$ that

$$
\begin{gather*}
q<0 \quad \text { and } \quad q^{\prime}<0 \quad \text { for all } t>0  \tag{4.7}\\
q \leq-\sqrt{\left(h^{0}\right)^{2} t^{2}-2 h^{0} t} \quad \text { for all } t \geq \frac{2}{h^{0}}  \tag{4.8}\\
q^{\prime}>-h^{0} \quad \text { for all } t \geq 0 \tag{4.9}
\end{gather*}
$$

Proof. Setting $h=h^{0}$ and $s=t h^{0}$, we observe that (4.7) and (4.8) follow immediately from Lemma 2.2. It remains to prove (4.9). It follows from (4.6) that $q^{\prime}(0)=0$. Thus $q^{\prime}>-h^{0}$ on an interval $[0, \eta)$ for small $\eta>0$. Suppose that (4.9) is false. Then there is a first $\hat{t}>0$ for which $q^{\prime}(\hat{t})=-h^{0}$ and $q^{\prime \prime}(\hat{t}) \leq 0$. Two differentiations of (4.5) lead to

$$
\begin{equation*}
q^{\prime \prime \prime}+2 q q^{\prime \prime}=2\left(\left(h^{0}\right)^{2}-\left(q^{\prime}\right)^{2}\right) \tag{4.10}
\end{equation*}
$$

One solution of (4.10) is $q^{\prime} \equiv-h^{0}$ for all $t$. Thus, if $q^{\prime \prime}(\hat{t})=0$ then uniqueness of solutions implies that $q^{\prime}=-h^{0}$ for all $t \geq 0$, and in particular, $q^{\prime}(0)=-h^{0}$, contradicting the fact that $q^{\prime}(0)=0$. Therefore, it must be the case that

$$
\begin{equation*}
q^{\prime}(\hat{t})=h^{0} \quad \text { and } \quad q^{\prime \prime}(\hat{t})<0 \tag{4.11}
\end{equation*}
$$

It then follows from (4.10) and (4.11) that $q^{\prime \prime}(t)<0$ for all $t>\hat{t}$ so that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} q^{\prime}(t)<-h^{0} \tag{4.12}
\end{equation*}
$$

We conclude from (4.12) that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} q(t)+h^{0} t<0 \tag{4.13}
\end{equation*}
$$

However, it follows from Lemma 2.2 that $\lim _{t \rightarrow \infty} q(t)+h^{0} t=0$, contradicting (4.13). Thus, it must be the case that $q^{\prime}>-h^{0}$ for all $t>0$ and the proof is complete.

We now return to the proof of Lemma 4.1. First, we conclude from (4.7) and (4.8), and the properties that $0<\psi_{0}<1$ and $\psi_{0}^{\prime}<0$ for all $t>0$, that the integral $\int_{0}^{\infty} \psi_{0}^{4}(t) d t$ is well defined and positive. The same reasoning shows that

$$
\begin{equation*}
J=\int_{0}^{\infty}\left(\int_{t}^{\infty} \psi_{0}^{2}(s)\left(-1+h^{0} s\right) d s\right)^{2} d t \tag{4.14}
\end{equation*}
$$

is well defined and positive. It remains to prove (4.4). For this we begin by estimating the integral

$$
\begin{equation*}
H=\int_{t}^{\infty} \psi_{0}^{2}\left(-1+h^{0} s\right) d s \tag{4.15}
\end{equation*}
$$

An integration by parts reduces (4.15) to

$$
\begin{equation*}
H=-\frac{\psi_{0}^{2}}{2 h^{0}}\left(-1+h^{0} t\right)^{2}-\frac{1}{h^{0}} \int_{t}^{\infty} \psi_{0}^{\prime} \psi_{0}\left(-1+h^{0} s\right)^{2} d s \tag{4.16}
\end{equation*}
$$

It follows from (4.1) that $\psi_{0}^{\prime} \psi_{0}^{\prime \prime}+\psi_{0}^{\prime} \psi_{0}=\psi_{0}^{\prime} \psi_{0}\left(-1+h^{0} t\right)^{2}$, and therefore, (4.16) becomes

$$
\begin{equation*}
H=-\frac{\psi_{0}^{2}}{2 h^{0}}\left(-1+h^{0} t\right)^{2}+\frac{\psi_{0}^{2}(t)}{2 h^{0}}+\frac{1}{2 h^{0}}\left(\psi_{0}^{\prime}\right)^{2} \tag{4.17}
\end{equation*}
$$

Recall that $\psi^{\prime}=q \psi$. Then (4.6) and (4.17) imply that

$$
\begin{equation*}
H=-\frac{\psi_{0}^{2} q^{\prime}}{2 h^{0}} \tag{4.18}
\end{equation*}
$$

It follows from (4.18) and (4.14) that

$$
\begin{equation*}
J=\int_{0}^{\infty} H^{2}(t) d t \leq \int_{0}^{\infty} \frac{\psi_{0}^{4}(t)}{4\left(h^{0}\right)^{2}}\left(q^{\prime}\right)^{2} d t \tag{4.19}
\end{equation*}
$$

Because Lemma 4.2 gives $-h^{0}<q^{\prime}<0$ for all $t>0$, (4.19) further reduces to

$$
\begin{equation*}
J<\frac{1}{4} \int_{0}^{\infty} \psi_{0}^{4}(t) d t \tag{4.20}
\end{equation*}
$$

Finally, it follows from (4.4), (4.14), and (4.20) that there exists $\gamma>0$ such that

$$
\int_{0}^{\infty}\left(r\left(\int_{t}^{\infty} \psi_{0}^{2}\left(-1+h^{0} s\right) d s\right)^{2}-\frac{\psi_{0}^{4}}{2}\right) d t<0
$$

for all $r \in[0,2+\gamma)$. This completes the proof of Lemma 4.1.
Appendix. In [9], when studying symmetric solutions, we used a different scaling from that used in this paper. That is, we rescaled (1.2)-(1.5) by setting

$$
K=\frac{k^{2} d^{2}}{4}, \quad h=\frac{h_{e} d}{2}, \quad r=\frac{1}{k^{2}}, \quad y=\frac{2 x}{d}
$$

and defined new dependent variables $\phi$ and $a$ by

$$
\phi(y)=\tilde{\phi}(x), \quad a(y)=\tilde{a}(x)
$$

This transforms the problem (1.2)-(1.5) into

$$
\begin{gathered}
\phi^{\prime \prime}=K \phi\left(\phi^{2}+a^{2}-1\right), \\
a^{\prime \prime}=r K \phi^{2} a \\
\frac{d \phi}{d y}( \pm 1)=0, \quad \frac{d a}{d y}( \pm 1)=h, \\
\phi>0 \text { on }[-1,1] .
\end{gathered}
$$

Since we are considering symmetric solutions, we consider the initial values

$$
\phi(0)=\beta, \quad \phi^{\prime}(0)=0, \quad a(0)=0, \quad a^{\prime}(0)=\alpha .
$$

In [11], Kwong proved that for each $\beta \in(0,1)$ there exists a unique $\alpha=\alpha(\beta)>0$, continuously dependent and decreasing in $\beta$ such that $\phi^{\prime}(1, \beta, \alpha(\beta))=0$. He then set $h(\beta)=a^{\prime}(1, \beta, \alpha(\beta))$ and proved that $h$ is continuous, $h(0)>0$, and $h(1)=0$. Thus, to obtain the upper bound $h_{\text {sym }} \leq \sqrt{3}$ given in [9] we found that it was sufficient to fix $r \in(0,2.01]$ and estimate

$$
h_{s y m}=\varlimsup_{\lim }^{K \rightarrow \infty}\left(\sup _{0 \leq \beta \leq 1} \frac{h(\beta)}{\sqrt{K}}\right)
$$

In [9], our estimate for $h_{s y m}$ was obtained by carefully analyzing the behavior of $(\phi, a)$ for each $\beta \in(0,1)$. We considered three intervals of $\beta$, namely, $(0, .1],\left(.1,1-\frac{1}{\sqrt{K}}\right]$, and ( $1-\frac{1}{\sqrt{K}}, 1$ ). We made repeated use of the "energy" function

$$
\frac{\phi^{\prime 2}}{K}+\frac{a^{\prime 2}}{r K}-\frac{\phi^{4}}{2}+\phi^{2}-a^{2} \phi^{2},
$$

which is constant for solutions of the system. We defined the function

$$
Q(y)=\beta^{2}-\frac{\beta^{4}}{2}+\frac{\phi(y)^{4}}{2}-\phi(y)^{2}+a^{2} \phi(y)^{2}
$$

and found the point $y_{0}$ where $Q\left(y_{0}\right)=1$ to be important. The difficult part of the estimate required us to consider small intervals of values of $\phi\left(y_{0}\right)$, say, $I_{1}<\phi\left(y_{0}\right)<I_{2}$. A priori, we know only that $0<\phi\left(y_{0}\right)<1$ and to get better estimates we had to subdivide $(0,1)$ into nine small subintervals $\left[I_{1}, I_{2}\right]$.

In this paper, to get the improved estimates required to show that $h_{\text {sym }} \leq 1.68$ we have to use more subintervals. Thirty-four subintervals suffice. They are [0,.407], $[.407, .56],[.56, .6]$, then 30 intervals from .6 to .9 in steps of .01 , and finally $[.9,1.0]$.

With this change, the proof in [9] gives the required upper bound for $h_{\text {sym }}$, and because of our rescaling this immediately leads to $h_{e}^{\text {sym }} \leq 1.68 k$ for $k \geq \frac{1}{\sqrt{2.01}}$. As we mentioned in [9], our estimate for $h_{s y m}$ is much easier for small $r$.
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# REGULARITY AND CONVERGENCE OF CRYSTALLINE MOTION* 

KATSUYUKI ISHII ${ }^{\dagger}$ AND HALIL METE SONER ${ }^{\ddagger}$


#### Abstract

We consider the motion of polygons by crystalline curvature. We show that "smooth" polygon evolves by crystalline curvature "smoothly" and that it shrinks to a point in finite time. We also establish the convergence of crystalline motion to the motion by mean curvature.


Key words. crystalline motion, motion by mean curvature, viscosity solutions

## PII. S0036141097317347

1. Introduction. Several models in phase transitions give rise to geometric equations relating the normal velocity of the interface to its curvature. The curvature term is related to surface tension and the surface energy is often an anisotropic function of the normal direction, indicating the preferred directions of the underlying crystal structure.

When the surface energy is isotropic, the resulting equation is the mean curvature flow and a variety of techniques have been used to analyze this flow. Huisken [25] showed that any convex set in higher than two space dimensions, shrinks to a point smoothly in finite time. We note that Huisken's method cannot be applied to the planar motion by mean curvature. Using different methods from those in [25], Gage and Hamilton [15] and Grayson [24] showed that a smooth planar embedded curve first becomes convex and then smoothly shrinks to a point in finite time. However, in general, in dimensions higher than two, embedded hypersurfaces may develop singularities and a weak formulation of the mean curvature flow is necessary to define the subsequent evolution after the onset of singularities. Brakke [8] was the first to study the mean curvature flow past the singularities. Using varifolds in geometric measure theory, he constructed global generalized solutions that are not necessarily unique. Almgren, Taylor, and Wang [2] used a time-step energy minimization approach together with geometric measure theory to analyze a very general class of equations.

An alternate approach, initially suggested in the physics literature by Ohta, Jasnaw, and Kawasaki [28], for numerical calculations by Osher and Sethian [26], represents the evolving surfaces as the level set of an auxiliary function solving an appropriate nonlinear differential equation. This level-set approach has been extensively developed by Chen, Giga, and Goto [9] and Evans and Spruck [12]. Evolution of hypersurfaces with codimension greater than one is studied by Ambrosio and Soner [3], and intrinsic definitions were developed by Soner [29] and Barles, Soner, and Souganidis [7]. Since the level-set equations are degenerate parabolic, the theory of viscosity solutions by Crandall and Lions [11] is used to define the level-set solutions. For more

[^1]information on viscosity solutions see the survey by Crandall, Ishii, and Lions [10] and the book by Fleming and Soner [13].

When the surface energy is convex, the evolution law is still degenerate parabolic and much of the above theory generalizes to these equations as well.

Nonsmooth energies are also of interest, and an interesting class of surface energiescalled crystalline energies-have polygonal Frank diagrams. For these energies, the corresponding solutions are also polygonal, and the evolution law is a system of ordinary differential equations for the length of each side of the solution (see (2.3) below). An excellent introduction to crystalline motion is given in the recent book of Gurtin [22] and in the surveys of Taylor [32] and Taylor, Cahn, and Handwerker [34]. Short time existence and the other properties of the planar solutions are proved by Angenent and Gurtin [4] and Taylor [33]. Almgren and Taylor [1] showed that the crystalline flow is consistent with the variational approach developed in [2]. In a recent preprint Giga, Gurtin, and Mathias [19] study the classical solutions in three space dimensions and a deep viscosity theory for graph-like solutions of very general geometric equations have been developed by Giga and Giga [16] and the references therein. We also refer to Gurtin, Soner, and Souganidis [23] and Ohnuma and Sato [27], which treat a relaxed formulation of evolving surfaces by nonconvex interfacial energies.

In this paper, we consider a two-dimensional problem with a crystalline energy whose level sets are regular $n$-polygons and show the convergence of these solutions to the unique smooth solution of the mean curvature flow. This convergence has already been proved by Girao [20] for convex solutions and by Girao and Kohn [21] for graphlike solutions. They also obtained the rate of convergence. Here we generalize the convergence results in $[20,21]$ to general curves that are not necessarily convex. Our proof is a set theoretic analogue of the weak viscosity approach of Barles and Perthame [5,6]. To describe our approach, let $\left\{\Omega_{n}(t)\right\}_{t \in[0, T)}$ be a sequence of open polygons each solving a crystalline flow. We define two possible limits:

$$
\begin{aligned}
& \widehat{\Omega}(t):=\limsup _{n \rightarrow \infty, s \rightarrow t} \Omega_{n}(s) \\
& \underline{\Omega}(t):=\liminf _{n \rightarrow \infty, s \rightarrow t} \Omega_{n}(s)
\end{aligned}
$$

(Precise definitions are given in (4.2) below.) Then, with only $L^{\infty}$ estimates, the Barles-Perthame approach enables us to show that $\widehat{\Omega}$ is a viscosity subsolution of the mean curvature flow, and $\underline{\Omega}$ is a viscosity supersolution of the mean curvature flow. Since, in two space dimensions, there is a smooth solution to the mean curvature flow, we show that both of these sets are equal to the smooth solution. This yields the convergence of $\Omega_{n}$ in the Hausdorff topology.

The paper is organized as follows. In the next section, we give the definition of crystalline motion and prove the existence of a regular solution in section 3 . We define the weak viscosity limits in section 4 and prove their viscosity properties. Convergence is proved in the final section. Some properties of the viscosity solutions are gathered in the appendix.

After this work was completed, we were informed of a recent work of Giga and Giga [17] related to ours. They proved the stability of the periodic graph-like solutions for the motion by nonlocal weighted curvature. They also proved the motion by crystalline energy is shown to approximate the motion by regular interfacial energy if the crystalline energy approximates the regular interfacial energy. We also refer to Fukui and Giga [14] for an approximation property of the motion by nonsmooth weighted energy.
2. Crystalline motion and $\boldsymbol{n}$-smooth polygons. Here we recall several standard definitions and equations. Gurtin's book [22] provides an excellent introduction to this subject. Also, see [31, 33].
2.1. Surface energy. All geometric flows that we consider are, formally, the gradient flows of the surface energy functional

$$
\begin{equation*}
I(\Gamma):=\int_{\Gamma} f(\vec{n}) d s \tag{2.1}
\end{equation*}
$$

where $\Gamma$ is a Jordan curve in $\mathcal{R}^{2}, \vec{n}$ is its outward unit normal vector, and $f: S^{1} \rightarrow$ $[0, \infty)$ is the surface energy function. It is customary to extend $f$ to the whole $\mathcal{R}^{2}$ as a homogeneous function of degree one,

$$
f(x)=|x| f\left(\frac{x}{|x|}\right) \quad \forall x \neq 0
$$

and define

$$
\hat{f}(\theta):=f(\cos \theta, \sin \theta)
$$

Then the twice differentiability of $f$ on $\mathcal{R}^{2} \backslash\{0\}$ is equivalent to the twice differentiability of $\hat{f}$, and $f$ is convex if and only if $\hat{f}(\theta)+\hat{f}_{\theta \theta}(\theta) \geq 0$ for all $\theta$.

The Frank diagram of the surface energy $f$ is simply the polar graph of $\hat{f}^{-1}$, or equivalently, it is the one-level set of $f$, i.e.,

$$
\mathcal{F}(f):=\left\{x \in \mathcal{R}^{2}: f(x)=1\right\}=\{r(\cos \theta, \sin \theta): r \hat{f}(\theta)=1\}
$$

When the surface tension $f$ is smooth and convex, the gradient flow for the functional $I$ has the form

$$
\begin{equation*}
\beta(\theta) V=\left(\hat{f}(\theta)+\hat{f}_{\theta \theta}(\theta)\right) \kappa \tag{2.2}
\end{equation*}
$$

where $V, \kappa,(\cos \theta, \sin \theta)$ are, respectively, the normal velocity, the curvature, and the normal vector of the solution $\Gamma(t)$, and the given nonnegative function $\beta$ is the kinetic coefficient. The mean curvature flow corresponds to $\hat{f} \equiv \beta \equiv 1$, and the other cases with strictly convex surface energy are qualitatively very similar to the mean curvature flow.

If $f$ is not convex, we need to modify both $f$ and $\beta$ to obtain the correct relaxed equation. This relaxation procedure and the analytical properties of the relaxed equation was studied by Gurtin, Soner, and Souganidis [23] and, independently, by Ohnuma and Sato [27]. The common critical hypothesis in these works is the continuous differentiability of the relaxed surface energy function.
2.2. Crystalline flow. Nonsmooth energy functions are of interest in models for crystal growth, as it is well known that solid crystals can exist in polygonal shapes. An interesting class of nonsmooth energies are the crystalline energies. The Frank diagram of crystalline energy is a polygon.

Although the crystalline energies are only Lipschitz continuous, an appropriate weak formulation of (2.2) is possible and is called the crystalline flow; see [22, section 12.5] for the precise definition. The crystalline flow was derived by Taylor [31] and, independently, from thermodynamical considerations by Angenent and Gurtin [4].


Fig. 1. Definition of $\chi_{i}$.

Consider a crytalline energy function $f$, and let $\Theta:=\left\{\theta_{1}, \ldots, \theta_{N}\right\}$ be the angles corresponding to the corner points of the Frank digram of $f$. Suppose that the curve $\Gamma$ is locally smooth around a point with a normal angle $\theta^{*} \notin \Theta$-say, $\theta^{*} \in\left(\theta_{1}, \theta_{2}\right)$. We can, then, decrease the energy $I(\Gamma)$ of $\Gamma$ by infinitesimally alternating the normal angle between $\theta_{1}$ and $\theta_{2}$. Therefore, for crystalline energies, we consider only polygonal solutions with normal angles taking values in $\Theta$.

In this paper, for simplicity, we consider only crystalline energies whose Frank diagrams are regular $n$-polygons, and kinetic coefficient $\beta \equiv 1$. Then

$$
\Theta=\Theta_{n}:=\left\{\frac{2 \pi k}{n}: k=0,1, \ldots,(n-1)\right\} .
$$

Here and hereafter $\theta \in \Theta$ means $\theta \equiv 2 \pi k / n \bmod 2 \pi$ for some $k \in\{0,1, \ldots, n-1\}$. The evolution of side $i, L_{i}(t)$, is governed by

$$
\begin{equation*}
V_{i}(t)=-\frac{2 \tan (\pi / n)}{l_{i}(t)} \chi_{i}, \tag{2.3}
\end{equation*}
$$

where $V_{i}(t), l_{i}(t)$, and $\chi_{i}$, are, respectively, the normal velocity, the length, and the discrete curvature of $L_{i}(t)$. The discrete curvature $\chi_{i} \in\{-1,0,+1\}$. It is equal to +1 if both edges of $L_{i}(t)$ have positive curvature, it is equal to -1 if both edges of $L_{i}(t)$ have negative curvature, and it is equal to zero otherwise; see Figure 1. $(\Omega(t)$ denotes the domain enclosed by $L_{i}(t)^{\prime} s$.)

We close this subsection by stating the evolution rule for the length, $l_{i}(t)$, of the sides of a solution of the crystalline flow:

$$
\begin{equation*}
\frac{d}{d t} l_{i}(t)=\frac{1}{\cos ^{2}(\pi / n)}\left(2 \cos \left(\frac{2 \pi}{n}\right) \cdot \frac{\chi_{i}^{2}}{l_{i}(t)}-\frac{\chi_{i+1}^{2}}{l_{i+1}(t)}-\frac{\chi_{i-1}^{2}}{l_{i-1}(t)}\right) . \tag{2.4}
\end{equation*}
$$

This equation follows from (2.3) and geometry; see [22, equation (12.39)].
2.3. $n$-smooth polygons. We continue by defining the notion of a "good" solution of (2.3). For a polygon $\Gamma$, let $N(\Gamma)$ be the total number of sides.

Definition 2.1. We say that a closed polygon $\Gamma$ is an $n$-smooth polygon if $N(\Gamma)$ is finite and
(1) $\Gamma$ encloses a simply-connected, bounded, open subset of $\mathcal{R}^{2}$,
(2) for every $i=1, \ldots, N(\Gamma)$, the normal angle $\theta_{i}$ of the side $i$ belongs to $\Theta_{n}$,
(3) $\left|\theta_{i}-\theta_{i-1}\right|=2 \pi / n$ for every $i=1, \ldots, N(\Gamma)$, where $\left|\theta_{i}-\theta_{i-1}\right|$ is understood as the infimum over its representatives.

The third condition is formally equivalent to the "discrete continuity" of the normal angle, which explains the term "smooth."

By definition, any solution of (2.3) satisfies the second condition.
Let

$$
\begin{aligned}
& N^{+}(\Gamma):=\left\{i \in\{1, \ldots, N(\Gamma)\}: \chi_{i}=1\right\} \\
& N^{-}(\Gamma):=\left\{i \in\{1, \ldots, N(\Gamma)\}: \chi_{i}=-1\right\} \\
& N^{0}(\Gamma):=\left\{i \in\{1, \ldots, N(\Gamma)\}: \chi_{i}=0\right\}
\end{aligned}
$$

Then for any $n$-smooth polygon $\Gamma$,

$$
\begin{equation*}
N^{+}(\Gamma)-N^{-}(\Gamma)=\sum_{i=1}^{N(\Gamma)} \chi_{i}=n \tag{2.5}
\end{equation*}
$$

is an identity which is the discrete version of

$$
\int_{C} \kappa d s=2 \pi
$$

for a smooth Jordan curve $C$.
3. Regularity. In this section, we will show that there is a unique $n$-smooth solution of (2.3) which evolves smoothly in time (i.e., remains $n$-smooth) and shrinks to a point in finite time. This is the discrete analogue of a theorem of Grayson [24] and Gage and Hamilton [15]. A more general statement is proved by Taylor [33, Theorem 3.1]. For the reader's convenience, we provide all the details of this result.

Theorem 3.1 (Taylor [33]). Let $\Gamma_{0}$ be an $n$-smooth polygon enclosing an open set $\Omega_{0}$. Then there exist n-smooth polygons $\{\Gamma(t)\}_{t \in[0, T)}$ solving (2.3) with the initial condition $\Gamma(0)=\Gamma_{0}$. Moreover $\Gamma(t)$ shrinks to a point as $t \uparrow T$, and

$$
\begin{equation*}
T=\frac{\left|\Omega_{0}\right|}{2 n \tan (\pi / n)} \tag{3.1}
\end{equation*}
$$

Remark 3.2. Uniqueness follows from Giga and Gurtin [18] and Taylor [33].
We start with several results toward the proof of Theorem 3.1.
Clearly, for a short time there is a solution $\Gamma(t)$ satisfying initial data. Let $t_{1}>0$ be the first time this solution is no longer $n$-smooth. Since, by definition, the normal angles of any solution take values in $\Theta_{n}$ (cf. section 2.2), there are two possibilities at $t_{1}$ : either the length of one or more sides tend to zero or the solution self-intersects at $t_{1}$. We will first show that the latter does not happen. Our proof is very similar to [33, Theorem 3.2(1)].

Lemma 3.3. Let $t_{1}$ and $\{\Gamma(t)=\partial \Omega(t)\}_{t \in\left[0, t_{1}\right)}$ be as above. Then

$$
\liminf _{t \uparrow t_{1}} \inf \left\{l_{i}(s): s \in[0, t], i=1, \ldots, N(\Gamma(0))\right\}=0
$$

Proof. Suppose the opposite. Then

$$
\inf \left\{l_{i}(s): s \in\left[0, t_{1}\right), i=1, \ldots, N(\Gamma(0))\right\}>0
$$

Then, by $(2.4)$, each $l_{i}(\cdot)$ is smooth on $\left(0, t_{1}\right)$ and therefore

$$
\Omega\left(t_{1}\right)=\lim _{t \uparrow t_{1}} \Omega(t)
$$

exists in the Hausdorff topology. By the definition of $t_{1}, \Gamma\left(t_{1}\right)$ self-intersects. Moreover, for all $t \in\left[0, t_{1}\right]$,

$$
\begin{equation*}
\left|\theta_{i}-\theta_{i-1}\right|=\frac{2 \pi}{n}, i=1, \ldots, N(\Gamma(t))=N(\Gamma(0)), \tag{3.2}
\end{equation*}
$$

so that at $t_{1}$ there are two possibilities: either two sides or two corner points touch each other. Note that, by (3.2), if a corner point touches a side, then necessarily two sides also touch each other. The following arguments are very similar to those in [18].

Case 1. Suppose that $L_{i}\left(t_{1}\right)$ intersects at $L_{j}\left(t_{1}\right)$.
Then a straightforward analysis argument shows that $\left(\chi_{i}, \chi_{j}\right)=(1,-1)$ or $\left(\chi_{i}, \chi_{j}\right)=$ $(-1,1)$. Since the analyses of these cases are symmetric, we may assume $\left(\chi_{i}, \chi_{j}\right)=$ $(1,-1)$. Then $l_{i}\left(t_{1}\right) \leq l_{j}\left(t_{1}\right)$.

Subcase (1). $l_{i}\left(t_{1}\right)<l_{j}\left(t_{1}\right)$.
Then for some $\delta>0, l_{i}(t)<l_{j}(t)$ in $\left(t_{1}-\delta, t_{1}\right]$, and therefore,

$$
\alpha(t):=\frac{2 \tan (\pi / n)}{l_{j}(t)}-\frac{2 \tan (\pi / n)}{l_{i}(t)}>0, \quad t \in\left(t_{1}-\delta, t_{1}\right] .
$$

But $\alpha(t)$ is equal to the time derivative of the distance between $L_{i}(t)$ and $L_{j}(t)$ and this distance is equal to zero at $t_{1}$. Hence this case is not possible.

Subcase (2). $l_{i}\left(t_{1}\right)=l_{j}\left(t_{1}\right)$.
Then, the sides adjacent to $L_{i}(t)$ and $L_{j}(t)$ also touch each other at time $t_{1}$, and therefore, there have to be two sides satisfying the assumptions of the previous subcase, thus yielding a contradiction.

Case 2. Two corner points touch each other.
Let the intersection, $x_{i}(t)$ of $L_{i}(t)$ and $L_{i+1}(t)$ be the same as the intersection $x_{j}(t)$ of the sides $L_{j-1}(t)$ and $L_{j}(t)$. Then the angle between $L_{i}(t)$ and $L_{j}(t)$ and the one between $L_{i+1}(t)$ and $L_{j-1}(t)$ are equal to $2 \pi / n$. By rotation, we may assume that $L_{i}(t)$ and $L_{j}(t)$ are parallel to the $x$-axis, and $L_{i+1}(t)$ is aligned with the $L_{j-1}(t)$ (cf. Figure 2). Moreover, $\chi_{k} \geq 0$ for $k=i, i+1, j, j-1$. Let $V_{x_{i}}(t)$ and $V_{x_{j}}(t)$ be the velocity vectors of the points $x_{i}(t)$ and $x_{j}(t)$, respectively. Then

$$
(0,1) \cdot\left(V_{x_{j}}-V_{x_{i}}\right) \geq 0
$$

and the inequality is strict unless $\chi_{k}=0$ for all $k=i, i+1, j, j-1$. Since $x_{i}\left(t_{1}\right)=$ $x_{j}\left(t_{1}\right)$, we conclude that $\chi_{k}=0$ for all $k=i, i+1, j, j-1$. But then $V_{x_{i}}(t)=V_{x_{j}}(t)=0$ for $t<t_{1}$ close to $t_{1}$ and this contradicts the definition of $t_{1}$.

Our next result is the following lemma.
Lemma 3.4. Let $t_{1}$ and $\{\Gamma(t)=\partial \Omega(t)\}_{t \in[0, t)}$ be as above. Suppose $t_{1}$ is strictly less than the extinction time. Then as $t \rightarrow t_{1}, \Omega(t)$ converges to an $n$-smooth polygon $\Omega\left(t_{1}\right)$ in the Hausdorff topology.

Proof. By the previous lemma, there is a side $i^{*}$ such that

$$
\liminf _{t \rightarrow t_{1}} l_{i^{*}}(t)=0
$$

The main step in this proof is to show $\chi_{i^{*}}=0$ if the side $L_{i^{*}}$ disappears at $t_{1}$. So we suppose that it is equal to +1 or -1 . Since the analyses of these cases are similar, we may assume that $\chi_{i^{*}}=1$. Set $\theta=2 \pi / n$.


Fig. 2. Case 2.

1. In this step we will show that $l_{i^{*}}(\cdot)$ is continuous on $\left[0, t_{1}\right]$. For future reference, we will prove that, for any $j, l_{j}(\cdot)$ is continuous on $\left[0, t_{1}\right]$. By (2.4), all sides remain bounded, and we set

$$
B:=\limsup _{t \rightarrow t_{1}} l_{j}(t)
$$

Suppose that

$$
B>\liminf _{t \rightarrow t_{1}} l_{j}(t):=A
$$

Since $l_{j}(\cdot)$ is continuous in $\left[0, t_{1}\right)$, it crosses $(A+B) / 2$ infinitely many times before $t_{1}$. In particular, by the mean value theorem, there is a sequence $t_{k} \uparrow t_{1}$ such that

$$
l_{j}\left(t_{k}\right) \geq \frac{A+B}{2}, \quad \lim _{k \rightarrow+\infty} l_{j}^{\prime}\left(t_{k}\right)=+\infty
$$

However, by (2.4),

$$
l_{j}^{\prime}\left(t_{k}\right) \leq \frac{2 \cos \theta}{l_{j}\left(t_{k}\right) \cos ^{2}(\theta / 2)} \leq C
$$

for some constant $C$ independent of $k$. Hence $A=B$.
2. This step closely follows [33, Proposition 3.1].

Since $t_{1}$ is strictly less than the extinction time, there are at least two sides which have nonzero length at time $t_{1}$. Hence there are two sides $L_{p_{0}}$ and $L_{p_{1}}$ such that $p_{0}<i^{*}<p_{1}, l_{p_{0}}(t)$ and $l_{p_{1}}(t)$ are uniformly positive in $\left[0, t_{1}\right]$, and

$$
\lim _{t \uparrow t_{1}} l_{j}(t)=0 \forall j=p_{0}+1, \ldots, p_{1}-1
$$

For any $j$, let $\mathcal{L}_{j}(t)$ be the line extending $L_{j}(t), x_{j+1}(t)$ be the intersection between $\mathcal{L}_{j}(t)$ and $\mathcal{L}_{j+1}(t)$, and $\theta_{j}$ be the angle between the outward normal and the horizontal axis. Then, as $t \uparrow t_{1}$, all $x_{p_{0}+1}(t), \ldots, x_{q}(t)$ converge to the same point $x^{*}$.

We analyze several cases separately.
Case 1. $\chi_{j} \neq 0 \forall j=p_{0}+1, \ldots, p_{1}-1$.
Since we have assumed that $\chi_{i^{*}}=1, \chi_{j}=1 \forall j=p_{0}+1, \ldots, p_{1}-1$ and

$$
x^{*} \in \bigcap_{0 \leq t<t_{1}} \bigcap_{j=p_{0}}^{p_{1}}\left\{y \in \mathcal{R}^{2}:\left(y-x_{j}(t)\right) \cdot\left(\cos \theta_{j}, \sin \theta_{j}\right) \leq 0\right\}
$$



Fig. 3. Position of $x^{*}$.

See Figure 3.
By geometry, $\left|\theta_{p_{0}}-\theta_{p_{1}}\right| \leq \pi$.
Subcase 1. $\left|\theta_{p_{0}}-\theta_{p_{1}}\right|<\pi$.
Let $y(t)$ be the intersection between $\mathcal{L}_{p_{0}}(t)$ and $\mathcal{L}_{p_{1}}(t)$. We define

$$
\begin{aligned}
d(t) & =\left(y(t)-x^{*}\right) \cdot\left(\cos \theta_{p_{0}+1}, \sin \theta_{p_{0}+1}\right) \\
d_{p_{0}+1}(t) & =\operatorname{dist}\left(x^{*}, \mathcal{L}_{p_{0}+1}(t)\right)
\end{aligned}
$$

Then $d_{p_{0}+1}(t) \leq d(t) \forall t \in\left[0, t_{1}\right)$ and $d_{p_{0}+1}\left(t_{1}\right)=d\left(t_{1}\right)=0$. Moreover, $d(t)$ is Lipschitz continuous in $t$ and

$$
\frac{d}{d t} d_{p_{0}+1}(t)=V_{p_{0}+1}(t)=-\frac{2 \tan (\theta / 2)}{l_{p_{0}+1}(t)}
$$

Hence,

$$
0 \geq-\int_{t}^{t_{1}} \frac{2 \tan (\theta / 2)}{l_{p_{0}+1}(\tau)} d \tau=d_{p_{0}+1}(t) \geq d(t) \geq-\left\|d^{\prime}\right\|_{L^{\infty}\left(0, t_{1}\right)}\left(t_{1}-t\right) \quad \forall t<t_{1}
$$

This contradicts the fact $l_{p_{0}+1}(t) \rightarrow 0$ as $t \uparrow t_{1}$.
Subcase 2. $\left|\theta_{p_{0}}-\theta_{p_{1}}\right|=\pi$.
We repeat the argument used in the previous case with

$$
\begin{aligned}
\tilde{d}(t) & =\operatorname{dist}\left(\mathcal{L}_{p_{0}}(t), \mathcal{L}_{p_{1}}(t)\right) \\
\tilde{d}_{p_{0}+1}(t) & =\operatorname{dist}\left(L_{p_{0}+1}(t), \mathcal{L}_{p_{1}}(t)\right)
\end{aligned}
$$

Case 2. $\chi_{q}=0$ exactly for one $q \in\left\{p_{0}+1, \ldots, p_{1}-1\right\}$.
Then, $\chi_{j}=1$ for $j=p_{0}+1, \ldots, q-1$ and $\chi_{j}=-1$ for $j=q+1, \ldots, p_{1}-1$, or $\chi_{j}=-1$ for $j=p_{0}+1, \ldots, q-1$ and $\chi_{j}=1$ for $j=q+1, \ldots, p_{1}-1$. Since the arguments in both cases are similar, without loss of generality, we consider only the first possibility.

If $\left|\theta_{p_{0}}-\theta_{q}\right| \leq \pi$, we argue as in Case 1 , using side $L_{q}(t)$ instead of $L_{p_{1}}(t)$. We also argue similarly, when $\left|\theta_{q}-\theta_{p_{1}}\right| \leq \pi$. Therefore, we may assume that $\left|\theta_{p_{0}}-\theta_{q}\right|>\pi$ and that there is a side $L_{j}(t)$ with $q<j<p_{1}$, which is parallel to $L_{p_{0}}(t)$. Let $\mathcal{L}$ be the line going through $x^{*}$ and parallel to both $L_{p_{0}}(t)$ and $L_{j}(t)$. Set

$$
d(t)=\operatorname{dist}\left(L_{p_{0}}(t), \mathcal{L}\right)-\operatorname{dist}\left(L_{j}(t), \mathcal{L}\right)
$$

Then $0=d\left(t_{1}\right)$ and since $\left|\theta_{p_{0}}-\theta_{q}\right|>\pi, 0<d(t) \forall\left(0, t_{1}\right)$; see Figure 4.


Fig. 4. Case 2.

However, this contradicts the fact that $d^{\prime}(t)>0 \forall t$ sufficiently close to $t_{1}$.
Case 3. $\chi_{j}=0$ for more than one side.
Suppose that $\chi_{q}$ and $\chi_{j}$ are equal to zero. Then $x^{*}$ belongs to both $L_{q}(t)$ and $L_{j}(t) \forall t$, and therefore, $j=q-1$ or $q+1$. Since $l_{q}(t)$ converges to zero, at least one side adjacent to $L_{q}(t)$ has nonzero discrete curvature. Hence there are two sides with zero discrete curvature and they are adjacent to each other. As in Case 1, all the other sides between $L_{p_{0}}(t)$ and $L_{p_{1}}(t)$ satisfy $\chi_{k}=1$, and we argue as in Case 1 .

Therefore, the case $\chi_{i^{*}}=1$ is not possible. An entirely similar argument shows that the case $\chi_{i^{*}}=-1$ is not possible either. Hence $\chi_{i^{*}}=0$ and $L_{i^{*}-1}$ and $L_{i^{*}+1}$ are parallel, and the normal angle of the "new" side is equal to that of these two ones.

We are now in a position to prove Theorem 3.1.
Proof of Theorem 3.1. Since $\Gamma(0)$ is $n$-smooth for short time, there is an $n$ smooth solution $\Gamma(t)$. Moreover, by Lemma 3.4, this solution remains $n$-smooth until one side of $\Gamma(t)$ vanishes. Let $t_{1}$ be the first time a side vanishes. Then, $\Gamma(t)$ is $n$-smooth and $N(\Gamma(t))=N(\Gamma(0)) \forall t \in\left[0, t_{1}\right)$. By Lemma 3.3, $\Gamma\left(t_{1}\right)$ is also $n$-smooth and $N\left(\Gamma\left(t_{1}\right)\right) \leq N(\Gamma(0))-2$. We repeat this procedure starting from $\Gamma\left(t_{1}\right)$. Since $N(\Gamma(0))$ is finite, we have only to repeat finitely many times.

Let $t_{1}<t_{2}<\cdots<t_{N}$ be the times at which a side vanishes. Let $t_{N}>0$ be the time when $N^{-}\left(\Gamma\left(t_{N}\right)\right)=N^{0}\left(\Gamma\left(t_{N}\right)\right)=0$. Then, by $(2.5), N^{+}\left(\Gamma\left(t_{N}\right)\right)=n$ and $\Gamma(t)$ is convex for all $t \geq t_{N}$.

We see that $\Gamma(t)$ shrinks to a point at finite time. Indeed, by (2.5), we can calculate the rate of change of $|\Omega(t)|$ :

$$
\begin{aligned}
\frac{d}{d t}|\Omega(t)| & =\sum_{i} V_{i} l_{i} \\
& =-\sum_{i \in N^{+}(\Gamma(t))} 2 \tan \frac{\pi}{n}+\sum_{i \in N^{-}(\Gamma(t))} 2 \tan \frac{\pi}{n} \\
& =-2 n \tan \frac{\pi}{n}
\end{aligned}
$$

From the foregoing calculation, we conclude that the solution shrinks to a point at some time $T$. Moreover, at time $T$,

$$
0=|\Omega(T)|=\left|\Omega_{0}\right|-2 n \tan \frac{\pi}{n} \cdot T
$$

and (3.1) follows.
4. Weak viscosity limits. In this section, we will study the properties of the set-theoretic analogue of the weak viscosity limits of Barles and Perthame $[5,6]$. Let $\left\{\Gamma_{n}(t)\right\}_{t \in[0, T)}$ be a sequence of $n$-smooth solutions of (2.3), and let $\Omega_{n}(t)$ be the open set enclosed by $\Gamma_{n}(t)$. Assume that there is a constant $R>0$, independent of $n$, satisfying

$$
\begin{equation*}
\Omega_{n}(t) \subset B(0, R) \tag{4.1}
\end{equation*}
$$

where $B(x, r)=\left\{y \in \mathcal{R}^{2}:|y-x| \leq r\right\}$. Following [6, 29], for $t \in[0, T)$, we define

$$
\begin{align*}
& \widehat{\Omega}(t):=\bigcap_{\substack{r>0 \\
N \geq 1}} \operatorname{cl}\left(\bigcup_{\substack{|s-t| \leq r, 0 \leq s<T \\
n \geq N}} \Omega_{n}(s)\right),  \tag{4.2}\\
& \underline{\Omega}(t):=\bigcup_{\substack{r>0 \\
N \geq 1}} \operatorname{int}\left(\bigcap_{\substack{|s-t| \leq r, 0 \leq s<T \\
n \geq N}} \Omega_{n}(s)\right),
\end{align*}
$$

where $\operatorname{cl} A$ and $\operatorname{int} A$ are, respectively, the closure and the interior of the set $A$. In view of (4.1), $\widehat{\Omega}(t)$ is a bounded closed set and $\underline{\Omega}(t)$ is a bounded open set. We will show that, respectively, $\widehat{\Omega}(t)$ is a weak subsolution and $\underline{\Omega}(t)$ is a weak supersolution of the mean curvature flow.

This type of stability results are typical in the theory of viscosity solutions and, in general, they are a simple consequence of the maximum principle. However, the crystalline flow is not defined for smooth curves and this fact is the major difficulty in the following analysis.

The notion of viscosity solutions we use is first introduced by the second author in [29] and further developed in [7, 30]. Here we only recall the definition; other relevant definitions and results are gathered in the appendix.

We continue by recalling several definitions that will be used in the subsequent analysis. For subsets $\{\Omega(t)\}_{0 \leq t<T}$ in $\mathcal{R}^{2}$, the upper semicontinuous (u.s.c.) envelope and, respectively, the lower semicontinuous ((l.s.c.) envelope are defined by

$$
\Omega^{*}(t)=\bigcap_{r>0} \mathrm{cl}\left(\bigcup_{\substack{|s-t| \leq r \\ 0 \leq s<T}} \Omega(s)\right), \quad \Omega_{*}(t)=\bigcup_{r>0} \operatorname{int}\left(\bigcap_{\substack{|s-t| \leq r \\ 0 \leq s<T}} \Omega(s)\right), t \in[0, T)
$$

Then, it is clear that $(\underline{\Omega})_{*}=\underline{\Omega}$ and $(\widehat{\Omega})^{*}=\widehat{\Omega}$. For other properties of these envelopes, see [29, Lemma 3.1].

For a collection of closed subsets $\{O(t)\}_{0 \leq t<T}$ with smooth boundary, $V_{O}(x, t)$ is the normal velocity of $\partial O(t)$ at $x$ and $\kappa_{O}(x, t)$ is the curvature of $\partial O(t)$ at $x$. We use the convention that the curvature of a convex curve is nonnegative.

We are now in a position to give the weak (viscosity) definition of the mean curvature flow we will use. This definition is very similar to the one given in [29]; see the appendix for the connection between these two definitions.

Definition 4.1. Let $\{\Omega(t)\}_{0 \leq t<T}$ be a collection of bounded subsets in $\mathcal{R}^{2}$ satisfying $\Omega_{*}(t) \neq \emptyset$ for every $t \in[0, T)$.

We say $\{\Omega(t)\}_{0 \leq t<T}$ is a weak subsolution of the mean curvature flow, if for any closed, smooth subsets $\{O(t)\}_{0 \leq t<T}$,

$$
\begin{equation*}
V_{O}\left(x_{0}, t_{0}\right) \leq-\kappa_{O}\left(x_{0}, t_{0}\right) \tag{4.3}
\end{equation*}
$$

at each $t_{0} \in(0, T)$ and $x_{0} \in \partial O\left(t_{0}\right)$ satisfying

$$
\begin{gather*}
\Omega^{*}(t) \subset O(t) \quad \forall t \neq t_{0}  \tag{4.4}\\
\Omega^{*}\left(t_{0}\right) \subset O\left(t_{0}\right), \quad \partial \Omega^{*}\left(t_{0}\right) \cap \partial O\left(t_{0}\right)=\left\{x_{0}\right\} .
\end{gather*}
$$

Similarly, we say $\{\Omega(t)\}_{0 \leq t<T}$ is a weak supersolution of the mean curvature flow if for any closed, smooth subsets $\{O(t)\}_{0 \leq t<T}$,

$$
V_{O}\left(x_{0}, t_{0}\right) \geq-\kappa_{O}\left(x_{0}, t_{0}\right)
$$

at each $t_{0} \in(0, T)$ and $x_{0} \in \partial O\left(t_{0}\right)$ satisfying

$$
O(t) \subset \subset \Omega_{*}(t) \forall t \neq t_{0}, \quad O\left(t_{0}\right) \subset \Omega_{*}\left(t_{0}\right), \quad \partial \Omega_{*}\left(t_{0}\right) \cap \partial O\left(t_{0}\right)=\left\{x_{0}\right\}
$$

Condition (4.4) implies that $\left(x_{0}, t_{0}\right) \in \partial O\left(t_{0}\right) \times(0, T)$ is the strict maximizer of $-\operatorname{dist}\left(x, \partial \Omega^{*}(t)\right)$ over all $(x, t) \in \partial O(t) \times(0, T)$. A similar conclusion also holds for supersolutions.

Following is the set theoretic analogue of the Barles and Perthame procedure $[5,6],[13$, section 5$]$, and it is the chief technical contribution of this paper.

Recall that $\Gamma_{n}(t)=\partial \Omega_{n}(t)$.
LEMmA 4.2. $\widehat{\Omega}$ is a weak subsolution of the mean curvature flow, while $\underline{\Omega}$ is a weak supersolution.

Before we give the proof of this lemma, we will first give a formal proof of the subsolution property.

In view of our definition of a weak solution, we start with smooth sets $\{O(t)\}_{0<t<T}$ and a point $\left(x_{0}, t_{0}\right)$ satisfying (4.4). Our goal is to verify (4.3). By (4.4) there are a subsequence $n_{k}$ and a sequence $\left(x_{k}, t_{k}\right) \rightarrow\left(x_{0}, t_{0}\right)$ satisfying $\Omega_{n_{k}}\left(t_{k}\right) \subset O\left(t_{k}\right)$ and that $x_{k} \in \Gamma_{n_{k}}\left(t_{k}\right)$. Although there are several other cases, assume that $x_{k}$ is the intersection of $L_{i-1}\left(t_{k}\right)$ and $L_{i}\left(t_{k}\right)$ of $\Gamma_{n_{k}}\left(t_{k}\right)$, and $\chi_{i}=\chi_{i-1}=1$. We choose a coordinate system so that $x_{k}$ is the origin and the $L_{i}\left(t_{k}\right)$ side is included in the $x_{1}$ axis. Let $n_{1}=(0,1), n_{2}=\left(\sin \left(2 \pi / n_{k}\right), \cos \left(2 \pi / n_{k}\right)\right)$. Then, the unit normal vector of $\partial O$ satisfies $n_{O}\left(x_{k}, t_{k}\right)=(\sin \alpha, \cos \alpha)$ for some $0<\alpha<2 \pi / n_{k}$. By the crystalline equation (2.3),

$$
\begin{aligned}
& V_{x_{k}} \cdot n_{1}=V_{i}=-\frac{2 \tan \left(\pi / n_{k}\right)}{l_{i}} \\
& V_{x_{k}} \cdot n_{2}=V_{i-1}=-\frac{2 \tan \left(\pi / n_{k}\right)}{l_{i-1}}
\end{aligned}
$$

and therefore,

$$
\begin{align*}
V_{x_{k}} & =2 \tan \frac{\pi}{n_{k}}\left(\frac{1}{\tan \left(2 \pi / n_{k}\right)}\left(\frac{1}{l_{i}}-\frac{1}{l_{i-1}}\right),-\frac{1}{l_{i}}\right),  \tag{4.5}\\
V_{O}\left(x_{k}, t_{k}\right) & =V_{x_{k}} \cdot n_{O}\left(x_{k}, t_{k}\right)  \tag{4.6}\\
& =-\frac{1}{\cos ^{2}\left(\pi / n_{k}\right)}\left(\frac{\sin \left(2 \pi / n_{k}-\alpha\right)}{l_{i}}+\frac{\sin \alpha}{l_{i-1}}\right) .
\end{align*}
$$

Since $V_{O}\left(x_{k}, t_{k}\right)<0$, we may assume $\inf _{k \in \mathcal{N}} \kappa_{O}\left(x_{k}, t_{k}\right)>0$. This implies that, as $k \rightarrow \infty$, both $l_{i}$ and $l_{i-1}$ converge to zero. By elementary geometry, we obtain a sharper estimate: for every $\varepsilon>0$,

$$
l_{i} \leq \frac{2 \sin \alpha}{\kappa_{O}\left(x_{k}, t_{k}\right)-\varepsilon}, \quad l_{i-1} \leq \frac{2 \sin \left(2 \pi / n_{k}-\alpha\right)}{\kappa_{O}\left(x_{k}, t_{k}\right)-\varepsilon}
$$

for sufficiently large $k$. Substitute these into (4.6):

$$
\begin{aligned}
V_{O}\left(x_{k}, t_{k}\right) & \leq-\frac{\kappa_{O}\left(x_{k}, t_{k}\right)-\varepsilon}{2 \cos ^{2}\left(\pi / n_{k}\right)}\left(\frac{\sin \left(2 \pi / n_{k}-\alpha\right)}{\sin \alpha}+\frac{\sin \alpha}{\sin \left(2 \pi / n_{k}-\alpha\right)}\right) \\
& \leq-\kappa_{O}\left(x_{k}, t_{k}\right)+\varepsilon
\end{aligned}
$$

In the foregoing argument, we crucially used the assumption that $x_{k}$ is a "convex" corner point of $\Gamma_{n_{k}}$. Although this is the most likely situation, other cases may also arise, and for that we will perturb the test sets $O$ in the preceding proof.

Proof. We will prove only the subsolution property. Proof of the supersolution case is similar.

Let $\{O(t)\}_{0<t<T}$ and $\left(t_{0}, x_{0}\right)$ be as in (4.4). Our goal is to verify (4.3), i.e.,

$$
v:=V_{O}\left(x_{0}, t_{0}\right) \leq-\kappa:=-\kappa_{O}\left(x_{0}, t_{0}\right)
$$

If necessary, by perturbing $O(\cdot)$, we may assume that $\kappa \neq 0$. We analyze two cases separately.

Case 1. $\kappa>0$.
For $\varepsilon>0, x^{*} \in \mathcal{R}^{2}$, and a large constant $K$, let $D^{\varepsilon}\left(t: x^{*}\right)$ be the disk with center $x^{*}$ and radius

$$
R^{\varepsilon}(t)=\frac{1}{\kappa-\varepsilon}+v\left(t-t_{0}\right)+K\left(t-t_{0}\right)^{2}
$$

Set

$$
x_{0}^{\varepsilon}:=x_{0}-R^{\varepsilon}\left(t_{0}\right) n_{O}\left(x_{0}, t_{0}\right)
$$

By the smoothness of $\partial O$, for all sufficiently large $K$, there is a $\delta^{\varepsilon}$ such that

$$
\begin{equation*}
O(t) \cap B\left(x_{0}, 2 \delta^{\varepsilon}\right) \subset D^{\varepsilon}\left(t: x_{0}\right) \cap B\left(x_{0}, 2 \delta^{\varepsilon}\right) \tag{4.7}
\end{equation*}
$$

for all $\left|t-t_{0}\right| \leq 2 \delta^{\varepsilon}$. We fix $K$ large enough so that the above inequality holds.
Next we approximate $D^{\varepsilon}\left(t: x^{*}\right)$ by regions with polygonal boundaries. Let

$$
C_{n}:=\left\{x \in \mathcal{R}^{2}: x \cdot\left(\cos \left(\frac{2 l \pi}{n}\right), \sin \left(\frac{2 l \pi}{n}\right)\right) \leq 1 \quad \forall l=0,1, \ldots,(n-1)\right\}
$$

and, for any $x^{*}$, set

$$
D_{n}^{\varepsilon}\left(t: x^{*}\right):=\left\{x^{*}\right\} \oplus R^{\varepsilon}(t) C_{n}
$$

Since $D_{n}^{\varepsilon}\left(\cdot: x_{0}^{\varepsilon}\right)$ approximates $D^{\varepsilon}\left(\cdot: x_{0}^{\varepsilon}\right)$, by (4.4) and (4.7), there are a subsequence $n_{k}$ and sequences $\left(x_{k}, t_{k}\right) \rightarrow\left(x_{0}, t_{0}\right), y_{k} \rightarrow x_{0}^{\varepsilon}$ satisfying

$$
x_{k} \in \Gamma_{n_{k}}\left(t_{k}\right) \cap \partial D_{n_{k}}^{\varepsilon}\left(t_{k}: y_{k}\right)
$$

$$
\Omega_{n_{k}}(t) \cap B\left(x_{0}, \delta^{\varepsilon}\right) \subset D_{n_{k}}^{\varepsilon}\left(t: y_{k}\right) \cap B\left(x_{0}, \delta^{\varepsilon}\right) \quad \forall\left|t-t_{0}\right| \leq \delta^{\varepsilon}
$$

A proof of this fact is given in the appendix in Lemma 6.2. To simplify the notations, we assume that $n_{k}=k$ and write $D_{k}(t)$ for $D_{n_{k}}^{\varepsilon}\left(t: y_{k}\right)$.

Let $x_{k}$ be on the $i$ th side of $\Gamma_{k}\left(t_{k}\right)$. Then the normal velocity, $V_{i}$, of this side is equal to the normal velocity of $D_{k}$ at $t_{k}$. Hence,

$$
V_{i}=v+2 K\left(t_{k}-t_{0}\right)
$$

Since $D_{k}\left(t_{k}\right)$ is a regular $k$-polygon, $\chi_{i}\left(t_{k}\right)=1$ and, therefore, the length $l_{i}\left(t_{k}\right)$ of side $i$ of $\Gamma_{k}\left(t_{k}\right)$ is less than or equal to the length of any side of $D_{k}\left(t_{k}\right)$ :

$$
l_{i}\left(t_{k}\right) \leq 2 R^{\varepsilon}\left(t_{k}\right) \sin \frac{\pi}{k}
$$

Then, by (2.3) and the foregoing discussion,

$$
v+2 K\left(t_{k}-t_{0}\right)=V_{i}=-\frac{2 \tan (\pi / k)}{l_{i}\left(t_{k}\right)} \leq-\frac{1}{R^{\varepsilon}\left(t_{k}\right) \cos (\pi / k)}
$$

Since $R^{\varepsilon}\left(t_{k}\right)$ converges to $1 / \kappa$ and $t_{k} \rightarrow t_{0}$, we obtain (4.3) by first letting $k \rightarrow \infty$ and then $\varepsilon \downarrow 0$.

Case 2. $\kappa<0$.
For small $\varepsilon>0$ and any $x^{*}$, let $x_{0}^{\varepsilon}:=x_{0}+R^{\varepsilon}\left(t_{0}\right) n_{O}\left(x_{0}, t_{0}\right)$, and let $D^{\varepsilon}\left(t: x^{*}\right)$ be the complement of the disk with center $x^{*}$, radius

$$
R^{\varepsilon}(t)=\frac{1}{-\kappa+\varepsilon}+v\left(t-t_{0}\right)-K\left(t-t_{0}\right)^{2}
$$

As in the previous case, there is a $\delta^{\varepsilon}$ such that

$$
\begin{equation*}
O(t) \cap B\left(x_{0}, 2 \delta^{\varepsilon}\right) \subset D^{\varepsilon}\left(t: x_{0}^{\varepsilon}\right) \cap B\left(x_{0}, 2 \delta^{\varepsilon}\right) \tag{4.8}
\end{equation*}
$$

$\forall\left|t-t_{0}\right| \leq 2 \delta^{\varepsilon}$, and for any $x^{*}$, we set

$$
D_{n}^{\varepsilon}\left(t: x^{*}\right):=\mathcal{R}^{2} \backslash\left\{x^{*}\right\} \oplus R^{\varepsilon}(t) C_{n}
$$

Then, $D_{n}^{\varepsilon}\left(\cdot: x_{0}\right)$ approximates $D^{\varepsilon}\left(\cdot: x_{0}\right)$, and by (4.4) and (4.8), there are a subsequence $n_{k}$ and sequences $\left(x_{k}, t_{k}\right) \rightarrow\left(x_{0}, t_{0}\right), y_{k} \rightarrow x_{0}^{\varepsilon}$ satisfying

$$
\begin{gathered}
x_{k} \in \Gamma_{n_{k}}\left(t_{k}\right) \cap \partial D_{n_{k}}^{\varepsilon}\left(t_{k}: y_{k}\right), \\
\Omega_{n_{k}}(t) \cap B\left(x_{0}, \delta^{\varepsilon}\right) \subset D_{n_{k}}^{\varepsilon}\left(t: y_{k}\right) \cap B\left(x_{0}, \delta^{\varepsilon}\right) \quad \forall\left|t-t_{0}\right| \leq \delta^{\varepsilon} .
\end{gathered}
$$

Again, we assume that $n_{k}=k$, write $D_{k}(t)$ for $D_{n_{k}}^{\varepsilon}\left(t: y_{k}\right)$, and let $x_{k}$ belong to the $i$ th side of $\Gamma_{k}\left(t_{k}\right)$. Since, in this case, the normal velocity of $D_{k}$ at $t_{k}$ is equal to $v-2 K\left(t_{k}-t_{0}\right)$,

$$
V_{i}=v-2 K\left(t_{k}-t_{0}\right)
$$

If $v \leq 0,(4.3)$ is immediately satisfied. Hence, we may assume that $v>0$. So, for small $\varepsilon>0, V_{i}>0$, and by (2.3), $\chi_{i}=-1$. Consequently, $l_{i}\left(t_{k}\right)$ is greater than or equal to the length of any side of $D_{k}\left(t_{k}\right)$ :

$$
l_{i}\left(t_{k}\right) \geq 2 R^{\varepsilon}\left(t_{k}\right) \sin \frac{\pi}{k}
$$

and therefore,

$$
v-C\left(t_{k}-t_{0}\right)=V_{i}=\frac{2 \tan (\pi / k)}{l_{i}\left(t_{k}\right)} \leq \frac{1}{R^{\varepsilon}\left(t_{k}\right) \cos (\pi / k)} .
$$

We first let $k \rightarrow \infty$ and then $\varepsilon \downarrow 0$. Since $R^{\varepsilon}\left(t_{k}\right)$ converges to $1 /|\kappa|=-1 / \kappa$, the result is (4.3).
5. Convergence. Let $\Gamma_{0}=\partial \Omega_{0}$ be a twice differentiable Jordan curve and $\Gamma_{n 0}=\partial \Omega_{n 0}$ be an $n$-smooth approximation of $\Gamma_{0}$ satisfying

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{H}\left(\Omega_{n} 0, \Omega_{0}\right)=0, \tag{5.1}
\end{equation*}
$$

where $d_{H}$ is the Hausdorff distance. For each $n$, there is a unique $n$-smooth solution $\left\{\Gamma_{n}(t)\right\}_{t \in\left[0, T_{n}\right)}$ of (2.3) satisfying the initial condition $\Gamma_{n}(0)=\Gamma_{n 0}$ by Theorem 3.1. Moreover,

$$
\begin{equation*}
T_{n}=\frac{\left|\Omega_{n 0}\right|}{2 n \tan (\pi / n)} \rightarrow T_{0}:=\frac{\left|\Omega_{0}\right|}{2 \pi}, \quad n \rightarrow+\infty . \tag{5.2}
\end{equation*}
$$

Let $\widehat{\Omega}$ and $\underline{\Omega}$ be as in section 4 so that, by construction,

$$
\begin{equation*}
\operatorname{cl} \underline{\Omega}(t) \subset \widehat{\Omega}(t) \quad \forall t \in\left[0, T_{0}\right) \tag{5.3}
\end{equation*}
$$

Moreover, $\widehat{\Omega}$ is a weak subsolution of the mean curvature flow, and $\underline{\Omega}$ is a weak supersolution of the mean curvature flow. In general space dimension, there is no comparison between weak sub- and supersolutions; however, in dimension two, there is always a smooth solution of the mean curvature flow, $\Gamma(t)=\partial \Omega(t)$ and we will show that

$$
\begin{equation*}
\widehat{\Omega}(t) \subset \operatorname{cl} \Omega(t) \subset \operatorname{cl} \underline{\Omega}(t) \quad \forall t \in\left[0, T_{0}\right) \tag{5.4}
\end{equation*}
$$

Combining (5.3) and (5.4), we will then obtain the convergence of $\Omega_{n}$ to $\Omega$ in Hausdorff topology, thus generalizing the previous convergence results of Girao [20] and Girao and Kohn [21].

The foregoing outline of our convergence result is entirely analogous to the Barles and Perthame procedure of proving convergence with very weak $L^{\infty}$ estimates [5, 6].

Theorem 5.1. Let $\Gamma_{n}(t)=\partial \Omega_{n}(t)$ be the solution of (2.3) with initial data $\Gamma_{n 0}$, and let $\Gamma(t)=\partial \Omega(t)$ be the smooth solution of the mean curvature flow with initial data $\Omega_{0}$. Assume (5.1); then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{H}\left(\Omega_{n}(t), \Omega(t)\right)=0 \tag{5.5}
\end{equation*}
$$

locally uniformly in $t \in\left[0, T_{0}\right)$.
We begin with the following lemma.
Lemma 5.2. $\widehat{\Omega}(0) \subset \operatorname{cl} \Omega_{0} \subset \operatorname{cl} \underline{\Omega}(0)$.
Proof. We will prove only the first inclusion. Proof of the second inclusion is similar.

Since $d_{H}\left(\Omega_{n}, \Omega_{0}\right) \rightarrow 0$, for any $x_{0} \in \Omega_{0}$ there are $\delta_{0}>0$ and $n_{0} \in \mathcal{N}$ satisfying

$$
B\left(x_{0}, \delta_{0}\right) \subset \subset \Omega_{n} \quad \forall n>n_{0} .
$$

Let $\gamma_{n}$ be the regular $n$-polygon enclosing $B\left(x_{0}, \delta_{0}\right)$. If necessary, by taking $n_{0}$ larger, we may assume that $\gamma_{n} \subset \subset \Omega_{n} \forall n>n_{0}$. Let $\gamma_{n}(t)$ be the solution of the crystalline flow (2.3) with initial data $\gamma_{n}(0)=\gamma_{n}$ and $\omega_{n}(t)$ be the open set enclosed by $\gamma_{n}(t)$. Then by the containment principle for crystalline motions (cf. Giga and Gurtin [18]),

$$
B\left(x_{0}, \delta_{0} / 2\right) \subset \omega_{n}(t) \subset \Omega_{n}(t) \quad \forall n>n_{0}, 0 \leq t \leq \frac{1}{4} \delta_{0}^{2}
$$

Let $n \rightarrow+\infty$ and $t \downarrow 0$ to conclude that $B\left(x_{0}, \delta_{0} / 2\right) \subset \underline{\Omega}(0)$; therefore $x_{0} \in \underline{\Omega}(0)$.
In our second step, we will show that the smooth mean curvature flow yields a viscosity sub- and supersolution of the following equation:

$$
u_{t}+F\left(D u, D^{2} u\right)=0, \quad \mathcal{R}^{2} \times(0, T)
$$

where

$$
\begin{equation*}
F(p, X)=-\operatorname{tr}((I-\bar{p} \otimes \bar{p}) X) \tag{5.6}
\end{equation*}
$$

and $\bar{p}=p /|p|$. This step is very similar to Evans and Spruck [12, Section 6] and Ambrosio and Soner [3, section 3].

We refer to Crandall, Ishii, and Lions [10] and Fleming and Soner [13] for information on viscosity solutions and to Chen, Giga, and Goto [9], and Evans and Spruck [12] for the properties of the level set equations.

Let $\{\Gamma(t)\}_{0 \leq t<T_{0}}$ be a unique smooth mean curvature flow satisfying $\Gamma(0)=\Omega_{0}$, and let $d(x, t)$ be the signed distance function to $\Gamma(t)$, i.e.,

$$
d(x, t)=\left\{\begin{array}{lr}
\operatorname{dist}(x, \Gamma(t)) & \text { if } x \in \Omega(t) \\
-\operatorname{dist}(x, \Gamma(t)) & \text { otherwise }
\end{array}\right.
$$

where $\Omega(t)$ is the open set enclosed by $\Gamma(t)$. For a scalar $d, d \wedge 0=\min \{d, 0\}$ and $d \vee 0=\max \{d, 0\}$.

Lemma 5.3. For any $\delta>0$, there are constants $\sigma=\sigma(\delta)>0$ and $K=K(\delta)>0$ so that the function $u(x, t):=e^{-K t}[(d \vee 0)(x, t) \wedge \sigma]$ is a viscosity subsolution of

$$
u_{t}+F\left(D u, D^{2} u\right)=0 \quad \text { in } \quad \mathcal{R}^{2} \times\left(0, T_{0}\right)
$$

Proof. For $\delta>0$, there exists a $\sigma=\sigma(\delta)>0$ such that $d$ is smooth in $\left\{x \in \mathcal{R}^{2}\right.$ : $|d(x, t)|<2 \sigma\} \times\left[0, T_{0}-\delta\right]$, and in this tubular set,

$$
\begin{equation*}
\Delta d(x, t)=\frac{\kappa(y, t)}{1-\kappa(y, t) d(x, t)} \tag{5.7}
\end{equation*}
$$

where $y \in \Gamma(t)$ is a unique point satisfying $|d(x, t)|=|x-y|$ and $\kappa(y, t)$ is the curvature of $\Gamma(t)$ at $y$. Since $\{\Gamma(t)\}_{0 \leq t<T_{0}}$ is a smooth mean curvature flow,

$$
\begin{equation*}
d_{t}-\Delta d=0 \quad \text { in } \quad \Gamma(t) \times\left(0, T_{0}\right) \tag{5.8}
\end{equation*}
$$

Since

$$
C(\delta):=\sup \left\{|\kappa(x, t)|:(x, t) \in \partial \Omega(t) \times\left[0, T_{0}-\delta\right]\right\}<\infty
$$

by (5.7) and (5.8), $d$ is a classical subsolution of

$$
d_{t}-\Delta d-K d \leq 0 \quad \text { on } \quad\{x: 0 \leq d(x, t) \leq 2 \sigma\} \times\left(0, T_{0}-\delta\right]
$$

for some $K \geq C(\delta)$. Since $|D d|=1, d$ is also a classical subsolution of

$$
d_{t}+F\left(D d, D^{2} d\right)-K d=0 \quad \text { on } \quad\{x: 0 \leq d(x, t) \leq 2 \sigma\} \times\left(0, T_{0}-\delta\right]
$$

Let $h^{\epsilon}$ be a bounded smooth function satisfying $h^{\epsilon}(r)=0$ for $r \leq 0, h^{\epsilon}(r)=\sigma$ for $r \geq \sigma$, and as $\epsilon \downarrow 0, h^{\epsilon}(r)$ converges to $(r \vee 0) \wedge \sigma$. Since $F$ is geometric, i.e.,

$$
F(\lambda p, \lambda A+\mu p \otimes p)=\lambda F(p, A), \quad \lambda, \mu \geq 0
$$

by calculus, we conclude that $u^{\epsilon}=e^{-K t} h^{\epsilon}(d)$ is a classical subsolution of

$$
u_{t}^{\epsilon}+F\left(D u^{\epsilon}, D^{2} u^{\epsilon}\right) \leq 0 \quad \text { on } \quad \mathcal{R}^{2} \times\left(0, T_{0}-\delta\right] .
$$

We let $\epsilon \downarrow 0, \delta \downarrow 0$ and use the celebrated stability property of viscosity solutions.
An entirely similar argument yields the following lemma.
LEMMA 5.4. For any $\delta>0$, there are constants $\sigma=\sigma(\delta)>0$ and $K=K(\delta)>0$ so that the function $u(x, t):=e^{K t}[(d \wedge 0)(x, t) \vee(-\sigma)]$ is a viscosity supersolution of

$$
u_{t}+F\left(D u, D^{2} u\right)=0 \quad \text { in } \quad \mathcal{R}^{2} \times\left(0, T_{0}\right)
$$

We are now in a position to complete the proof of Theorem 5.1.
Proof of Theorem 5.1. For notational convenience, we set $\Omega_{n}(t)=\emptyset \forall n>1, t>$ $T_{n}$. Let $\widehat{\Omega}$ and $\underline{\Omega}$ be as in section 4 , and let $\widehat{T}, \underline{T}$ be, respectively, the extinction time of $\widehat{\Omega}(t)$ and $\underline{\Omega}(t)$. Set $\tilde{T}=\min \left\{\underline{T}, T_{0}, \widehat{T}\right\}$.

By Lemma 5.3, $u(x, t)=e^{-\bar{K} t}[(d \vee 0)(x, t) \wedge \sigma]$ is a viscosity subsolution of

$$
\begin{equation*}
u_{t}+F\left(D u, D^{2} u\right)=0 \quad \text { in } \quad \mathcal{R}^{2} \times(0, \tilde{T}-\delta) \tag{5.9}
\end{equation*}
$$

and by Lemma 4.2 and Proposition 6.1, $v(x, t)=\operatorname{dist}\left(x, \mathcal{R}^{2} \backslash \underline{\Omega}(t)\right)$ is a viscosity supersolution of (5.9). Moreover, by Lemma 5.2, $u(\cdot, 0) \leq v(\cdot, 0)$ in $\mathcal{R}^{2}$, and therefore the comparison principle for solutions of (5.9) (cf. Chen, Giga, and Goto [9], Evans and Spruck [12]) yields

$$
u \leq v \quad \text { in } \quad \mathcal{R}^{2} \times[0, \tilde{T}-\delta)
$$

We claim that this inequality implies that

$$
\Omega(t) \subset \underline{\Omega}(t) \quad \forall t \in[0, \tilde{T}-\delta)
$$

Indeed, for $(x, t) \in \Omega(t) \times[0, \tilde{T}-\delta), 0<u(x, t)$. Then, by the previous inequality, $0<v(x, t)$ and, therefore, $x \in \underline{\Omega}(t)$.

Similarly, we show that $\widehat{\Omega}(t) \subset \operatorname{cl} \Omega(t) \forall t \in[0, \tilde{T}-\delta)$, and then we let $\delta \rightarrow 0$ to obtain (5.4) on $[0, \tilde{T})$.

A lengthy elementary argument shows that (5.4) is equivalent to (5.5). Hence, (5.5) holds on $[0, \tilde{T})$.

By (5.2) and the construction, $\underline{T} \leq \widehat{T} \leq T_{0}$. The uniform convergence of $\Omega_{n}$ to $\Omega$ implies that $\tilde{T}=T_{0}$.
6. Appendix. In this section we gather several properties of the weak solutions.

Let $\left\{\Omega_{n}(t)\right\}_{0 \leq t<T_{n}},\{\widehat{\Omega}(t)\}_{0 \leq t<T}$, and $\{\underline{\Omega}(t)\}_{0 \leq t<T}$ be as in section 4, and let $d_{n}(x, t)$ (resp., $\widehat{d}(x, t)$ and $\left.\underline{d}(x, t)\right)$ be the signed distance function for $\left\{\Omega_{n}(t)\right\}_{0 \leq t<T_{n}}$
(resp., for $\{\widehat{\Omega}(t)\}_{0 \leq t<T}$ and $\{\underline{\Omega}(t)\}_{0 \leq t<T}$ ). Then the definitions of $\widehat{\Omega}(t)$ and $\underline{\Omega}(t)$ are equivalent to

$$
\begin{aligned}
& (\widehat{d} \wedge 0)(x, t)=\limsup _{\substack{(y, s) \rightarrow(x, t) \\
n \rightarrow+\infty}}\left(d_{n} \wedge 0\right)(y, s), \\
& (\underline{d} \vee 0)(x, t)=\liminf _{\substack{(y, s) \rightarrow(x, t) \\
n \rightarrow+\infty}}\left(d_{n} \vee 0\right)(y, s)
\end{aligned}
$$

The following weak regularity result in $t$ follows from an attendant modification of [29, Lemma 7.3]:

$$
\begin{align*}
& \limsup _{y \rightarrow x, s \uparrow t}(\widehat{d} \wedge 0)(y, s)=(\widehat{d} \wedge 0)(x, t), \quad(x, t) \in \mathcal{R}^{2} \times(0, T),  \tag{6.1}\\
& \liminf _{y \rightarrow x, s \uparrow t}(\underline{d} \vee 0)(y, s)=(\underline{d} \vee 0)(x, t), \quad(x, t) \in \mathcal{R}^{2} \times(0, T), \tag{6.2}
\end{align*}
$$

These identities and the techniques of [29, section 14] yield the equivalence between the weak solutions defined in section 4 and the distance solutions defined by Soner in [29]. Let $F$ be as in (5.6).

Proposition 6.1. $\{\Omega(t)\}_{0 \leq t<T}$ is a weak subsolution of the mean curvature flow satisfying (6.1) if and only if $d_{\Omega^{*}}(x, t) \wedge 0$ is a viscosity subsolution of

$$
\begin{equation*}
u_{t}+F\left(D u, D^{2} u\right)=0 \quad \text { in } \quad \mathcal{R}^{2} \times(0, T) \tag{6.3}
\end{equation*}
$$

$\{\Omega(t)\}_{0 \leq t<T}$ is a weak supersolution of the mean curvature flow satisfying (6.2) if and only if $d_{\Omega_{*}}(x, t) \vee 0$ is a viscosity supersolution of (6.3).

We close the appendix by proving an approximation result used in section 4 .
Lemma 6.2. Let $\{O(t)\}_{0 \leq t<T}$ be a family of closed smooth sets, and let $t_{0} \in$ $(0, T), x_{0} \in \partial O\left(t_{0}\right)$ satisfy (4.4). Let $D^{\varepsilon}(t)$ and $D_{n}^{\varepsilon}\left(t: x^{*}\right)$ be the same sets as in the proof of Lemma 4.1. Assume that $D^{\varepsilon}\left(t: x_{0}^{\varepsilon}\right)$ satisfies (4.7). Then there are a subsequence $n_{k}$ and sequences $\left(x_{k}, t_{k}\right) \rightarrow\left(x_{0}, t_{0}\right), y_{k} \rightarrow x_{0}^{\varepsilon}$ as $k \rightarrow+\infty$ satisfying

$$
\begin{gathered}
x_{k} \in \Gamma_{n_{k}}\left(t_{k}\right) \cap \partial D_{n_{k}}^{\varepsilon}\left(t_{k}: y_{k}\right), \\
\Omega_{n_{k}}(t) \cap B\left(x_{0}, \delta^{\varepsilon}\right) \subset D_{n_{k}}^{\varepsilon}\left(t: y_{k}\right) \cap B\left(x_{0}, \delta^{\varepsilon}\right) \quad \forall\left|t-t_{0}\right| \leq \delta^{\varepsilon} .
\end{gathered}
$$

Proof. Fix $\varepsilon>0$ and recall $(\widehat{\Omega})^{*}=\widehat{\Omega}$. Let $d_{n}(x, t)$ be the signed distance to $D_{n}^{\varepsilon}\left(t: x_{0}^{\varepsilon}\right), d(x, t)$ be the signed distance to $D^{\varepsilon}\left(t: x_{0}^{\varepsilon}\right)$, and let

$$
\alpha_{n}:=\inf _{\left|t-t_{0}\right| \leq \delta \varepsilon} \inf \left\{d_{n}(x, t): x \in \Omega_{n}(t) \cap B\left(x_{0}, \delta^{\varepsilon}\right)\right\}
$$

Choose $t_{n} \in\left[t_{0}-\delta^{\varepsilon}, t_{0}+\delta^{\varepsilon}\right], x_{n} \in \Omega_{n}\left(t_{n}\right) \cap B\left(x_{0}, \delta^{\varepsilon}\right)$ and $w_{n} \in \partial D_{n}^{\varepsilon}\left(t_{n}: x_{0}^{\varepsilon}\right)$ such that

$$
\left|w_{n}-x_{n}\right|=\left|\alpha_{n}\right|
$$

Set

$$
y_{n}=x_{0}^{\varepsilon}-\left(w_{n}-x_{n}\right)
$$

so that

$$
\Omega_{n}(t) \cap B\left(x_{0}, \delta^{\varepsilon}\right) \subset D_{n}^{\varepsilon}\left(t: y_{n}\right) \cap B\left(x_{0}, \delta^{\varepsilon}\right) \quad \forall\left|t-t_{0}\right| \leq \delta^{\varepsilon}
$$

Since $x_{0} \in \widehat{\Omega}\left(t_{0}\right)$, by the definition of $\widehat{\Omega}$, there are a subsequence $n_{k}$ and sequences $\left(z_{k}, s_{k}\right) \rightarrow\left(x_{0}, t_{0}\right)$ such that

$$
z_{k} \in \Omega_{n_{k}}\left(s_{k}\right)
$$

Then

$$
\limsup _{k \rightarrow \infty} \alpha_{n_{k}} \leq \limsup _{k \rightarrow \infty} d_{n_{k}}\left(z_{k}, s_{k}\right)=d\left(x_{0}, t_{0}\right)=0
$$

A similar argument, using (4.7), shows that $\lim \inf \alpha_{n_{k}} \geq 0$. Hence $\alpha_{n_{k}} \rightarrow 0$ and, therefore, $y_{n_{k}} \rightarrow x_{0}^{\varepsilon}$.

It remains to show that $\left(x_{n_{k}}, t_{n_{k}}\right) \rightarrow\left(x_{0}, t_{0}\right)$. Suppose that on a further subsequence, denoted by $n_{k}$ again,

$$
\left(x_{n_{k}}, t_{n_{k}}\right) \rightarrow(\bar{x}, \bar{t}) \in B\left(x_{0}, 2 \delta^{\varepsilon}\right) \times\left[t_{0}-\delta^{\varepsilon}, t_{0}+\delta^{\varepsilon}\right]
$$

Since $d_{n}$ converges to $d$ uniformly,

$$
d(\bar{x}, \bar{t})=\lim _{k \rightarrow \infty} \alpha_{n_{k}}=0 \leq \lim _{k \rightarrow \infty} d_{n_{k}}\left(z_{k}, s_{k}\right)=d\left(x_{0}, t_{0}\right)
$$

Since $\left(x_{0}, t_{0}\right)$ is the strict minimizer of $d$, this implies that $(\bar{x}, \bar{t})=\left(x_{0}, t_{0}\right)$.
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# ON $L^{1}$ CONVERGENCE RATE OF VISCOUS AND NUMERICAL APPROXIMATE SOLUTIONS OF GENUINELY NONLINEAR SCALAR CONSERVATION LAWS* 
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#### Abstract

We study the rate of convergence of the viscous and numerical approximate solution to the entropy solution of genuinely nonlinear scalar conservation laws with piecewise smooth initial data. We show that the $O(\epsilon|\log \epsilon|)$ rate in $L^{1}$ is indeed optimal for viscous Burgers equation. Through the Hopf-Cole transformation, we can study the detailed structure of $\left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}}$. For centered rarefaction wave, the $O(\epsilon|\log \epsilon|)$ error occurs on the edges where the inviscid solution has a corner, and persists as long as the edges remain. The $O(\epsilon|\log \epsilon|)$ error must also occur at the critical time when a new shock forms automatically from the decreasing part of the initial data; thus it is, in general, impossible to maintain $O(\epsilon)$ rate for all $t>0$. In contrast to the centered rarefaction wave case, the $O(\epsilon|\log \epsilon|)$ error at critical time is transient. It resumes the $O(\epsilon)$ rate right after the critical time due to nonlinear effect. Similar examples of some monotone schemes, which admit a discrete version of the Hopf-Cole transformation, are also included.
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1. Introduction. The hyperbolic conservation law

$$
\begin{align*}
& u_{t}+f(u)_{x}=0, \quad x \in \mathbf{R}, \quad t>0 \\
& u(x, 0)=u_{0}(x) \tag{1.1}
\end{align*}
$$

can be analyzed using the method of characteristics. Due to nonlinearity of $f$, the characteristic lines can intersect each other in finite time, and the solution develops jump discontinuities even if the initial data is smooth. Due to the presence of jump discontinuities, we need to generalize the solution class to include "weak solutions." In addition, since the weak solutions are not unique, entropy conditions are needed to specify physically meaningful weak solutions.

There are several equivalent forms of the entropy condition for genuinely nonlinear (say, $f^{\prime \prime}>0$ ) scalar conservation laws. Among them is the method of vanishing viscosity, which asserts that the physically relevant solution is obtained by solving the following viscous approximate equation

$$
\begin{align*}
& u_{t}^{\epsilon}+f\left(u^{\epsilon}\right)_{x}=\epsilon u_{x x}^{\epsilon}, \quad x \in \mathbf{R}, \quad t>0, \quad \epsilon>0 \\
& u^{\epsilon}(x, 0)=u_{0}(x) \tag{1.2}
\end{align*}
$$

and letting $\epsilon$ go to zero. It is known that $u^{\epsilon}$ converges strongly, and the limiting function, $u$, is a weak solution of (1.1). Furthermore, $u$ is the unique solution that satisfies the following entropy condition:

$$
\begin{equation*}
\frac{u(x+a, t)-u(x, t)}{a} \leq \frac{E}{t}, \quad t>0, \tag{1.3}
\end{equation*}
$$

[^2]where $E$ is a constant depending only on the flux function $f$ and initial data (see, for example, [11] for details).

Monotone difference schemes are first-order numerical schemes used to compute approximate solutions of (1.1):

$$
\begin{align*}
w_{j}^{n+1} & =G\left(w_{j-p}^{n}, w_{j-p+1}^{n}, \ldots, w_{j+q}^{n}\right)  \tag{1.4}\\
& =w_{j}^{n}-\lambda\left[\bar{f}\left(w_{j-p+1}^{n}, \ldots, w_{j+q}^{n}\right)-\bar{f}\left(w_{j-p}^{n}, \ldots, w_{j+q-1}^{n}\right)\right]
\end{align*}
$$

where $p$ and $q$ are fixed nonnegative integers, $G$ is a monotonely nondecreasing function in each of its arguments, $\bar{f}$ is a Lipchitz continuous function and is consistent with the scalar conservation law (1.1) in the sense

$$
\begin{equation*}
\bar{f}(w, \ldots, w)=f(w) \tag{1.5}
\end{equation*}
$$

and $\lambda=\Delta t / \Delta x$ is a constant satisfying the CFL condition $\lambda<\left|f^{\prime}\right|$.
Most well-known first-order schemes such as the Lax-Friedrichs scheme, Godunov scheme, and Enquist-Osher scheme are monotone schemes. Monotone schemes are known to converge to the entropy solution of (1.1) as $\Delta x \rightarrow 0$ (see [2]) and they are at most first-order accurate [1].

Whether or not a viscous approximation/monotone scheme can be of order $O(\epsilon) / O(\Delta x)$ accurate is an issue of practical interest and has long been studied. Although viscous approximation and monotone schemes are formally first order, they can really lose half-order accuracy across discontinuities. For example, it is easy to see, using a scaling argument, that the solution of the heat equation with an initial jump discontinuity is indeed $O(\sqrt{\epsilon})$ in $L^{1}$ norm away from its zero viscosity limit. In fact, Tang and Teng [14] proved that the $O(\sqrt{\epsilon})$ or $O(\sqrt{\Delta x})$ rate is indeed optimal for all monotone schemes applied to linear advection equations with discontinuous data.

For general $B V$ initial data with genuinely nonlinear flux, several authors have obtained $O(\sqrt{\epsilon})$ or $O(\sqrt{\Delta x})$ rate. See, for example, Kuznetsov [6], Lucier [8], Sanders [10], and Tadmor [13]. It turns out to be optimal for this case (i.e., beyond linear degeneracy); see Sabac [9]. For the special case of monotonely nondecreasing initial data, Harabetian [5] has obtained $O(\epsilon|\log \epsilon|) / O(\Delta x|\log (\Delta x)|)$ rate in $L^{1}$ norm and showed that it is indeed optimal in this case.

Although $B V$ solution is a natural class for genuinely nonlinear scalar conservation law, we will consider here only the subclass of piecewise smooth solutions with finitely many shocks. This class is of practical interest in shock capturing for the following reason: We expect viscous solution or monotone schemes to have better resolutions across an isolated jump discontinuity if the flux function is genuinely nonlinear, since for a linearly degenerate flux function, the discontinuity is a contact one, thus the smearing is a result of diffusion only; while in case of a genuinely nonlinear flux, the entropy condition dictates that the characteristic curves impinge into the shock, and thus tend to squeeze the profile in shape.

The first result in this direction was Goodman and Xin [4], where the authors considered piecewise smooth flows with noninteracting shocks for systems of hyperbolic conservation laws with viscosity. They obtained an $O(\epsilon)$ estimate away from shock regions and an overall $O\left(\epsilon^{\gamma}\right)$ rate for any $\gamma<1$. The proof uses a matched asymptotic analysis employing a superposition of outer solutions (asymptotic series off the shock) and inner solutions (asymptotic expansion near the shock in stretched variables), as well as a nonlinear stability analysis based on energy estimates.

Inspired by [4], Teng and Zhang [16], Tang and Teng [15] showed that, for genuinely nonlinear scalar conservation laws with piecewise smooth initial data having
finitely many inflection points, the convergence rate can be improved to $\sup _{t>0} \| u(\cdot, t)-$ $u^{\epsilon}(\cdot, t) \| \leq O(\epsilon|\log \epsilon|)$. And in case there is no centered rarefaction wave or shock formation at a later time, the rate is actually $O(\epsilon)$.

The corresponding counterpart for monotone schemes is more subtle. Engquist and $\mathrm{Yu}[3]$ and Smyrlis and Yu [12] obtained pointwise estimates for a wide class of finite difference schemes, which result in the $O(\Delta x)$ convergence rate in $L^{1}$ norm of monotone schemes for piecewise smooth initial data with noninteracting shocks provided no shocks form at a later time.

From the argument in [15], it is not clear whether the $O(\epsilon|\log \epsilon|)$ is optimal beyond the centered rarefaction wave case (the optimality of the centered rarefaction wave case was shown in Harabetian [5]). In this paper, we will study in detail the structure of $\left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|$ through an example, the viscous Burgers equation, to gain more insight. It turns out that this rate is actually obtained at the critical time when a shock develops from the decreasing part of the initial data. Thus, it is in general impossible to maintain $O(\epsilon) / O(\Delta x)$ rate for all $t>0$. However, in contrast to the centered rarefaction wave case, this phenomenon is transient; it resumes the $O(\epsilon) / O(\Delta x)$ rate right after the critical time. (This case was not covered in [14], [15], [3], and [12], where the authors considered the shocks coming from jumps in initial data.) This result is consistent with the following heuristic argument: The viscous approximation/monotone schemes are first-order accurate both before and after the critical time, but for different reasons. Before the critical time, the solution of (1.1) is smooth if the initial data is; therefore, the viscous term $\epsilon u_{x x}^{\epsilon}$ is an $O(\epsilon) \cdot O(1)$ quantity. After the critical time, the shock is already formed, and the impinging of characteristic lines counteract with diffusion. However, at the critical time, neither of these mechanisms is available, resulting in an underresolution.

The rest of this paper is arranged as follows: In section 2, we will review some basic facts about formation of shocks, the Hopf-Cole transformation, and a few lemmas to be used later. In section 3.1, we state and prove the main theorem concerning the convergence rate at and after critical time for the viscous Burgers equation using the Hopf-Cole transformation. In section 3.2, we give the same results for several monotone schemes with particular flux functions, including upwind, Lax-Friedrichs, and Godunov scheme, which admit a discrete version of Hopf-Cole transformation. It will be clear how these elementary arguments can be utilized to study the centered rarefaction wave case, and interactions of shocks and centered rarefaction waves, etc. The results are as stated in the abstract of this paper; we thus omit the details.

## 2. Preliminaries.

Notation: $\|\cdot\|$ is the $L^{1}$ norm. We'll also denote the local $L^{1}$ integral $\int_{a}^{b}|g(x)| d x$ by $\|g\|_{L^{1}(d x ;[a, b])}$.

Consider the viscous and inviscid Burgers equation which are special cases of (1.1) and (1.2) with $f(u)=\frac{1}{2} u^{2}$,

$$
\begin{align*}
& u_{t}+u u_{x}=0, \quad x \in \mathbf{R}, \quad t>0 \\
& u(x, 0)=u_{0}(x) \tag{2.1}
\end{align*}
$$

and

$$
\begin{align*}
& u_{t}^{\epsilon}+u^{\epsilon} u_{x}^{\epsilon}=\epsilon u_{x x}^{\epsilon}, \quad x \in \mathbf{R}, \quad t>0, \quad \epsilon>0 \\
& u^{\epsilon}(x, 0)=u_{0}(x) \tag{2.2}
\end{align*}
$$

We first recall some facts about spontaneous formation of shocks. If the initial data is smooth and is such that $f^{\prime}\left(u_{0}(\cdot)\right)$ is not monotonely nondecreasing, the
characteristic lines can intersect each other and the shock forms. If $\xi_{1}<\xi_{2}$ with $f^{\prime}\left(u_{0}\left(\xi_{1}\right)\right)>f^{\prime}\left(u_{0}\left(\xi_{2}\right)\right)$, then the two characteristic lines starting from $\xi_{1}$ and $\xi_{2}$ intersect at time $t=\frac{\xi_{2}-\xi_{1}}{f^{\prime}\left(u_{0}\left(\xi_{1}\right)\right)-f^{\prime}\left(u_{0}\left(\xi_{2}\right)\right)}$; thus the first time at which neighboring characteristic lines intersect is when $t=t_{c}=\frac{-1}{\min _{\xi} \frac{d}{d \xi} f^{\prime}\left(u_{0}(\xi)\right)}$ and the initial shock is located at the characteristic line starting from $\xi_{0}$ where the minimum is taken.

Here in Burgers's equation, $f^{\prime}\left(u_{0}\right)=u_{0}$. Up to a Galilean transformation, we may assume that $u_{0}(0)=0$ and that $\xi=0$ is where $u_{0}^{\prime}$ assumes its negative minimum which corresponds to the initial formation of the shock. Thus the local Taylor expansion near $\xi=0$ reads

$$
\begin{equation*}
u_{0}(\xi)=-\frac{1}{t_{c}} \xi+a \xi^{2 p+1}+\cdots \tag{2.3}
\end{equation*}
$$

where $a>0$ and $p$ is a positive integer. We'll carry out the analysis for $p=1$; the proof for other values of $p$ is similar.

By differentiating (2.1) with respect to $x$ and then integrating along the characteristic lines, one can find that the derivative blows up near $t=t_{c}$ (for a detail derivation, see, for example, [11]),

$$
\begin{equation*}
u_{x}(0, t)=-\frac{O(1)}{t_{c}-t}, t<t_{c} . \tag{2.4}
\end{equation*}
$$

Our main tool is the classical Hopf-Cole transformation,

$$
\begin{equation*}
u^{\epsilon}=-2 \epsilon\left(\log \phi^{\epsilon}\right)_{x} \tag{2.5}
\end{equation*}
$$

Through (2.5), (2.2) linearizes to the heat equation

$$
\begin{equation*}
\phi_{t}^{\epsilon}=\epsilon \phi_{x x}^{\epsilon} . \tag{2.6}
\end{equation*}
$$

After transforming the initial data and solving the heat equation, we have

$$
\begin{equation*}
u^{\epsilon}(x, t)=-2 \epsilon\left(\log \int_{-\infty}^{\infty} e^{-\frac{1}{2 \epsilon} G(x, y, t)} d y\right)_{x} \tag{2.7}
\end{equation*}
$$

where $G(x, y, t)=\int_{0}^{y} u_{0}\left(y^{\prime}\right) d y^{\prime}+\frac{(x-y)^{2}}{2 t}$.
Since (2.7) gives an exact formula for $u^{\epsilon}(x, t)$, hence for $\int^{x} u^{\epsilon}\left(x^{\prime}, t\right) d x^{\prime}$, we can estimate $\left\|u^{\epsilon}(\cdot, t)-u(\cdot, t)\right\|$ as long as we know the sign of $u^{\epsilon}(\cdot, t)-u(\cdot, t)$. The following lemma is based on this observation.

Lemma 2.1. Let $u_{0}$ be a smooth and bounded function satisfying
(A.1) $u_{0}(\xi)=-\frac{\xi}{t_{c}}+a \xi^{3}+b \xi^{4}+O\left(\xi^{5}\right)$ for $|\xi|<\delta$ where $a>0$;
(A.2) $\xi=0$ is the point corresponding to the first spontaneous formation of shocks, that is, $u_{0}^{\prime}(\xi)>-\frac{1}{t_{c}}$ for all $\xi \neq 0$;
(A.3) $u_{0}$ is antisymmetric: $u_{0}(-\xi)=-u_{0}(\xi)$;
(A.4) $u_{0}$ is monotonely decreasing;
(A.5) $u_{0}$ is concave on $\xi<0$, and, therefore, by Assumption (A.3), convex on $\xi>0$. Then

$$
\begin{equation*}
u\left(x, t_{c}\right) \geq(\leq) u^{\epsilon}\left(x, t_{c}\right) \quad \text { on } x<(>) 0 \tag{2.8}
\end{equation*}
$$

Proof. By symmetry, we only need to prove the statement on $\{x<0\}$. We will apply the maximum principle in the region $\left\{(x, t): 0<t<t_{c}, x<0\right\}$ for $w=u^{\epsilon}-u$, which satisfies

$$
\begin{equation*}
w_{t}+(a w)_{x}-\epsilon w_{x x}=\epsilon u_{x x} \tag{2.9}
\end{equation*}
$$

where $a(x, t)=\frac{1}{2}\left(u^{\epsilon}(x, t)+u(x, t)\right)=\frac{1}{2} w(x, t)+u(x, t)$. Clearly, $w=0$ on $\{(x, t)$ : $t=0, x<0\}$ by definition and on $\left\{(x, t): 0<t<t_{c}, x=0\right\}$ by symmetry. Since monotonicity and concavity of $u$ is preserved under the characteristic flow (one can see this by differentiating (1.1) once and twice, then integrating along the characteristic lines), we have the correct signs on the right-hand side of (2.8) and the coefficient of $w$ in order to apply the maximum principle, by which we conclude that $w \leq 0$ on $\{x<0\}$.

We'll also need the following lemma.
Lemma 2.2 ( $L^{1}$ stability). If $u_{i}^{\epsilon}(x, t), i=1,2$ satisfy

$$
\begin{equation*}
\frac{\partial}{\partial t} u_{i}^{\epsilon}+\frac{\partial}{\partial x} f\left(u_{i}^{\epsilon}\right)-\epsilon \frac{\partial^{2}}{\partial x^{2}} u_{i}^{\epsilon}=g_{i}(x, t) \tag{2.10}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|u_{1}^{\epsilon}(\cdot, t)-u_{2}^{\epsilon}(\cdot, t)\right\| \leq\left\|u_{1}^{\epsilon}(\cdot, 0)-u_{2}^{\epsilon}(\cdot, 0)\right\|+\int_{0}^{t}\left\|g_{1}(\cdot, s)-g_{2}(\cdot, s)\right\| d s \tag{2.11}
\end{equation*}
$$

Proof. Let $w=u_{1}^{\epsilon}-u_{2}^{\epsilon}$; then $w$ solves the following equation:

$$
\begin{equation*}
w_{t}+(a w)_{x}-\epsilon w_{x x}=g_{1}-g_{2} \tag{2.12}
\end{equation*}
$$

where $a(x, t)=\frac{1}{2}\left(u_{1}^{\epsilon}+u_{2}^{\epsilon}\right)$ for Burgers's equation. (For general flux, $a(x, t)$ is a proper average of $f^{\prime}\left(u_{1}^{\epsilon}(x, t)\right)$ and $f^{\prime}\left(u_{2}^{\epsilon}(x, t)\right)$.) Since the backward adjoint equation

$$
\begin{align*}
& z_{t}+a z_{x}+\epsilon z_{x x}=0, \\
& z(\cdot, t)=\operatorname{sgn}(w(\cdot, t)) \tag{2.13}
\end{align*}
$$

satisfies the maximum principle, we then complete the proof by integrating $z \cdot(2.12)+$ $w \cdot(2.13)$ by parts.

## 3. Convergence rate at and near critical time.

### 3.1. The Burgers equation.

THEOREM 3.1. $\operatorname{Let} u^{\epsilon}(x, t)$ and $u(x, t)$ be solutions of (2.1) and (2.2), respectively, with the same initial data $u_{0}(x)$ satisfying (A.1) and (A.2) in Lemma 2.1, then for $t$ near $t_{c}$, we have

1. If $t \neq t_{c}$, then

$$
\left\|u^{\epsilon}(\cdot, t)-u(\cdot, t)\right\| \leq C(t) \epsilon \quad \text { as } \quad \epsilon \rightarrow 0
$$

where $C(t)=O\left(\log \frac{1}{\left|t-t_{c}\right|}\right)$.
2.

$$
\left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|=O(\epsilon|\log \epsilon|) \text { as } \epsilon \rightarrow 0
$$

Proof. The case $t<t_{c}$ of the first part is a direct consequence of Lemma 2.2 above, since $\left\|u_{x x}(\cdot, t)\right\|=T V\left(u_{x}(\cdot, t)\right)=2\left\|u_{x}(\cdot, t)\right\|_{L^{\infty}}=-2 u_{x}(0, t)=O\left(\frac{1}{t_{c}-t}\right)$.

At $t=t_{c}$, we first prove the special case where the initial data satisfy the assumptions of Lemma 2.1. In this case we see that from (2.8),

$$
\begin{equation*}
\left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|_{L^{1}(d x ;[-1,0])}=\int_{-1}^{0} u\left(x, t_{c}\right) d x-\int_{-1}^{0} u^{\epsilon}\left(x, t_{c}\right) d x \tag{3.1.1}
\end{equation*}
$$

By the Hopf--Cole transformation,

$$
\begin{equation*}
\int_{-1}^{0} u^{\epsilon}(x, t) d x=-2 \epsilon \log \left(\frac{\int e^{-\frac{1}{2 \epsilon} G(0, y, t)} d y}{\int e^{-\frac{1}{2 \epsilon} G(-1, y, t)} d y}\right) \tag{3.1.2}
\end{equation*}
$$

where $G(x, y, t)=\int_{0}^{y} u_{0}\left(y^{\prime}\right) d y^{\prime}+\frac{(x-y)^{2}}{2 t}$ and the domain of integration in $\operatorname{int}(\cdot) d y$ is the whole real line. Following the standard stationary phase method, we check that $G_{y y}\left(-1, \xi\left(-1, t_{c}\right), t_{c}\right)=u_{0}^{\prime}(\xi)+\frac{1}{t_{c}}>0$, where $\xi=\xi(x, t)$ is where $G(x, \cdot, t)$ assumes its global minimum,

$$
\begin{equation*}
u_{0}(\xi(x, t))=\frac{x-\xi(x, t)}{t} \tag{3.1.3}
\end{equation*}
$$

Thus at $t=t_{c}$, the leading-order asymptotic expansion of the denominator in (3.1.2) is

$$
\begin{align*}
\int e^{-\frac{1}{2 \epsilon} G\left(-1, y, t_{c}\right)} d y & =e^{-\frac{1}{2 \epsilon} G\left(-1, \xi\left(-1, t_{c}\right), t_{c}\right)} \int e^{-\frac{1}{2 \epsilon}\left[G\left(-1, y, t_{c}\right)-G\left(-1, \xi\left(-1, t_{c}\right), t_{c}\right)\right]} d y \\
& \sim e^{-\frac{1}{2 \epsilon} G\left(-1, \xi\left(-1, t_{c}\right), t_{c}\right)} \int e^{-\frac{1}{2 \epsilon} \frac{G y y\left(-1, \xi\left(-1, t_{c}\right), t_{c}\right)}{2}\left(y-\xi\left(-1, t_{c}\right)\right)^{2}} d y \\
& =\frac{2 \sqrt{\pi}}{u_{0}^{\prime}\left(\xi\left(-1, t_{c}\right)\right)+\frac{1}{t_{c}}} \cdot \epsilon^{\frac{1}{2}} \exp \left(-\frac{1}{2 \epsilon} G\left(-1, \xi\left(-1, t_{c}\right), t_{c}\right)\right) . \tag{3.1.4}
\end{align*}
$$

The numerator, however, has a quartic exponent $G\left(0, y, t_{c}\right)$ at $(x, t)=\left(0, t_{c}\right)$, since $\xi\left(0, t_{c}\right)=0, G_{y}\left(0, \xi\left(0, t_{c}\right), t_{c}\right)=G_{y y}\left(0, \xi\left(0, t_{c}\right), t_{c}\right)=G_{y y y}\left(0, \xi\left(0, t_{c}\right), t_{c}\right)=0$ and $G_{\text {yyyy }}\left(0, \xi\left(0, t_{c}\right), t_{c}\right)=6 a>0$. Thus the asymptotic expansion of the integral is, to leading order,

$$
\begin{align*}
\int e^{-\frac{1}{2 \epsilon} G\left(0, y, t_{c}\right)} d y & =e^{-\frac{1}{2 \epsilon} G\left(0,0, t_{c}\right)} \int e^{-\frac{1}{2 \epsilon}\left[G\left(0, y, t_{c}\right)-G\left(0,0, t_{c}\right)\right]} d y \\
& \sim e^{-\frac{1}{2 \epsilon} G\left(0,0, t_{c}\right)} \int e^{-\frac{1}{8 \epsilon} a y^{4}} d y \\
& =I_{0}\left(\frac{4 \epsilon}{a}\right)^{\frac{1}{4}} \exp \left(-\frac{1}{2 \epsilon} G\left(0,0, t_{c}\right)\right) \tag{3.1.5}
\end{align*}
$$

where $I_{0}=\int_{-\infty}^{\infty} e^{-\frac{z^{4}}{2}} d z$ is a constant. Therefore,

$$
\begin{equation*}
\int_{-1}^{0} u^{\epsilon}\left(x, t_{c}\right) d x \sim G\left(0,0, t_{c}\right)-G\left(-1, \xi\left(-1, t_{c}\right), t_{c}\right)+\frac{1}{2} \epsilon \log \epsilon+\cdots \tag{3.1.6}
\end{equation*}
$$

By differentiating (3.1.3) with respect to $x$, we see that $\frac{\partial}{\partial x} G(x, \xi(x, t), t)=u(x, t)$, so

$$
\begin{equation*}
G\left(0,0, t_{c}\right)-G\left(-1, \xi\left(-1, t_{c}\right), t_{c}\right)=\int_{-1}^{0} u\left(x, t_{c}\right) d x \tag{3.1.7}
\end{equation*}
$$

From (3.1.2), (3.1.4), (3.1.5), (3.1.6), and (3.1.7), we conclude that

$$
\begin{equation*}
\left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|_{L^{1}(d x ;[-1,0])} \sim \frac{1}{2} \epsilon|\log \epsilon| . \tag{3.1.8}
\end{equation*}
$$

The same estimate holds for $\left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|_{L^{1}(d x ;[0,1])}$ by symmetry. The integral outside of $[-1,1]$ is of lower order by virtue of Lemma 3.2 below. Thus the special case is proved.

To prove the general case, we note that, because of the structure of the initial data, the assumptions of Lemma 2.1, except (A.3), indeed hold for $\xi$ near zero in general. Thus we only have to take care of the antisymmetry. We proceed as follows.

Let $\delta_{0}>0$ be a small number such that all the assumptions in Lemma 2.1, except (A.3), are valid for $|\xi|<2 \delta_{0}$, and let the characteristic line starting from $\left(-\delta_{0}, 0\right)$ intersect the line $\left\{t=t_{c}\right\}$ at $\left(-\delta_{1}, t_{c}\right)$. We will concentrate on the local deviation $\left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|_{L^{1}\left(d x ;\left[-\delta_{1}, 0\right]\right)}$. The following lemma allows us to modify the initial data in order to reduce to the antisymmetric case.

Lemma 3.2. Let $v_{0}$, $w_{0}$ be two bounded initial data such that $v_{0}(\xi)=w_{0}(\xi)$ on $\{\xi \geq \alpha\}$ for some $\alpha \in \mathbf{R}$ and let $v^{\epsilon}(x, t)$, $w^{\epsilon}(x, t)$ be corresponding solutions of the viscous Burgers equation. If for some $\beta>\alpha$, the characteristic flows of $v_{0}$ and $w_{0}$ left of $\alpha$ are strictly separated from those right of $\beta$ up to some time $t_{1}>0$, that is, if there exist $\beta_{1}>\alpha_{1}$, such that the characteristic lines of $v_{0}$ and $w_{0}$ starting from left of $(\alpha, 0)$ intersect the line $\left\{t=t_{1}\right\}$ at left of $\left(\alpha_{1}, t_{1}\right)$, and vice versa on the right of $(\beta, 0)$ and $\left(\beta_{1}, t_{1}\right)$, then

$$
\begin{equation*}
\left\|v^{\epsilon}\left(\cdot, t_{1}\right)-w^{\epsilon}\left(\cdot, t_{1}\right)\right\|_{L^{1}\left(d x ;\left[\beta_{1}, \infty\right)\right)}=O(1) e^{-\frac{O(1)}{\epsilon}} \tag{3.1.9}
\end{equation*}
$$

Proof. Equation (3.1.9) can be proved by estimating the Green function of the backward adjoint equation, or one can prove it directly using the Hopf-Cole transformation.

Therefore, by adjusting $u_{0}(\xi)$ on $\left\{\xi<-2 \delta_{0}\right\}$ if necessary, we may assume that $u_{0}$ satisfies the assumptions (A.2), (A.4), and (A.5) globally on $\{\xi<0\}$. To reduce to the special case, we now construct an antisymmetric initial data

$$
u_{a, 0}(\xi)= \begin{cases}u_{0}(\xi) & \text { if } \xi<0  \tag{3.1.10}\\ -u_{0}(-\xi) & \text { if } \xi \geq 0\end{cases}
$$

Since the corresponding inviscid solutions agree on the interval under consideration,

$$
\begin{equation*}
u_{a}\left(x, t_{c}\right)=u\left(x, t_{c}\right) \quad \text { on } \quad-\delta_{1} \leq x \leq 0, \tag{3.1.11}
\end{equation*}
$$

it suffices to estimate $\left\|u_{a}^{\epsilon}\left(\cdot, t_{c}\right)-u^{\epsilon}\left(\cdot, t_{c}\right)\right\|_{L^{1}\left(d x ;\left[-\delta_{1}, 0\right]\right)}$.
By Assumption (A.1), we have $u_{a, 0}(\xi)-u_{0}(\xi) \leq(\geq) 0$ on $\left\{\xi \leq 2 \delta_{0}\right\}$ if $b>(<) 0$. By Lemma 3.2, we can adjust $u_{0}(\xi)$ on $\left\{\xi>2 \delta_{0}\right\}$ if necessary, so we may assume, without loss of generality, that

$$
\begin{equation*}
u_{a, 0}(\xi)-u_{0}(\xi) \leq(\geq) 0 \text { for all } \xi \in \mathbf{R} \text { if } b>(<) 0 \tag{3.1.12}
\end{equation*}
$$

From the classical comparison lemma [2], (3.1.12) implies that

$$
\begin{equation*}
u_{a}^{\epsilon}(x, t)-u^{\epsilon}(x, t) \leq(\geq) 0 \text { if } \quad b>(<) 0 \tag{3.1.13}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\left\|u_{a}^{\epsilon}\left(\cdot, t_{c}\right)-u^{\epsilon}\left(\cdot, t_{c}\right)\right\|_{L^{1}\left(d x ;\left[-\delta_{1}, 0\right]\right)}=\left|\int_{-\delta_{1}}^{0} u_{a}^{\epsilon}\left(x, t_{c}\right) d x-\int_{-\delta_{1}}^{0} u^{\epsilon}\left(x, t_{c}\right) d x\right| \tag{3.1.14}
\end{equation*}
$$

Equations (3.1.11), (3.1.13), and (3.1.14) together imply

$$
\begin{gather*}
\left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|_{L^{1}\left(d x ;\left[-\delta_{1}, 0\right]\right)} \\
(3.1 .15)=  \tag{3.1.15}\\
\begin{cases}\int_{-\delta_{1}}^{0} u\left(x, t_{c}\right) d x-\int_{-\delta_{1}}^{0} u^{\epsilon}\left(x, t_{c}\right) d x & \text { if } b<0 \\
\int_{-\delta_{1}}^{0} u\left(x, t_{c}\right) d x+\int_{-\delta_{1}}^{0} u^{\epsilon}\left(x, t_{c}\right) d x-2 \int_{-\delta_{1}}^{0} u_{a}^{\epsilon}\left(x, t_{c}\right) d x & \text { if } b>0\end{cases}
\end{gather*}
$$

therefore, we can apply the Hopf-Cole transformation again,

$$
\begin{align*}
& \left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|_{L^{1}\left(d x ;\left[-\delta_{1}, 0\right]\right)}  \tag{3.1.16}\\
& = \begin{cases}-2 \epsilon \log \left(\frac{\int e^{-\frac{1}{2 \epsilon} G\left(-\delta_{1}, y, t_{c}\right)-G\left(-\delta_{1}, \xi\left(-\delta_{1}, t_{c}\right), t_{c}\right)} d y}{\int e^{-\frac{1}{2 \epsilon} G\left(0, y, t_{c}\right)-G\left(0,0, t_{c}\right)} d y}\right) & \text { if } b<0 \\
-2 \epsilon\left[\log \left(\frac{\int e^{-\frac{1}{2 \epsilon} G_{a}\left(-\delta_{1}, y, t_{c}\right)-G_{a}\left(-\delta_{1}, \xi\left(-\delta_{1}, t_{c}\right), t_{c}\right)} d y}{\int e^{-\frac{1}{2 \epsilon} G_{a}\left(0, y, t_{c}\right)-G_{a}\left(0,0, t_{c}\right)} d y}\right)\right. \\
\left.+\log \left(\frac{\int e^{-\frac{1}{2 \epsilon} G\left(0, y, t_{c}\right)} d y}{\int e^{-\frac{1}{2 \epsilon} G_{a}\left(0, y, t_{c}\right)} d y}\right)\right] & \text { if } b>0\end{cases}
\end{align*}
$$

where $G_{a}(x, y, t)=\int_{0}^{y} u_{a, 0}\left(y^{\prime}\right) d y^{\prime}+\frac{(x-y)^{2}}{2 t}$, and $G_{a}\left(-\delta_{1}, \xi\left(-\delta_{1}, t_{c}\right), t_{c}\right)=G\left(-\delta_{1}, \xi\right.$ $\left.\left(-\delta_{1}, t_{c}\right), t_{c}\right)$ cancel out in the second term of the case $b>0$ in (3.1.17). Since $u_{0}^{\prime \prime \prime}(0)$ is preserved under antisymmetrization, we see that from (3.1.5)

$$
\begin{equation*}
\frac{\int e^{-\frac{G\left(0, y, t_{c}\right)}{2 \epsilon}} d y}{\int e^{-\frac{G_{a}\left(0, y, t_{c}\right)}{2 \epsilon}} d y}=1+o(1) \tag{3.1.17}
\end{equation*}
$$

In view of (3.1.17) and (3.1.17), we have

$$
\begin{equation*}
\left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|_{L^{1}\left(d x ;\left[-\delta_{1}, 0\right]\right)} \sim \frac{1}{2} \epsilon|\log \epsilon| . \tag{3.1.18}
\end{equation*}
$$

The estimate for $\left\|u^{\epsilon}\left(\cdot, t_{c}\right)-u\left(\cdot, t_{c}\right)\right\|_{L^{1}\left(d x ;\left[0, \delta_{1}\right]\right)}$ is similar. The general case for $t=t_{c}$ is thus proved.

The case $t>t_{c}$ can be reduced to the case $t<t_{c}$ by constructing a new initial data which delays the formation of the shock. Let $t_{0}>t_{c}$ be given, with $t_{0}-t_{c}$ sufficiently small. Denote by $s(t)$ the location of the shock at time $t$, and let $\left(\xi_{-}, 0\right)$ be where the backward characteristic line from $\left(s\left(t_{0}\right)-0, t_{0}\right)$ intersects the $x$-axis. For $t_{0}-t_{c}$ sufficiently small, $\xi_{-}$is close to 0 and the tangent line of $u_{0}(\cdot)$ at $\left(\xi_{-}, u_{0}\left(\xi_{-}\right)\right)$ lies above $u_{0}$ in a neighborhood of $\xi_{-}$. Now define

$$
\bar{u}_{0}(\xi)= \begin{cases}u_{0}(\xi) & \text { if } \xi<\xi_{-} \\ \max \left(u_{0}(\xi), u_{0}(\xi)+u_{0}^{\prime}\left(\xi_{-}\right)\left(\xi-\xi_{-}\right)\right) & \text {if } \xi \geq \xi_{-}\end{cases}
$$

and let $\bar{u}(x, t)$ and $\bar{u}^{\epsilon}(x, t)$ be correponding inviscid and viscous solutions. It is easy to see that
(a) $\bar{u}\left(x, t_{0}\right)=u\left(x, t_{0}\right)$ for $x<s\left(t_{0}\right)$.
(b) The critical time for $\bar{u}_{0}$ is $\bar{t}_{c}=-\frac{1}{u_{0}^{\prime}\left(\xi_{-}\right)}>t_{0}$; thus no shock forms in $\bar{u}(\cdot, \cdot)$ up to $t=t_{0}$. Moreover, $\bar{t}_{c}-t_{0}=\frac{1}{2}\left(t_{0}-t_{c}\right)+O\left(\left(t_{0}-t_{c}\right)^{2}\right)$.
(c) $\bar{u}_{0}(\xi) \geq u_{0}(\xi)$ and thus $\bar{u}^{\epsilon}(x, t) \geq u^{\epsilon}(x, t)$.

From (b), we have

$$
\begin{equation*}
\left\|\bar{u}^{\epsilon}\left(\cdot, t_{0}\right)-\bar{u}\left(\cdot, t_{0}\right)\right\|=O\left(\log \frac{1}{\left|t-t_{c}\right|}\right) \epsilon \text { as } \epsilon \rightarrow 0 \tag{3.1.19}
\end{equation*}
$$

and from (c)

$$
\begin{align*}
& \left\|u^{\epsilon}\left(\cdot, t_{0}\right)-\bar{u}^{\epsilon}\left(\cdot, t_{0}\right)\right\|_{L^{1}\left(d x ;\left[-1, s\left(t_{0}\right)\right]\right)} \\
= & \int_{-1}^{s\left(t_{0}\right)} \bar{u}^{\epsilon}\left(x, t_{0}\right) d x-\int_{-1}^{s\left(t_{0}\right)} u^{\epsilon}\left(x, t_{0}\right) d x \\
(3.1 .20)= & -2 \epsilon\left[\log \left(\frac{\int e^{-\frac{1}{2 \epsilon} \bar{G}\left(s\left(t_{0}\right), y, t_{0}\right)} d y}{\int e^{-\frac{1}{2 \epsilon} G\left(s\left(t_{0}\right), y, t_{0}\right)} d y}\right)-\log \left(\frac{\int e^{-\frac{1}{2 \epsilon} \bar{G}\left(-1, y, t_{0}\right)} d y}{\int e^{-\frac{1}{2 \epsilon} G\left(-1, y, t_{0}\right)} d y}\right)\right], \tag{3.1.20}
\end{align*}
$$

where $\bar{G}(x, y, t)=\int_{0}^{y} \bar{u}_{0}\left(y^{\prime}\right) d y^{\prime}+\frac{(x-y)^{2}}{2 t}$. A standard process of asymptotic expansion leads to

$$
\begin{equation*}
\frac{\int e^{-\frac{1}{2 \epsilon} \bar{G}\left(-1, y, t_{0}\right)} d y}{\int e^{-\frac{1}{2 \epsilon} G\left(-1, y, t_{0}\right)} d y} \sim 1+O(\epsilon) \tag{3.1.21}
\end{equation*}
$$

As to the first term in (3.1.20), we note that the exponent $G\left(s\left(t_{0}\right), \cdot, t_{0}\right)$ indeed has two global minima occurring at $\xi_{-}$and $\xi_{+}$due to the presence of the shock. Here $\xi_{+}$is where the backward characteristic line from $\left(s\left(t_{0}\right)+0, t_{0}\right)$ intersects the $x$-axis. Since $\bar{u}\left(\cdot, t_{0}\right)$ is smooth, there is only one global minimum of $\bar{G}\left(s\left(t_{0}\right), \cdot, t_{0}\right)$ occurring at $\xi_{-}$, therefore,

$$
\begin{equation*}
\frac{\int e^{-\frac{1}{2 \epsilon} \bar{G}\left(s\left(t_{0}\right), y, t_{0}\right)} d y}{\int e^{-\frac{1}{2 \epsilon} G\left(s\left(t_{0}\right), y, t_{0}\right)} d y} \sim \frac{\left(u_{0}^{\prime}\left(\xi_{-}\right)+\frac{1}{t_{0}}\right)^{\frac{1}{2}}}{\left(u_{0}^{\prime}\left(\xi_{-}\right)+\frac{1}{t_{0}}\right)^{\frac{1}{2}}+\left(u_{0}^{\prime}\left(\xi_{+}\right)+\frac{1}{t_{0}}\right)^{\frac{1}{2}}}+o(1)<1 \tag{3.1.22}
\end{equation*}
$$

From (a), (3.1.19), (3.1.20), (3.1.21), and (3.1.22), we conclude that

$$
\begin{equation*}
\left\|u^{\epsilon}\left(\cdot, t_{0}\right)-u\left(\cdot, t_{0}\right)\right\|_{L^{1}\left(d x ;\left[-1, s\left(t_{0}\right)\right]\right)}=O\left(\log \frac{1}{\left|t-t_{c}\right|}\right) \epsilon . \tag{3.1.23}
\end{equation*}
$$

A similar estimate holds for $\left\|u^{\epsilon}\left(\cdot, t_{0}\right)-u\left(\cdot, t_{0}\right)\right\|_{L^{1}\left(d x ;\left[s\left(t_{0}\right), 1\right]\right)}$, and the theorem is proved.

Remark 1. It is clear from the proof that the $O(\epsilon|\log \epsilon|)$ rate is indeed optimal at the critical time. For a general exponent $2 p+1$ in (2.3), the constant $\frac{1}{2}$ in (3.1.8) is replaced by $\frac{p}{p+1}$.

The idea used in the proof of Lemma 2.1 and Theorem 3.1 can be carried over to analyze the structure of the error in the case of a centered rarefaction wave. The
$O(\epsilon|\log \epsilon|)$ error is optimal and, roughly speaking, is restricted to the inner edges of the fan.

Proposition 3.3. Let the initial data $u_{0}(\xi)$ be a piecewise smooth function with a jump discontinuity at $\xi=0$ and $u_{0}\left(0^{-}\right)<u_{0}\left(0^{+}\right)$but smooth otherwise. Assume further that $u_{0}$ is concave on $\{\xi>0\}$, convex on $\{\xi<0\}$, and monotonely nondecreasing. Then the following local $L^{1}$ error estimates holds. For $c, d \in R$ satisfying

$$
\begin{array}{ll}
\left.\left.\left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}\left(d x ;\left[\frac{u_{0}\left(0^{+}\right)+u_{0}\left(0^{-}\right)}{2}\right.\right.} t, c\right]\right) & \sim C_{1} \epsilon, \\
\left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}\left(d x ;\left[c, u_{0}\left(0^{+}\right) t\right]\right)} & \sim \epsilon|\log \epsilon|  \tag{3.1.24}\\
\left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}\left(d x ;\left[u_{0}\left(0^{+}\right) t, d\right]\right)} & \sim C_{2} \epsilon,
\end{array}
$$

where

$$
\begin{equation*}
C_{1}=2 \log \left(\frac{\frac{1}{\frac{c}{t}-u_{0}\left(0^{-}\right)}+\frac{1}{u_{0}\left(0^{+}\right)-\frac{c}{t}}}{\frac{4}{u_{0}\left(0^{+}\right)-u_{0}\left(0^{-}\right)}}\right), \quad C_{2}=2 \log \left(2 \sqrt{\frac{u_{0}\left(\xi\left(u_{0}\left(0^{+}\right) t, t\right)\right)}{u_{0}(\xi(d, t))}}\right) \tag{3.1.25}
\end{equation*}
$$

and $\xi(x, t)$ is defined implicitly by (3.1.3). Similar estimates hold for intervals at left of the center $\frac{u_{0}\left(0_{+}\right)+u_{0}\left(0_{-}\right)}{2} t$.

The proof is similar to the proof of Theorem 3.1; we omit the detail.
We remark here that the monotonicity and concavity (convexity) assumptions in Proposition 3.3 are not essential; one can treat the case of a general centered rarefaction wave up to the time when the edge is, if ever, merged into a shock. The estimates (3.1.24) remain valid except the constants $C_{1}$ and $C_{2}$ may become larger due to overestimates. After the edge is merged into a shock, the local $L^{1}$ error reduces to $O(\epsilon)$.

The precise form of the statement above is rather complicated; we illustrate with the following example instead.

Example. Consider (2.1) and (2.2) with initial data

$$
u_{0}(\xi)=\left\{\begin{align*}
-1, & \xi<0  \tag{3.1.26}\\
1-\frac{\xi}{2}, & 0 \leq \xi<1 \\
-\frac{\xi}{2}, & 1 \leq \xi<2 \\
-1, & 2 \leq \xi
\end{align*}\right.
$$

At time $t<1$, the solution to (1.1) has a rarefaction wave spanning over $-t \leq x \leq t$ and a standing shock at $\xi=1$. At $t=1$, the right edge of the centered rarefaction wave is confronted with the standing shock and merged into it afterward. The following local $L^{1}$ estimates hold.

For $0<t<1$, we have

$$
\begin{array}{lll}
\left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}(d x ;[0, t])} & \sim \epsilon|\log \epsilon|, \\
\left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}(d x ;[t, 1])} & \sim O(\epsilon)  \tag{3.1.27}\\
\left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}(d x ;[1, \infty))} & \sim O(\epsilon)
\end{array}
$$

At $t=1$,

$$
\begin{align*}
& \left\|u(\cdot, 1)-u^{\epsilon}(\cdot, 1)\right\|_{L^{1}(d x ;[0,1])} \quad \sim \epsilon|\log \epsilon|,  \tag{3.1.28}\\
& \left\|u(\cdot, 1)-u^{\epsilon}(\cdot, 1)\right\|_{L^{1}(d x ;[1, \infty))} \sim O(\epsilon) .
\end{align*}
$$

After the interaction, say, $1<t<1.5$, the shock begins to move. Denoting by $s(t)$ the shock location, we have

$$
\begin{align*}
& \left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}(d x ;[0, s(t)])} \quad \sim O(\epsilon) \\
& \left\|u(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}(d x ;[s(t), \infty))} \sim O(\epsilon) . \tag{3.1.29}
\end{align*}
$$

We outline the computation for the first equation in (3.1.27); the rest is done in a similar way. Consider

$$
\bar{u}_{0}(\xi)=\left\{\begin{align*}
-1, & \xi<0  \tag{3.1.30}\\
1, & \xi>0
\end{align*}\right.
$$

and denote the corresponding viscous and inviscid solutions by $\bar{u}^{\epsilon}$ and $\bar{u}$, respectively. By a variant of Lemma 2.1, we can conclude that $\bar{u}(x, t) \geq(\leq) \bar{u}^{\epsilon}(x, t)$ on $\{x>$ $0\}(\{x<0\})$. Thus one can apply the Hopf-Cole transformaton. A short calculation leads to $\bar{G}(x, y, t)=\int_{0}^{y} \bar{u}_{0}\left(y^{\prime}\right) d y^{\prime}+\frac{(x-y)^{2}}{2 t}$ near the absolute minimum,

$$
\begin{align*}
\bar{G}(0, y, t) & \sim|y|, \text { for } y \text { near } 0 \\
\bar{G}(t, y, t) & \sim\left\{\begin{array}{r}
\frac{t}{2}-2 y, y<0 \\
\frac{t}{2}+\frac{y^{2}}{2 t}, y>0
\end{array} \text { for } y \text { near } 0\right. \tag{3.1.31}
\end{align*}
$$

from which one easily concludes that

$$
\begin{equation*}
\left\|\bar{u}(\cdot, t)-\bar{u}^{\epsilon}(\cdot, t)\right\|_{L^{1}(d x ;[0, t])} \sim \epsilon|\log \epsilon| . \tag{3.1.32}
\end{equation*}
$$

On the other hand, $\bar{u}_{0} \geq u_{0}$, thus $\bar{u}^{\epsilon} \geq u^{\epsilon}$ and we can apply the Hopf-Cole transformation again. The same calculation leads to

$$
\begin{align*}
G(0, y, t) & \sim|y|, \text { for } y \text { near } 0 \\
G(t, y, t) & \sim\left\{\begin{array}{l}
\frac{t}{2}-2 y, y<0[1 e x] \\
\frac{t}{2}+\left(\frac{1}{2 t}-\frac{1}{4}\right) y^{2}, y>0
\end{array} \text { for } y \text { near } 0\right. \tag{3.1.33}
\end{align*}
$$

one thus concludes that

$$
\begin{equation*}
\left\|\bar{u}^{\epsilon}(\cdot, t)-u^{\epsilon}(\cdot, t)\right\|_{L^{1}(d x ;[0, t])} \sim \epsilon \log \left(\frac{2-t}{2}\right) \tag{3.1.34}
\end{equation*}
$$

We conclude with the first equation of (3.1.27), with the triangle inequality and the fact that $u(x, t)$ coincides with $\bar{u}(x, t)$ for $x \leq t$.
3.2. Hopf-Cole-Lax transformation for some monotone schemes. We now give another example in which the convergence rate is not first order at the critical time - Lax-Friedrichs scheme applied to the conservation law (1.1) with a specific flux function:

$$
f_{L}(u)=\log \left(\frac{\cosh (u)+1}{2}\right)
$$

The Lax-Friedrichs scheme for this particular flux admits a discrete version of HopfCole transformation. This was first observed by Lax [7] for upwind scheme with a family of flux function $f(u)=\log \left(a+b e^{-u}\right), a, b>0, a+b=1$. Here we adopt a variation of the original one in order to maintain symmetry, which simplifies the analysis.

The following properties of $f_{L}(u)$ are elementary:
(C.1) $f_{L}(u)=f_{L}(-u)$.
(C.2) $f_{L}(0)=0$.
(C.3) $f_{L}^{\prime}(u)=\frac{\sinh (u)}{\cosh (u)+1}, f_{L}^{\prime}(0)=0$.
(C.4) $f_{L}^{\prime \prime}(u)=\frac{1}{\cosh (u)+1}>0$.

We now study the convergence rate for the Lax-Friedrichs scheme with $f_{L}$. Let $u^{\Delta}(x, t)$ be the approximate solution obtained via the Lax-Friedrichs scheme
$u^{\Delta}(x, t+\Delta)=\frac{1}{2}\left(u^{\Delta}(x-\Delta, t)+u^{\Delta}(x+\Delta, t)\right)-\frac{1}{2}\left(f_{L}\left(u^{\Delta}(x+\Delta, t)\right)-f_{L}\left(u^{\Delta}(x-\Delta, t)\right)\right)$, (3.2.1)
where the argument $(x, t)$ is restricted to grid points only, and we have put $\Delta x=$ $\Delta t=\Delta$ for simplicity.

Now let $U^{\Delta}(x, t)=2 \Delta \sum_{k=-\infty^{0}} u^{\Delta}(x-2 k \Delta, t)$. The equation for $U^{\Delta}$ is
$U^{\Delta}(x, t+\Delta)=\frac{1}{2}\left(U^{\Delta}(x-\Delta, t)+U^{\Delta}(x+\Delta, t)\right)-\Delta f_{L}\left(\frac{U^{\Delta}(x+\Delta, t)-U^{\Delta}(x-\Delta, t)}{2 \Delta}\right)$. (3.2.2)

Now we apply the Hopf-Cole-Lax transformation

$$
U^{\Delta}=G\left(V^{\Delta}\right)=-2 \Delta \log \left(V^{\Delta}\right)
$$

which brings (3.2.1) to

$$
\begin{align*}
G\left(V^{\Delta}(x, t+\Delta)\right)= & \frac{1}{2}\left[G\left(V^{\Delta}(x+\Delta, t)\right)+G\left(V^{\Delta}(x-\Delta, t)\right)\right][1 e x] \\
& -\Delta f_{L}\left(\frac{G\left(V^{\Delta}(x+\Delta, t)\right)-G\left(V^{\Delta}(x-\Delta, t)\right)}{2 \Delta}\right) \tag{3.2.3}
\end{align*}
$$

The equation for $V^{\Delta}$ thus linearizes as the following identity holds for all $V$, $W \in R$,

$$
\frac{1}{2}(G(V)+G(W))-\Delta f_{L}\left(\frac{G(V)-G(W)}{2 \Delta}\right)=G\left(\frac{V+W}{2}\right)
$$

Thus

$$
V^{\Delta}(x, t+\Delta)=\frac{1}{2}\left(V^{\Delta}(x+\Delta, t)+V^{\Delta}(x-\Delta, t)\right)
$$

and, therefore,

$$
V^{\Delta}(x, t)=\sum_{l=0}^{n}\binom{n}{l} \frac{1}{2^{n}} V^{\Delta}(x-n \Delta+2 \Delta, 0)
$$

where $t=n \Delta$.
For fixed $x, z \in \mathbf{R}, t>0$, we want to estimate

$$
\begin{equation*}
U^{\Delta}(x, t)-U^{\Delta}(z, t)=-2 \Delta \log \left(\frac{\sum_{l=0}^{n}\binom{n}{l} e^{-\frac{1}{\Delta} U^{\Delta}(x-n \Delta+2 l \Delta, 0)}}{\sum_{l=0}^{n}\binom{n}{l} e^{-\frac{1}{\Delta} U^{\Delta}(z-n \Delta+2 l \Delta, 0)}}\right) \tag{3.2.4}
\end{equation*}
$$

where we've used $U^{\Delta}(\cdot, 0)=-2 \Delta \log \left(V^{\Delta}(\cdot, 0)\right)$. For the sake of a simpler formula, we assume that $(x, t)$ and $(z, t)$ are always on the grid points as the mesh refines.

The following counterpart of Lemma 2.1 is crucial in establishing the ordering of $u^{\Delta}\left(\cdot, t_{c}\right)$ and $u\left(\cdot, t_{c}\right)$; therefore, we can estimate the $L^{1}$ difference of the two using (3.2.4).

LEMMA 3.4. Let $u_{0}$ be a smooth and bounded function satisfying
(B.1) $f_{L}^{\prime}\left(u_{0}(\xi)\right)=-\frac{\xi}{t_{c}}+a \xi^{3}+b \xi^{4}+O\left(\xi^{5}\right)$ for $|\xi|<\delta$ where $a>0$.
(B.2) $\xi=0$ is the point corresponding to the first spontaneous formation of shocks; that is, $\frac{d}{d \xi} f_{L}^{\prime}\left(u_{0}(\xi)\right)>-\frac{1}{t_{c}}$ for all $\xi \neq 0$.
(B.3) $f_{L}^{\prime}\left(u_{0}\right)$ is antisymmetric, and thus so is $u_{0}: u_{0}(-\xi)=-u_{0}(\xi)$.
(B.4) $f_{L}^{\prime}\left(u_{0}(\cdot)\right)$, and, therefore, $u_{0}(\cdot)$ is monotonely nonincreasing.
(B.5) $f_{L}^{\prime}\left(u_{0}(\cdot)\right)$ is concave on $\xi<0$, and, therefore, by Assumption (B.3), convex on $\xi>0$.
Then

$$
u(x, \Delta) \geq u^{\Delta}(x, \Delta) \quad x<0,(x, \Delta) \text { on the grids. }
$$

By induction and the monotonicity of Lax-Friedrichs scheme, $u(x, t) \geq u^{\Delta}(x, t)$ for all $x<0, t>0,(x, t)$ on the grids.

Proof. Let $A=(x, \Delta), B=(x-\Delta, 0), C=(x+\Delta, 0)$, and $D=(x, 0)$ be four-grid points on $x<0$; then

- $u_{A}^{\Delta}=g\left(u_{B}, u_{C}\right) \equiv \frac{1}{2}\left(u_{B}+u_{C}\right)-\frac{1}{2}\left(f_{L}\left(u_{C}\right)-f_{L}\left(u_{B}\right)\right)$;
- $u_{B} \geq u_{C}$, and $u_{A}=u_{E}$ for some (unique) point $E$ on the line segment $\overline{B D}$.

Denote by $m=f_{L}^{\prime}\left(u_{E}\right)=\operatorname{distance}(D, E) / \Delta$, and define, for $0 \leq \theta \leq 1$, a family of functions $v(\theta, \xi)$ on $\overline{B C}$ by

$$
f_{L}^{\prime}(v(\theta, \xi))=m+\theta\left(f_{L}^{\prime}\left(u_{0}(\xi)\right)-m\right), \quad 0 \leq \theta \leq 1, x-\Delta \leq \xi \leq x+\Delta
$$

Obviously, $v(0, \xi)=u_{E}$ and $v(1, \xi)=u_{0}(\xi)$.
Now let $h(\theta)=g(v(\theta, x-\Delta), v(\theta, x+\Delta))$; then $h(0)=u_{E}$ and $h(1)=g\left(u_{B}, u_{C}\right)=$ $u_{A}^{\Delta}$. A direct computation gives

$$
\frac{d h}{d \theta}=\frac{1}{2}(\alpha+\theta \alpha \beta+m \beta)
$$

where $\alpha=f^{\prime}\left(u_{B}\right)+f^{\prime}\left(u_{C}\right)-2 m<0$ and $\beta=f^{\prime}\left(u_{B}\right)-f^{\prime}\left(u_{C}\right)>0$. Due to concavity of $f^{\prime}\left(u_{0}(\cdot)\right)$, the graph of $f^{\prime}\left(u_{0}(\cdot)\right)$ lies above the line joining $\left(B, f^{\prime}\left(u_{B}\right)\right)$ and $\left(C, f^{\prime}\left(u_{C}\right)\right)$; therefore, $\alpha+m \beta \leq 0$. Thus $\frac{d h}{d \theta} \leq 0$ and $u_{A} \geq u_{A}^{\Delta}$.

Now we come back to estimate the leading order term of (3.2.4) using Stirling's formula

$$
\begin{equation*}
n!=\left(\frac{n-1}{e}\right)^{n-1}(2 \pi(n-1))^{\frac{1}{2}}+\cdots \tag{3.2.5}
\end{equation*}
$$

After elementary calculations, we have

$$
\begin{equation*}
U^{\Delta}(x, t)-U^{\Delta}(z, t)=-2 \Delta \log \left(\frac{\sum_{l=0}^{n} e^{-\frac{1}{\Delta}\left[\left(t F\left(\frac{x-y}{t}\right)+U_{0}(y, o)\right)+E_{1}\right]}}{\sum_{l=0}^{n} e^{-\frac{1}{\Delta}\left[\left(t F\left(\frac{z-y}{t}\right)+U_{0}(y, o)\right)+E_{2}\right]}}\right) \tag{3.2.6}
\end{equation*}
$$

where $F(s)=\log \left(1-s^{2}\right)+s \log \left(\frac{1+s}{1-s}\right), t=n \Delta$, and $x-y=t-2 l \Delta . E_{1}$ and $E_{2}$ are the errors introduced by Stirling's formula, and are of lower order.

We next replace sums by integrals. Again, the errors are of lower order since the integrals are at least $O\left(\Delta^{\frac{1}{2}}\right)$ as we saw in section 3.1. This leads to

$$
\begin{equation*}
U^{\Delta}(x, t)-U^{\Delta}(z, t)=-2 \Delta \log \left(\frac{\int_{x-t}^{x+t} e^{-\frac{1}{2 \Delta}\left[\left(t F\left(\frac{x-y}{t}\right)+\int^{y} u_{0}\left(y^{\prime}\right) d y^{\prime}\right)+E_{1}\right]} d y}{\int_{z-t}^{z+t} e^{-\frac{1}{2 \Delta}\left[\left(t F\left(\frac{z-y}{t}\right)+\int^{y} u_{0}\left(y^{\prime}\right) d y^{\prime}\right)+E_{2}\right]} d y}\right)+\cdots \tag{3.2.7}
\end{equation*}
$$

At $x=0, t=t_{c}$, the integrand of the numerator has a quartic phase at its maximum $y=0$, while the integrand of the denominator has a quadratic phase at $z=$, say, -1 , $t=t_{c}$. Therefore,

$$
U^{\Delta}\left(0, t_{c}\right)-U^{\Delta}\left(-1, t_{c}\right)=\int_{-1}^{0} u\left(., t_{c}\right)-2 \Delta \log \left(\frac{\Delta^{\frac{1}{4}}}{\Delta^{\frac{1}{2}}}\right)+\cdots
$$

and

$$
\left\|u\left(\cdot, t_{c}\right)-u^{\Delta}\left(\cdot, t_{c}\right)\right\|_{L^{1}(\Delta x ;[-1,0])} \sim \frac{1}{2} \Delta|\log \Delta|
$$

The generalization to nonantisymmetric initial data is the same as for Burgers's equation in the previous subsection.

Remark 2.

1. The case $t \neq t_{c}$ can be proved in the same way; see [2] for a discrete version of Lemma 2.2. The discrete analogue of the comparison lemma is an immediate consequence of monotonicity.
2. Although we only carry out the analysis for the most dissipative first-order scheme, namely, the Lax-Friedrichs scheme, the same argument shows that even the upwind scheme cannot do better. Since the same transform applies to the upwind scheme with the flux function $f(u)=-\log \left(a+b e^{-u}\right), a, b>0, a+b=1$. Even though we don't have symmetry in this case, we still have the lower bound for free:

$$
\begin{equation*}
\left\|u\left(\cdot, t_{c}\right)-u^{\Delta}\left(\cdot, t_{c}\right)\right\|_{L^{1}\left(\Delta x ;\left[x_{c}-1, x_{c}\right]\right)} \geq\left|U\left(x_{c}, t_{c}\right)-U^{\Delta}\left(x_{c}-1, t_{c}\right)\right|=O(\Delta|\log \Delta|) \tag{3.2.8}
\end{equation*}
$$

3. Since $f^{\prime}(u)=\frac{b e^{-u}}{a+b e^{-u}}>0$, the Godunov scheme reduces to upwind scheme. Therefore, (3.2.8) also holds for Godunov scheme with the same family of flux.
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#### Abstract

This paper discusses an initial-boundary value problem for a wave equation with a nonstandard boundary condition associated with linear capillary waves on the surface of a compressible liquid. We prove the well-posedness of this problem. Our main technical device is the Fourier transform.
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Introduction. In this paper we discuss the following initial-boundary value problem for a wave equation:

$$
\begin{gather*}
u_{t t}-\Delta u=0 \quad \text { for } t \in(0, T),(x, y, z) \in R_{+}^{3}  \tag{0.1}\\
\mathcal{B} u(t, x, y, 0)=0 \quad \text { for } t \in(0, T),(x, y) \in R^{2}  \tag{0.2}\\
u(0, x, y, z)=u_{0}(x, y, z), u_{t}(0, x, y, z)=u_{1}(x, y, z) \quad \text { for }(x, y, z) \in R_{+}^{3} \tag{0.3}
\end{gather*}
$$

where $T>0$ is arbitrarily given, $R_{+}^{3}=\left\{(x, y, z):(x, y) \in R^{2}, z>0\right\}, \Delta$ is the Laplacian in $(x, y, z)$, and the operator $\mathcal{B}$ is defined by

$$
\begin{equation*}
\mathcal{B} u=\Delta u+\frac{\partial}{\partial z}\left(u_{x x}+u_{y y}\right) \tag{0.4}
\end{equation*}
$$

This nonstandard boundary condition arises in the linearized model of capillary waves. Let a compressible liquid occupy the half-space $R_{+}^{3}$, and let $u$ denote its velocity potential. When the effects of gravity are neglected, $u$ satisfies the following acoustic equation within the liquid:

$$
\begin{equation*}
u_{t t}-c^{2} \Delta u=0 \tag{0.5}
\end{equation*}
$$

where $c$ is the speed of sound. We describe the free surface by $z=\zeta(t, x, y)$. By the Laplace formula (see Landau and Lifshitz [5]), we have

$$
\begin{equation*}
p-p_{0}=\alpha\left(\zeta_{x x}+\zeta_{y y}\right) \tag{0.6}
\end{equation*}
$$

where $\alpha>0$ is the surface-tension coefficient, $p$ is the pressure in the liquid near the surface, and $p_{0}$ is the constant external pressure. On the other hand, $u$ is related to the pressure by

$$
\begin{equation*}
p-p_{0}=-\rho_{0} \frac{\partial u}{\partial t} \tag{0.7}
\end{equation*}
$$

[^3]where $\rho_{0}$ is the constant equilibrium density and gravity has been neglected. On the surface, it holds that
\[

$$
\begin{equation*}
\frac{\partial u}{\partial z}=\frac{\partial \zeta}{\partial t} \quad \text { at } z=0 \tag{0.8}
\end{equation*}
$$

\]

Combining (0.5)-(0.8), we have

$$
\begin{equation*}
\Delta u+\frac{\alpha}{\rho_{0} c^{2}} \frac{\partial}{\partial z}\left(u_{x x}+u_{y y}\right)=0 \quad \text { at } z=0 \tag{0.9}
\end{equation*}
$$

By rescaling the variables, we arrive at (0.1) and (0.2).
For the Dirichlet boundary condition $u=0$, or the Neumann boundary condition $\frac{\partial u}{\partial z}=0$ at $z=0$, a complete result on the well-posedness of the initial-boundary value problem is well known. The purpose of this work is to establish a similar result in the $L^{2}$ Sobolev spaces with the boundary condition (0.2). Bondi [2] constructed a fundamental solution of (0.1)-(0.2) and studied an interesting phenomenon of wave propagation along the surface with infinite speed. His result was also discussed by Duff [3]. Here our issue is to formulate the well-posedness of the initial-boundary value problem (0.1)-(0.3) as closely as possible to that of the standard initial-boundary value problems. One could use fundamental solutions to represent solutions. However, even for the pure Cauchy problem in the whole space, the explicit formula of the fundamental solution is not a good device to obtain the basic $L^{2}$ energy estimates, which trivially follow either by a multiplier technique or by the Fourier transform. In particular, it is not at all clear whether the fundamental solution obtained in [2] can be used to obtain estimates of solutions in the function classes of $L^{2}$ setting. Here we rely on the well-known theory of the Cauchy problem in the whole space. This involves a suitable extension of the given data to the whole space, where various compatibility conditions are naturally incorporated. The main tool is the Fourier transform. When the boundary operator consists of only odd (or only even) derivatives in the normal coordinate variable, this is a standard procedure. The novelty of the above problem is that the boundary operator is hybrid, and a simple reflection method does not work. So the main difficulty lies in handling the boundary condition. The boundary $z=0$ is noncharacteristic, and the trace of any derivative of the solution is well-defined due to partial hypoellipticity; see Hörmander [4]. But we need some regularity condition for the uniqueness of the solution, which is justified by a simple example presented in the next section. Our starting point is the following observation made by Duff [3]. Since $\mathcal{B}$ is a differential operator with constant coefficients, $\mathcal{B} u$ satisfies the wave equation if $u$ does. Consequently, $\mathcal{B} u$ is a solution of the initial-boundary value problem with the initial data $\left(\mathcal{B} u_{0}, \mathcal{B} u_{1}\right)$ and the Dirichlet boundary condition. However, it is only a weak solution unless $u$ itself is sufficiently smooth. For this, we provide in the next section a definition of a weak solution which is suitable in our function classes such that each solution in the natural energy space is included. As the initial data are more regular with suitable compatibility conditions at the boundary $z=0$, the regularity of the solution improves accordingly.

Following the notation for function classes in Lions and Magenes [6], we state the main result as follows.

Theorem 0.1. Let $u_{0} \in H^{2}\left(R_{+}^{3}\right)$ and $u_{1} \in H^{1}\left(R_{+}^{3}\right)$ with $\frac{\partial u_{0}}{\partial z}(x, y, 0) \in H^{1}\left(R^{2}\right)$. Then, there is a unique solution $u \in C\left([0, T] ; H^{2}\left(R_{+}^{3}\right)\right) \cap C^{1}\left([0, T] ; H^{1}\left(R_{+}^{3}\right)\right)$ of (0.1)-(0.3) such that $\mathcal{B} u$ is a solution of (1.9) below with the initial data $\left(\mathcal{B} u_{0}, \mathcal{B} u_{1}\right)$.

Furthermore, for each $t \in[0, T]$ the solution satisfies

$$
\begin{align*}
& \|u(t, \cdot)\|_{H^{2}\left(R_{+}^{3}\right)}+\left\|u_{t}(t, \cdot)\right\|_{H^{1}\left(R_{+}^{3}\right)}  \tag{0.10}\\
& \quad \leq M(T)\left(\left\|u_{0}\right\|_{H^{2}\left(R_{+}^{3}\right)}+\left\|u_{1}\right\|_{H^{1}\left(R_{+}^{3}\right)}+\left\|\frac{\partial u_{0}}{\partial z}(\cdot, 0)\right\|_{H^{1}\left(R^{2}\right)}\right)
\end{align*}
$$

where $M(T)$ is a positive constant depending on $T$.
We can also obtain more regular solutions.
Corollary 0.2. If we suppose that $u_{0} \in H^{3}\left(R_{+}^{3}\right)$ with $\mathcal{B} u_{0}=0$ at $z=0$ and that $u_{1} \in H^{2}\left(R_{+}^{3}\right)$ with $\frac{\partial u_{1}}{\partial z}(\cdot, 0) \in H^{1}\left(R^{2}\right)$, the above solution belongs to $C\left([0, T] ; H^{3}\left(R_{+}^{3}\right)\right) \cap C^{1}\left([0, T] ; H^{2}\left(R_{+}^{3}\right)\right)$, and it holds that for all $t \in[0, T]$,

$$
\begin{align*}
& \|u(t, \cdot)\|_{H^{3}\left(R_{+}^{3}\right)}+\left\|u_{t}(t, \cdot)\right\|_{H^{2}\left(R_{+}^{3}\right)}  \tag{0.11}\\
& \quad \leq M(T)\left(\left\|u_{0}\right\|_{H^{3}\left(R_{+}^{3}\right)}+\left\|u_{1}\right\|_{H^{2}\left(R_{+}^{3}\right)}+\left\|\frac{\partial u_{1}}{\partial z}(\cdot, 0)\right\|_{H^{1}\left(R^{2}\right)}\right)
\end{align*}
$$

for some positive constant $M(T)$.
Corollary 0.3. Let $m \geq 1$ be an integer. Suppose that $u_{0} \in H^{2 m+2}\left(R_{+}^{3}\right), \mathcal{B} u_{0}=$ $0, \Delta \mathcal{B} u_{0}=0, \ldots, \Delta^{m-1} \mathcal{B} u_{0}=0$ at $z=0,\left(\frac{\partial}{\partial z}\right)^{2 m+1} u_{0}(\cdot, 0) \in H^{1}\left(R^{2}\right)$ and that $u_{1} \in H^{2 m+1}\left(R_{+}^{3}\right), \mathcal{B} u_{1}=0, \Delta \mathcal{B} u_{1}=0, \ldots, \Delta^{m-1} \mathcal{B} u_{1}=0$ at $z=0$. Then, the above solution belongs to $C\left([0, T] ; H^{2 m+2}\left(R_{+}^{3}\right)\right) \cap C^{1}\left([0, T] ; H^{2 m+1}\left(R_{+}^{3}\right)\right)$ and satisfies for all $t \in[0, T]$,

$$
\begin{align*}
& \|u(t, \cdot)\|_{H^{2 m+2}\left(R_{+}^{3}\right)}+\left\|u_{t}(t, \cdot)\right\|_{H^{2 m+1}\left(R_{+}^{3}\right)}  \tag{0.12}\\
& \quad \leq M(T, m)\left(\left\|u_{0}\right\|_{H^{2 m+2}\left(R_{+}^{3}\right)}+\left\|u_{1}\right\|_{H^{2 m+1}\left(R_{+}^{3}\right)}+\left\|\frac{\partial^{2 m+1} u_{0}}{\partial z^{2 m+1}}(\cdot, 0)\right\|_{H^{1}\left(R^{2}\right)}\right)
\end{align*}
$$

where $M(T, m)$ is a positive constant depending on $T$ and $m$.
Corollary 0.4. Let $m \geq 1$ be an integer. Suppose that $u_{0} \in H^{2 m+3}\left(R_{+}^{3}\right), \mathcal{B} u_{0}=$ $0, \Delta \mathcal{B} u_{0}=0, \ldots, \Delta^{m} \mathcal{B} u_{0}=0$ at $z=0$ and that $u_{1} \in H^{2 m+2}\left(R_{+}^{3}\right), \mathcal{B} u_{1}=$ $0, \Delta \mathcal{B} u_{1}=0, \ldots, \Delta^{m-1} \mathcal{B} u_{1}=0$ at $z=0,\left(\frac{\partial}{\partial z}\right)^{2 m+1} u_{1}(\cdot, 0) \in H^{1}\left(R^{2}\right)$. Then, the above solution belongs to $C\left([0, T] ; H^{2 m+3}\left(R_{+}^{3}\right)\right) \cap C^{1}\left([0, T] ; H^{2 m+2}\left(R_{+}^{3}\right)\right)$ and satisfies for all $t \in[0, T]$,

$$
\begin{align*}
& \|u(t, \cdot)\|_{H^{2 m+3}\left(R_{+}^{3}\right)}+\left\|u_{t}(t, \cdot)\right\|_{H^{2 m+2}\left(R_{+}^{3}\right)}  \tag{0.13}\\
& \quad \leq M(T, m)\left(\left\|u_{0}\right\|_{H^{2 m+3}\left(R_{+}^{3}\right)}+\left\|u_{1}\right\|_{H^{2 m+2}\left(R_{+}^{3}\right)}+\left\|\frac{\partial^{2 m+1} u_{1}}{\partial z^{2 m+1}}(\cdot, 0)\right\|_{H^{1}\left(R^{2}\right)}\right) .
\end{align*}
$$

If we assume that the support of the initial data is contained in $R_{+}^{3}$, then the result is essentially the same as that for the standard boundary conditions.

Corollary 0.5. Let $m$ be a nonnegative integer. Let $u_{0} \in H^{m+2}\left(R_{+}^{3}\right)$ and $u_{1} \in H^{m+1}\left(R_{+}^{3}\right)$ such that $\operatorname{supp} u_{0} \cup \operatorname{supp} u_{1} \subset R_{+}^{3}$. Then, the above solution belongs to $C\left([0, T] ; H^{m+2}\left(R_{+}^{3}\right)\right) \cap C^{1}\left([0, T] ; H^{m+1}\left(R_{+}^{3}\right)\right)$ and satisfies for each $t \in[0, T]$,

$$
\begin{align*}
& \|u(t, \cdot)\|_{H^{m+2}\left(R_{+}^{3}\right)}+\left\|u_{t}(t, \cdot)\right\|_{H^{m+1}\left(R_{+}^{3}\right)}  \tag{0.14}\\
& \quad \leq M(T, m)\left(\left\|u_{0}\right\|_{H^{m+2}\left(R_{+}^{3}\right)}+\left\|u_{1}\right\|_{H^{m+1}\left(R_{+}^{3}\right)}\right)
\end{align*}
$$

We will prove these results in the next sections.

1. Preliminaries. We first review some facts about the Cauchy problem for a wave equation in $R^{3}$, which is formulated as follows:

$$
\begin{cases}u_{t t}-\Delta u=0 \quad \text { in }(0, T) \times R^{3}  \tag{1.1}\\ u(0, x, y, z)=u_{0}(x, y, z) & \text { in } R^{3} \\ u_{t}(0, x, y, z)=u_{1}(x, y, z) & \text { in } R^{3}\end{cases}
$$

where $\Delta$ is the Laplacian in $(x, y, z) \in R^{3}$, and $0<T<\infty$ is arbitrarily given.
LEMMA 1.1. Let $u_{0} \in H^{s}\left(R^{3}\right)$, and $u_{1} \in H^{s-1}\left(R^{3}\right)$, for some $s \in R$. Then, there is a unique solution of the Cauchy problem (1.1) in $C\left([0, T] ; H^{s}\left(R^{3}\right)\right) \cap C^{1}([0, T]$; $\left.H^{s-1}\left(R^{3}\right)\right)$, and it holds that

$$
\begin{equation*}
\|u(t, \cdot)\|_{H^{s}\left(R^{3}\right)}+\left\|u_{t}(t, \cdot)\right\|_{H^{s-1}\left(R^{3}\right)} \leq M(T)\left(\left\|u_{0}\right\|_{H^{s}\left(R^{3}\right)}+\left\|u_{1}\right\|_{H^{s-1}\left(R^{3}\right)}\right) \tag{1.2}
\end{equation*}
$$

for all $t \in[0, T]$ with some positive constant $M(T)$ independent of $u_{0}$ and $u_{1}$.
LEMMA 1.2. In the same setting as above, assume that supp $u_{0} \cup \operatorname{supp} u_{1}$ $\subset\{(x, y, z): z<-L\}$ for some $L \in R$. Then, the support of the solution for $t \geq 0$ is contained in $\{(t, x, y, z): t>z+L\}$.

Next we define a function space $\mathcal{X}$ by

$$
\begin{aligned}
\mathcal{X}= & H^{-1}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)+L^{2}\left(R_{z} ; H^{-2}\left(R^{2}\right)\right) \\
& =\left\{f_{1}+f_{2}: f_{1}(x, y, z) \in H^{-1}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right), \quad f_{2}(x, y, z) \in L^{2}\left(R_{z} ; H^{-2}\left(R^{2}\right)\right)\right\}
\end{aligned}
$$

equipped with the norm

$$
\begin{equation*}
\|f\|_{\mathcal{X}}=\inf _{f=f_{1}+f_{2}}\left(\left\|f_{1}\right\|_{H^{-1}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)}+\left\|f_{2}\right\|_{L^{2}\left(R_{z} ; H^{-2}\left(R^{2}\right)\right)}\right) \tag{1.3}
\end{equation*}
$$

where $R_{z}$ is for the $z$ variable. Then, $\mathcal{X}$ is the dual of $H^{1}\left(R_{z} ; H^{1}\left(R^{2}\right)\right) \cap L^{2}\left(R_{z} ; H^{2}\left(R^{2}\right)\right)$. For this, see Bergh and Löfström [1]. We also need the following fact.

LEMMA 1.3. The operator $\left(1-\Delta_{x, y}\right)^{1 / 2}$ is an isomorphism from $H^{-1}\left(R^{3}\right)$ onto $\mathcal{X}$. Here, $\Delta_{x, y}$ is the Laplacian in $(x, y)$.

Proof. Choose any $f \in H^{-1}\left(R^{3}\right)$, and set

$$
\hat{f}_{1}(\xi)=\frac{\left|\xi_{3}\right|}{1+\left|\xi_{1}\right|+\left|\xi_{2}\right|+\left|\xi_{3}\right|} \hat{f}(\xi)
$$

and

$$
\hat{f}_{2}(\xi)=\frac{1+\left|\xi_{1}\right|+\left|\xi_{2}\right|}{1+\left|\xi_{1}\right|+\left|\xi_{2}\right|+\left|\xi_{3}\right|} \hat{f}(\xi)
$$

where $\hat{f}(\xi)$ is the Fourier transform of $f$ and $\xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ is the dual variable of $(x, y, z)$. It is apparent that $f=f_{1}+f_{2}$ and

$$
\begin{equation*}
\left\|\left(1-\Delta_{x, y}\right)^{1 / 2} f_{1}\right\|_{H^{-1}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)} \leq M\|f\|_{H^{-1}\left(R^{3}\right)} \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(1-\Delta_{x, y}\right)^{1 / 2} f_{2}\right\|_{L^{2}\left(R_{z} ; H^{-2}\left(R^{2}\right)\right)} \leq M\|f\|_{H^{-1}\left(R^{3}\right)} \tag{1.5}
\end{equation*}
$$

for some positive constant $M$ independent of $f$. In the meantime, $H^{-1}\left(R_{z} ; L^{2}\left(R^{2}\right)\right)$ and $L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)$ are continuously embedded into $H^{-1}\left(R^{3}\right)$. Hence, $\left(1-\Delta_{x, y}\right)^{-1 / 2}$ is continuous from $\mathcal{X}$ into $H^{-1}\left(R^{3}\right)$.

LEmmA 1.4. Suppose that $u_{0} \in L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)$ and $u_{1} \in \mathcal{X}$. Then, there is a unique solution $u$ of (1.1) in $C\left([0, T] ; L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)\right) \cap C^{1}([0, T] ; \mathcal{X})$. We also have

$$
\begin{equation*}
\|u(t, \cdot)\|_{L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)}+\left\|u_{t}(t, \cdot)\right\|_{\mathcal{X}} \leq M(T)\left(\left\|u_{0}\right\|_{L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)}+\left\|u_{1}\right\|_{\mathcal{X}}\right) \tag{1.6}
\end{equation*}
$$

for all $t \in[0, T]$, where $M(T)$ is a positive constant independent of $u_{0}$ and $u_{1}$.
Proof. Let us set

$$
\begin{equation*}
v_{0}=\left(1-\Delta_{x, y}\right)^{-1 / 2} u_{0}, \quad v_{1}=\left(1-\Delta_{x, y}\right)^{-1 / 2} u_{1} \tag{1.7}
\end{equation*}
$$

and consider the Cauchy problem (1.1) with $\left(u_{0}, u_{1}\right)$ replaced by $\left(v_{0}, v_{1}\right)$. Since $v_{0} \in$ $L^{2}\left(R^{3}\right)$ and $v_{1} \in H^{-1}\left(R^{3}\right)$, it follows from Lemma 1.1 that there is a unique solution $v$ in $C\left([0, T] ; L^{2}\left(R^{3}\right)\right) \cap C^{1}\left([0, T] ; H^{-1}\left(R^{3}\right)\right)$. We then set

$$
\begin{equation*}
u=\left(1-\Delta_{x, y}\right)^{1 / 2} v \tag{1.8}
\end{equation*}
$$

By virtue of Lemmas 1.1 and 1.3, we find that $u$ is the unique solution of (1.1) in $C\left([0, T] ; L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)\right) \cap C^{1}([0, T] ; \mathcal{X})$ and that (1.6) is satisfied.

We now consider an initial-boundary value problem in a half-space:

$$
\left\{\begin{array}{l}
u_{t t}-\Delta u=0 \quad \text { in } \quad(0, T) \times R_{+}^{3}  \tag{1.9}\\
u(t, x, y, 0)=0 \quad \text { in } \quad(0, T) \times R^{2} \\
u(0, x, y, z)=u_{0}(x, y, z) \quad \text { in } \quad R_{+}^{3} \\
u_{t}(0, x, y, z)=u_{1}(x, y, z) \quad \text { in } \quad R_{+}^{3} .
\end{array}\right.
$$

We define a function space $\mathcal{X}_{1}$ by

$$
\mathcal{X}_{1}=\left\{f_{1}+f_{2}: f_{1} \in H^{-1}\left((0, \infty) ; H^{-1}\left(R^{2}\right)\right), f_{2} \in L^{2}\left(0, \infty ; H^{-2}\left(R^{2}\right)\right)\right\}
$$

equipped with the norm

$$
\begin{equation*}
\|f\|_{\mathcal{X}_{1}}=\inf _{f=f_{1}+f_{2}}\left(\left\|f_{1}\right\|_{H^{-1}\left((0, \infty) ; H^{-1}\left(R^{2}\right)\right)}+\left\|f_{2}\right\|_{L^{2}\left(0, \infty ; H^{-2}\left(R^{2}\right)\right)}\right) \tag{1.10}
\end{equation*}
$$

so that $\mathcal{X}_{1}$ is the dual of $H_{0}^{1}\left((0, \infty) ; H^{1}\left(R^{2}\right)\right) \cap L^{2}\left(0, \infty ; H^{2}\left(R^{2}\right)\right)$. We then adopt the following definition of a solution of (1.9).

Definition 1.5. Let $u_{0} \in L^{2}\left(0, \infty ; H^{-1}\left(R^{2}\right)\right)$ and $u_{1} \in \mathcal{X}_{1}$. We say that a function $u \in C\left([0, T] ; L^{2}\left(0, \infty ; H^{-1}\left(R^{2}\right)\right)\right) \cap C^{1}\left([0, T] ; \mathcal{X}_{1}\right)$ is a solution of (1.9) if it holds that

$$
\begin{align*}
-\left\langle u_{1}, \phi(0, x, y, z)\right\rangle_{1} & +\left\langle u_{0}, \phi_{t}(0, x, y, z)\right\rangle_{2}  \tag{1.11}\\
& +\int_{0}^{\infty} \int_{0}^{T}\left\langle u, \phi_{t t}-\Delta \phi\right\rangle_{3} d t d z=0
\end{align*}
$$

for every $\phi \in C^{2}\left([0, T] ; H^{2}\left(R_{+}^{3}\right)\right)$ such that

$$
\left\{\begin{array}{l}
\phi(t, x, y, 0)=0 \quad \text { in } \quad[0, T] \times R^{2}  \tag{1.12}\\
\phi(T, x, y, z)=0, \quad \phi_{t}(T, x, y, z)=0 \quad \text { in } \quad R_{+}^{3}
\end{array}\right.
$$

Here, the bracket $\langle\cdot, \cdot\rangle_{1}$ is the duality pairing between $\mathcal{X}_{1}$ and $H_{0}^{1}\left((0, \infty) ; H^{1}\left(R^{2}\right)\right) \cap$ $L^{2}\left(0, \infty ; H^{2}\left(R^{2}\right)\right), \quad\langle\cdot, \cdot\rangle_{2}$ is the duality pairing between $L^{2}\left(0, \infty ; H^{-1}\left(R^{2}\right)\right)$ and $L^{2}\left(0, \infty ; H^{1}\left(R^{2}\right)\right)$, and $\langle\cdot, \cdot\rangle_{3}$ is the duality pairing between $H^{-1}\left(R^{2}\right)$ and $H^{1}\left(R^{2}\right)$.

First we note that the solution in the natural energy space $C\left([0, T] ; H_{0}^{1}\left(R_{+}^{3}\right)\right) \cap$ $C^{1}\left([0, T] ; L^{2}\left(R_{+}^{3}\right)\right)$ satisfies the above condition (1.11). We will show that the condition (1.11) implies the boundary condition at $z=0$. Choose any $\psi \in C_{0}^{\infty}((0, T) \times$ $R^{2}$ ), and set

$$
\begin{gathered}
J(z)=\int_{0}^{T}\langle u(t, x, y, z), \psi(t, x, y)\rangle_{3} d t \\
I(z)=\int_{0}^{T}\left\langle u(t, x, y, z), \psi_{t t}-\Delta_{x, y} \psi\right\rangle_{3} d t
\end{gathered}
$$

Then, $J(z)$ and $I(z)$ belong to $L^{2}((0, \infty))$, and it holds that

$$
\begin{equation*}
\frac{d^{2} J}{d z^{2}}(z)=I(z), \quad \text { in } \quad \mathcal{D}^{\prime}((0, \infty)) \tag{1.13}
\end{equation*}
$$

since (1.11) implies that $u$ satisfies the wave equation in $\mathcal{D}^{\prime}\left((0, T) \times R_{+}^{3}\right)$. Thus, $J(z) \in H^{2}((0, \infty)) \subset C^{1}([0, T])$. Next choose $p(z) \in C_{0}^{\infty}([0, \infty))$ with $p(0)=0$, and $\frac{d p}{d z}(0)=1$. It follows from (1.13) that

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d^{2} J}{d z^{2}}(z) p(z) d z=\int_{0}^{\infty} I(z) p(z) d z \tag{1.14}
\end{equation*}
$$

But we have

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d^{2} J}{d z^{2}} p(z) d z=J(0)+\int_{0}^{\infty} J(z) \frac{d^{2} p}{d z^{2}}(z) d z \tag{1.15}
\end{equation*}
$$

By (1.11), we find that

$$
\begin{gather*}
0=\int_{0}^{\infty} \int_{0}^{T}\left\langle u, \psi_{t t}-\Delta_{x, y} \psi\right\rangle_{3} p(z) d t d z-\int_{0}^{\infty} \int_{0}^{T}\langle u, \psi\rangle_{3} \frac{d^{2} p}{d z^{2}}(z) d t d z \\
=\int_{0}^{\infty} I(z) p(z) d z-\int_{0}^{\infty} J(z) \frac{d^{2} p}{d z^{2}}(z) d z \tag{1.16}
\end{gather*}
$$

It follows from (1.14)-(1.16) that $J(0)=0$, which means that $u$ satisfies the boundary condition. Next we show that (1.11) implies that the initial conditions are satisfied. Choose an arbitrary function $\theta(x, y, z) \in C_{0}^{\infty}\left(R_{+}^{3}\right)$, and set

$$
\begin{aligned}
& K(t)=\int_{0}^{\infty}\langle u(t, x, y, z), \theta(x, y, z)\rangle_{3} d z \\
& L(t)=\int_{0}^{\infty}\langle u(t, x, y, z), \Delta \theta(x, y, z)\rangle_{3} d z
\end{aligned}
$$

Then, $K(t)$ and $L(t)$ are continuous in $t \in[0, T]$, and

$$
\begin{equation*}
\frac{d^{2} K}{d t^{2}}(t)=L(t) \quad \text { holds in } \quad \mathcal{D}^{\prime}((0, T)) \tag{1.17}
\end{equation*}
$$

which yields $K(t) \in C^{2}([0, T])$. Next choose a function $q(t) \in C^{\infty}([0, T])$ such that $q(T)=q_{t}(T)=0, \quad q(0)=1$, and $q_{t}(0)=0$. It is obvious that

$$
\begin{equation*}
\int_{0}^{T} \frac{d^{2} K}{d t^{2}}(t) q(t) d t=\int_{0}^{T} L(t) q(t) d t \tag{1.18}
\end{equation*}
$$

and thus,

$$
\begin{equation*}
-\frac{d K}{d t}(0)+\int_{0}^{T} K(t) \frac{d^{2} q}{d t^{2}}(t) d t=\int_{0}^{T} L(t) q(t) d t \tag{1.19}
\end{equation*}
$$

By virtue of (1.11), it holds that

$$
\begin{align*}
0= & -\left\langle u_{1}, \theta(x, y, z)\right\rangle_{1}+\int_{0}^{\infty} \int_{0}^{T}\left\langle u, q_{t t} \theta-q \Delta \theta\right\rangle_{3} d t d z  \tag{1.20}\\
& =-\left\langle u_{1}, \theta(x, y, z)\right\rangle_{1}+\int_{0}^{T} K(t) q_{t t}(t) d t-\int_{0}^{T} L(t) q(t) d t
\end{align*}
$$

By combining (1.19) and (1.20), we have

$$
\begin{equation*}
\left\langle u_{1}, \theta(x, y, z)\right\rangle_{1}=\frac{d K}{d t}(0)=\left\langle u_{t}(0, x, y, z), \theta(x, y, z)\right\rangle_{1} \tag{1.21}
\end{equation*}
$$

By choosing a different $q(t)$, it also holds that

$$
\begin{equation*}
\left\langle u_{0}, \theta(x, y, z)\right\rangle_{2}=\langle u(0, x, y, z), \theta(x, y, z)\rangle_{2} \tag{1.22}
\end{equation*}
$$

Hence, $u$ satisfies the initial conditions.
Proposition 1.6. Let $u_{0} \in L^{2}\left(0, \infty ; H^{-1}\left(R^{2}\right)\right)$ and $u_{1} \in \mathcal{X}_{1}$. Then, there is a unique solution of (1.9) in $C\left([0, T] ; L^{2}\left(0, \infty ; H^{-1}\left(R^{2}\right)\right)\right) \cap C^{1}\left([0, T] ; \mathcal{X}_{1}\right)$.

Proof. We can choose a sequence of functions $\left\{u_{0}^{n}\right\}_{n=1}^{\infty}$ such that $u_{0}^{n} \in C_{0}^{\infty}\left(R_{+}^{3}\right)$ and

$$
u_{0}^{n} \rightarrow u_{0} \quad \text { in } \quad L^{2}\left(0, \infty ; H^{-1}\left(R^{2}\right)\right)
$$

Since $u_{1} \in \mathcal{X}_{1}$, we can write

$$
\begin{equation*}
u_{1}=\frac{d f}{d z}+g \tag{1.23}
\end{equation*}
$$

for some $f \in L^{2}\left(0, \infty ; H^{-1}\left(R^{2}\right)\right)$ and $g \in L^{2}\left(0, \infty ; H^{-2}\left(R^{2}\right)\right)$. Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ and $\left\{g_{n}\right\}_{n=1}^{\infty}$ be sequences in $C_{0}^{\infty}\left(R_{+}^{3}\right)$ such that

$$
\begin{aligned}
& f_{n} \rightarrow f \quad \text { in } \quad L^{2}\left(0, \infty ; H^{-1}\left(R^{2}\right)\right) \\
& g_{n} \rightarrow g \quad \text { in } \quad L^{2}\left(0, \infty ; H^{-2}\left(R^{2}\right)\right)
\end{aligned}
$$

as $n \rightarrow \infty$. We now define

$$
v_{0}^{n}(x, y, z)= \begin{cases}u_{0}^{n}(x, y, z) & \text { for } z \geq 0  \tag{1.24}\\ -u_{0}^{n}(x, y,-z) & \text { for } z<0\end{cases}
$$

$$
\begin{gather*}
\tilde{f}_{n}(x, y, z)=\left\{\begin{array}{lr}
f_{n}(x, y, z) & \text { for } z \geq 0 \\
f_{n}(x, y,-z) & \text { for } z<0
\end{array}\right.  \tag{1.25}\\
\tilde{g}_{n}(x, y, z)=\left\{\begin{array}{lr}
g_{n}(x, y, z) & \text { for } z \geq 0 \\
-g_{n}(x, y,-z) & \text { for } z<0
\end{array}\right.  \tag{1.26}\\
v_{1}^{n}(x, y, z)=\frac{d \tilde{f}_{n}}{d z}(x, y, z)+\tilde{g}_{n}(x, y, z) \tag{1.27}
\end{gather*}
$$

Then, it is easy to see that as $n \rightarrow \infty$,

$$
\begin{equation*}
v_{0}^{n} \text { converges in } L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right) \tag{1.28}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{1}^{n} \text { converges in } \mathcal{X} \tag{1.29}
\end{equation*}
$$

With $\left(u_{0}, u_{1}\right)$ replaced by $\left(v_{0}^{n}, v_{1}^{n}\right)$ in the Cauchy problem (1.1), we obtain a solution $v^{n} \in C\left([0, T] ; H^{m}\left(R^{3}\right)\right) \cap C^{1}\left([0, T] ; H^{m}\left(R^{3}\right)\right)$ for every $m \in R$. By Lemma 1.4, (1.28), and (1.29), we find that

$$
\begin{equation*}
v^{n} \rightarrow v \quad \text { in } \quad C\left([0, T] ; L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)\right) \cap C^{1}([0, T] ; \mathcal{X}) \tag{1.30}
\end{equation*}
$$

for some $v$. Since $v_{0}^{n}$ and $v_{1}^{n}$ are odd in $z$, it follows that $v^{n}$ is odd in $z$. So $v^{n}(t, x, y, 0)=0$. Since $v^{n}$ is a smooth solution, it is evident that the restriction of $v^{n}$ to $R_{+}^{3}$ satisfies (1.11) with $\left(u_{0}, u_{1}\right)$ replaced by the restriction of $\left(v_{0}^{n}, v_{1}^{n}\right)$ to $R_{+}^{3}$. Now it follows from (1.30) that the restriction of $v$ to $R_{+}^{3}$ is a solution of (1.9). For the uniqueness of the solution, choose an arbitrary function $\psi(t, x, y, z) \in C_{0}^{\infty}\left((0, T) \times R_{+}^{3}\right)$, and find the solution of

Then $\phi$ is eligible as a test function for (1.11). Let $w$ be the difference between two solutions satisfying (1.11). Then, it is apparent that

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{T}\langle w, \psi\rangle_{3} d t d z=0 \tag{1.32}
\end{equation*}
$$

and hence, $w \equiv 0$.
As mentioned earlier, some regularity conditions are necessary for the uniqueness of solution of (1.9). To see this, let us consider

$$
\begin{equation*}
u=\delta(t-z) \tag{1.33}
\end{equation*}
$$

where $\delta$ is the Dirac delta measure. Then, $u$ is obviously a weak solution of the wave equation and satisfies the homogeneous initial-boundary conditions in the following sense.

$$
\begin{equation*}
\lim _{t \rightarrow 0+}\langle u, \phi(x, y, z)\rangle=0 \tag{1.34}
\end{equation*}
$$

$$
\begin{align*}
& \lim _{t \rightarrow 0+}\left\langle u_{t}, \phi(x, y, z)\right\rangle=0  \tag{1.35}\\
& \lim _{z \rightarrow 0+}\langle u, \psi(t, x, y)\rangle=0 \tag{1.36}
\end{align*}
$$

for every $\phi \in C_{0}^{\infty}\left(R_{+}^{3}\right)$ and $\psi \in C_{0}^{\infty}\left((0, T) \times R^{2}\right)$. The bracket denotes the duality pairing between distributions and test functions. In fact, this also satisfies the boundary condition $\mathcal{B} u=0$ at $z=0$ in the sense

$$
\begin{equation*}
\lim _{z \rightarrow 0+}\langle\mathcal{B} u, \psi(t, x, y)\rangle=0 \tag{1.37}
\end{equation*}
$$

for all $\psi \in C_{0}^{\infty}\left((0, T) \times R^{2}\right)$.
2. Proof of Theorem 0.1. We first outline the strategy of proof.

Step 1. For given $0<T<\infty, u_{0} \in H^{2}\left(R_{+}^{3}\right)$, and $u_{1} \in H^{1}\left(R_{+}^{3}\right)$ with $\frac{\partial}{\partial z} u_{0}(x, y, 0) \in H^{1}\left(R^{2}\right)$, we find $\tilde{u}_{0} \in H^{2}\left(R^{3}\right)$ and $\tilde{u}_{1} \in H^{1}\left(R^{3}\right)$ which satisfy the following conditions:

$$
\begin{gather*}
\tilde{u}_{0}=u_{0}, \quad \tilde{u}_{1}=u_{1} \quad \text { for } \quad z \geq 0  \tag{2.1}\\
\mathcal{B} \tilde{u}_{0} \in L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right), \quad \mathcal{B} \tilde{u}_{1} \in \mathcal{X} ; \tag{2.2}
\end{gather*}
$$

there are sequences $\left\{w_{0}^{n}\right\}_{n=1}^{\infty},\left\{w_{1}^{n}\right\}_{n=1}^{\infty}$ in $C_{0}^{\infty}\left(R^{3}\right)$ such that

$$
\begin{align*}
w_{0}^{n} \rightarrow \mathcal{B} \tilde{u}_{0} \quad \text { in } \quad L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)  \tag{i}\\
w_{1}^{n} \rightarrow \mathcal{B} \tilde{u}_{1} \quad \text { in } \quad \mathcal{X} \tag{ii}
\end{align*}
$$

$$
\begin{equation*}
w_{0}^{n}(x, y, z)=-w_{0}^{n}(x, y,-z), \quad w_{1}^{n}(x, y, z)=-w_{1}^{n}(x, y,-z) \quad \text { for }-2 T<z<2 T \tag{iii}
\end{equation*}
$$

Step 2. We proceed as in Proposition 1.6 with help of Lemmas 1.1 and 1.2. Find the solution $w^{n}$ of the Cauchy problem (1.1) in $(0,2 T) \times R^{3}$ with the initial data $\left(w_{0}^{n}, w_{1}^{n}\right)$. Let $w$ be the limit of $\left\{w^{n}\right\}_{n=1}^{\infty}$. Then, the restriction of $w$ to $[0, T] \times R_{+}^{3}$ is a solution of (1.9) with initial data ( $\mathcal{B} u_{0}, \mathcal{B} u_{1}$ ).

Step 3. Find the solution $u$ of the Cauchy problem (1.1) in $(0,2 T) \times R^{3}$ with the initial data $\left(\tilde{u}_{0}, \tilde{u}_{1}\right)$. By the uniqueness of solution of (1.1), we have $w \equiv \mathcal{B} u$, and the restriction of $u$ to $[0, T] \times R_{+}^{3}$ is a desired solution.

Step 4. Prove the uniqueness of solution of (0.1) - (0.3).
One might wonder if we can bypass Step 1 and use Proposition 1.6 directly with initial data $\left(\mathcal{B} u_{0}, \mathcal{B} u_{1}\right)$ to satisfy the boundary condition $\mathcal{B} u=0$ at $z=0$. This is not possible since the solution obtained by Proposition 1.6 cannot be properly related to the solution required in Theorem 0.1. The trouble lies in inverting the operator $\mathcal{B}$. We now present the details of the proof. Obviously, only Step 1 and Step 4 require technical details.

Construction of $\tilde{u}_{0}$ and $\tilde{u}_{1}$. Suppose that $u_{0} \in H^{2}\left(R_{+}^{3}\right)$ is given with $\frac{\partial}{\partial z} u_{0}(x, y, 0) \in$ $H^{1}\left(R^{2}\right)$. Let us consider the following initial value problem:

$$
\begin{gather*}
\frac{\partial^{2} \hat{\phi}}{\partial s^{2}}+|\xi|^{2} \frac{\partial \hat{\phi}}{\partial s}-|\xi|^{2} \hat{\phi}=2|\xi|^{2} \frac{\partial \hat{u}_{0}}{\partial s}(\xi, s), \quad s>0  \tag{2.4}\\
\hat{\phi}(\xi, 0)=2 \hat{u}_{0}(\xi, 0)  \tag{2.5}\\
\frac{\partial \hat{\phi}}{\partial s}(\xi, 0)=0 \tag{2.6}
\end{gather*}
$$

where $\xi=\left(\xi_{1}, \xi_{2}\right)$ is the dual variable of $(x, y)$ and $\hat{u}_{0}$ denotes the Fourier transform of $u_{0}$ with respect to $(x, y)$. Here $\xi$ is a parameter in this initial value problem, which is well posed for almost all $\xi \in R^{2}$. It is easy to find a solution $\hat{\phi}$ of $(2.4)-(2.6)$ by the variation of constants formula:

$$
\begin{align*}
\hat{\phi}(\xi, s)= & 2 \int_{0}^{s} \frac{e^{\lambda_{1}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}}|\xi|^{2} \frac{\partial \hat{u}_{0}}{\partial \eta}(\xi, \eta) d \eta  \tag{2.7}\\
& -2 \int_{0}^{s} \frac{e^{\lambda_{2}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}}|\xi|^{2} \frac{\partial \hat{u}_{0}}{\partial \eta}(\xi, \eta) d \eta \\
& -\frac{2\left(\lambda_{2} / \lambda_{1}\right) e^{\lambda_{1} s}}{1-\left(\lambda_{2} / \lambda_{1}\right)} \hat{u}_{0}(\xi, 0) \\
& +\frac{2 e^{\lambda_{2} s}}{1-\left(\lambda_{2} / \lambda_{1}\right)} \hat{u}_{0}(\xi, 0) \\
& =\hat{J}_{1}(\xi, s)+\hat{J}_{2}(\xi, s)+\hat{J}_{3}(\xi, s)+\hat{J}_{4}(\xi, s)
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
\lambda_{1}=\frac{1}{2}\left(-|\xi|^{2}+\sqrt{|\xi|^{4}+4|\xi|^{2}}\right)  \tag{2.8}\\
\lambda_{2}=\frac{1}{2}\left(-|\xi|^{2}-\sqrt{|\xi|^{4}+4|\xi|^{2}}\right)
\end{array}\right.
$$

and

$$
\begin{gather*}
\hat{J}_{1}(\xi, s)=2 \int_{0}^{s} \frac{\lambda_{1} e^{\lambda_{1}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}}|\xi|^{2} \hat{u}_{0}(\xi, \eta) d \eta  \tag{2.9}\\
\hat{J}_{2}(\xi, s)=\frac{2|\xi|^{2}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \hat{u}_{0}(\xi, s)+\frac{2 \lambda_{1} e^{\lambda_{1} s}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \hat{u}_{0}(\xi, 0)  \tag{2.10}\\
\hat{J}_{3}(\xi, s)=-2 \int_{0}^{s} \frac{e^{\lambda_{2}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}}|\xi|^{2} \frac{\partial \hat{u}_{0}}{\partial \eta}(\xi, \eta) d \eta  \tag{2.11}\\
\hat{J}_{4}(\xi, s)=\frac{2 e^{\lambda_{2} s}}{1-\left(\lambda_{2} / \lambda_{1}\right)} \hat{u}_{0}(\xi, 0) \tag{2.12}
\end{gather*}
$$

We fix a function $\rho \in C_{0}^{\infty}(R)$ such that

$$
\begin{equation*}
\rho(s)=1 \quad \text { for }|s| \leq 2 T \tag{2.13}
\end{equation*}
$$

and estimate each $\rho(s) \hat{J}_{i}(\xi, s)$. There is a positive constant $M$ such that for all $\xi \in R^{2}$,

$$
\begin{gather*}
0 \leq \lambda_{1} \leq M  \tag{2.14}\\
\left|\lambda_{2}+|\xi|^{2}\right| \leq M \tag{2.15}
\end{gather*}
$$

By means of (2.14) and the inequality

$$
\begin{equation*}
\left\|(1+|\xi|)^{3 / 2} \hat{u}_{0}(\xi, 0)\right\|_{L^{2}\left(R^{2}\right)} \leq M\left\|u_{0}\right\|_{H^{2}\left(R_{+}^{3}\right)}, \tag{2.16}
\end{equation*}
$$

it is evident that for $i=1,2$,

$$
\begin{equation*}
\int_{0}^{\infty}\left(\left\|\frac{\partial^{2}}{\partial s^{2}}\left(\rho(s) \hat{J}_{i}(\xi, s)\right)\right\|_{L^{2}\left(R^{2}\right)}^{2}+\left\|\rho(s)\left(1+|\xi|^{2}\right) \hat{J}_{i}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2}\right) d s \leq M\left\|u_{0}\right\|_{H^{2}\left(R_{+}^{3}\right)}^{2} \tag{2.17}
\end{equation*}
$$

for some positive constant $M$. Next we recall some basic estimates of solutions of the heat equation, which follow directly from energy estimates:

$$
\begin{equation*}
\int_{0}^{\infty}\left\|e^{-|\xi|^{2} s}|\xi|^{2} \hat{f}(\xi)\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\|f\|_{H^{1}\left(R^{2}\right)}^{2} \quad \text { for all } f \in H^{1}\left(R^{2}\right) \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\int_{0}^{s} e^{-|\xi|^{2}(s-t)}|\xi|^{2} \hat{g}(\xi, t) d t\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\|g\|_{L^{2}\left(R_{+}^{3}\right)}^{2} \quad \text { for all } g \in L^{2}\left(R_{+}^{3}\right) \tag{2.19}
\end{equation*}
$$

for some positive constant $M$. We can write $\lambda_{2}=-|\xi|^{2}+p(\xi)$ and

$$
\begin{equation*}
\hat{J}_{4}(\xi, s)=\frac{2 e^{-|\xi|^{2} s}}{1-\left(\lambda_{2} / \lambda_{1}\right)} e^{p(\xi) s} \hat{u}_{0}(\xi, 0) \tag{2.20}
\end{equation*}
$$

where $p(\xi)$ is uniformly bounded, which follows from (2.15). By virtue of (2.14), (2.16), and (2.18), it is apparent that

$$
\begin{equation*}
\int_{0}^{\infty}\left(\left\|\frac{\partial^{2}}{\partial s^{2}}\left(\rho(s) \hat{J}_{4}(\xi, s)\right)\right\|_{L^{2}\left(R^{2}\right)}^{2}+\left\|\left(1+|\xi|^{2}\right) \rho(s) \hat{J}_{4}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2}\right) d s \leq M\left\|u_{0}\right\|_{H^{2}\left(R_{+}^{3}\right)}^{2} \tag{2.21}
\end{equation*}
$$

We rewrite $\frac{\partial}{\partial s} \hat{J}_{3}$ as

$$
\begin{align*}
\frac{\partial}{\partial s} \hat{J}_{3}(\xi, s)= & -2 \frac{|\xi|^{2} e^{\lambda_{2} s}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \frac{\partial \hat{u}_{0}}{\partial s}(\xi, 0)  \tag{2.22}\\
& -2 \int_{0}^{s} \frac{|\xi|^{2} e^{\lambda_{2}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \frac{\partial^{2} \hat{u}_{0}}{\partial \eta^{2}}(\xi, \eta) d \eta, \\
& =\hat{I}_{1}(\xi, s)+\hat{I}_{2}(\xi, s),
\end{align*}
$$

where $\hat{I}_{1}$ is the first term of the right-hand side, and $\hat{I}_{2}$ is the integral term. By the same argument as for $\hat{J}_{4}$, we have

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\frac{\partial\left(\rho \hat{I}_{1}\right)}{\partial s}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\left\|\frac{\partial u_{0}}{\partial z}(x, y, 0)\right\|_{H^{1}\left(R^{2}\right)}^{2} \tag{2.23}
\end{equation*}
$$

for some positive constant $M . \hat{I}_{2}$ can be written as

$$
\begin{equation*}
\hat{I}_{2}(\xi, s)=-2 e^{p(\xi) s} \int_{0}^{s} \frac{|\xi|^{2} e^{-|\xi|^{2}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} e^{-p(\xi) \eta} \frac{\partial^{2} \hat{u}_{0}}{\partial \eta^{2}}(\xi, \eta) d \eta \tag{2.24}
\end{equation*}
$$

Since $p(\xi)$ is uniformly bounded, we can derive by (2.19)

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\frac{\partial}{\partial s}\left(\rho(s) \hat{I}_{2}(\xi, s)\right)\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\left\|\frac{\partial^{2} u_{0}}{\partial z^{2}}\right\|_{L^{2}\left(R_{+}^{3}\right)}^{2} \tag{2.25}
\end{equation*}
$$

for some positive constant $M$. By a similar argument, we can also estimate $\rho(s)(1+$ $\left.|\xi|^{2}\right) \hat{J}_{3}(\xi, s)$ and arrive at

$$
\begin{gather*}
\int_{0}^{\infty}\left(\left\|\frac{\partial^{2}}{\partial s^{2}}\left(\rho(s) \hat{J}_{3}(\xi, s)\right)\right\|_{L^{2}\left(R^{2}\right)}^{2}+\left\|\left(1+|\xi|^{2}\right) \rho(s) \hat{J}_{3}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2}\right) d s  \tag{2.26}\\
\leq M\left(\left\|u_{0}\right\|_{H^{2}\left(R_{+}^{3}\right)}^{2}+\left\|\frac{\partial u_{0}}{\partial z}(x, y, 0)\right\|_{H^{1}\left(R^{2}\right)}^{2}\right)
\end{gather*}
$$

Combining (2.17), (2.21), and (2.26), we have

$$
\begin{gather*}
\int_{0}^{\infty}\left(\left\|\frac{\partial^{2}}{\partial s^{2}}(\rho(s) \hat{\phi}(\xi, s))\right\|_{L^{2}\left(R^{2}\right)}^{2}+\left\|\left(1+|\xi|^{2}\right) \rho(s) \hat{\phi}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2}\right) d s  \tag{2.27}\\
\leq M\left(\left\|u_{0}\right\|_{H^{2}\left(R_{+}^{3}\right)}^{2}+\left\|\frac{\partial u_{0}}{\partial z}(x, y, 0)\right\|_{H^{1}\left(R^{2}\right)}^{2}\right)
\end{gather*}
$$

where $M$ is a positive constant depending on $T$ through (2.13). We now define $\tilde{u}_{0}$ by

$$
\tilde{u}_{0}(x, y, z)=\left\{\begin{array}{l}
u_{0}(x, y, z) \quad \text { for } z \geq 0  \tag{2.28}\\
\rho(z) \phi(x, y,-z)-u_{0}(x, y,-z) \quad \text { for } z<0
\end{array}\right.
$$

where $\phi(x, y, s)$ is the Fourier inverse transform of $\hat{\phi}(\xi, s)$ above. Then, it follows that

$$
\left\{\begin{array}{l}
\lim _{z \rightarrow 0+} \tilde{u}_{0}(\cdot, z)=\lim _{z \rightarrow 0-} \tilde{u}_{0}(\cdot, z)  \tag{2.29}\\
\lim _{z \rightarrow 0+} \frac{\partial}{\partial z} \tilde{u}_{0}(\cdot, z)=\lim _{z \rightarrow 0-} \frac{\partial}{\partial z} \tilde{u}_{0}(\cdot, z)
\end{array}\right.
$$

and consequently,

$$
\begin{equation*}
\left\|\tilde{u}_{0}\right\|_{H^{2}\left(R^{3}\right)} \leq M\left(\left\|u_{0}\right\|_{H^{2}\left(R_{+}^{3}\right)}^{2}+\left\|\frac{\partial u_{0}}{\partial z}(x, y, 0)\right\|_{H^{1}\left(R^{2}\right)}^{2}\right) \tag{2.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{B} \tilde{u}_{0} \in L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right) \tag{2.31}
\end{equation*}
$$

It also follows that, for almost all $-2 T<z<2 T$,

$$
\begin{equation*}
\left(\mathcal{B} \tilde{u}_{0}\right)(\cdot,-z)=-\left(\mathcal{B} \tilde{u}_{0}\right)(\cdot, z) \quad \text { in } H^{-1}\left(R^{2}\right) \tag{2.32}
\end{equation*}
$$

Since $\mathcal{B} \tilde{u}_{0} \in L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)$, there are sequences $\left\{\zeta_{1}^{n}\right\}_{n=1}^{\infty}$ in $C_{0}^{\infty}\left((0,2 T) \times R^{2}\right)$, $\left\{\zeta_{2}^{n}\right\}_{n=1}^{\infty}$ in $C_{0}^{\infty}\left((2 T, \infty) \times R^{2}\right)$, and $\left\{\zeta_{3}^{n}\right\}_{n=1}^{\infty}$ in $C_{0}^{\infty}\left((-\infty,-2 T) \times R^{2}\right)$ such that as $n \rightarrow \infty$,

$$
\begin{array}{ll}
\zeta_{1}^{n} \rightarrow \chi_{1} \mathcal{B} \tilde{u}_{0} & \text { in } L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right) \\
\zeta_{2}^{n} \rightarrow \chi_{2} \mathcal{B} \tilde{u}_{0} & \text { in } L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right) \tag{2.34}
\end{array}
$$

and

$$
\begin{equation*}
\zeta_{3}^{n} \rightarrow \chi_{3} \mathcal{B} \tilde{u}_{0} \quad \text { in } L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right) \tag{2.35}
\end{equation*}
$$

where $\chi_{1}(z)$ is a characteristic function for the interval $[0,2 T], \chi_{2}(z)$ is for the interval $[2 T, \infty)$, and $\chi_{3}(z)$ is for $(-\infty,-2 T]$. We then set

$$
\begin{equation*}
w_{0}^{n}(x, y, z)=\zeta_{1}^{n}(x, y, z)-\zeta_{1}^{n}(x, y,-z)+\zeta_{2}^{n}(x, y, z)+\zeta_{3}^{n}(x, y, z) \tag{2.36}
\end{equation*}
$$

Then, all the conditions in (2.1)-(2.3) for $u_{0}$ are satisfied.
Next we suppose that $u_{1} \in H^{1}\left(R_{+}^{3}\right)$ is given. We consider (2.4)-(2.6) with $\hat{u}_{0}$ replaced by $\hat{u}_{1}$. Then, the solution $\hat{\psi}$ of (2.4)-(2.6) is given by

$$
\begin{equation*}
\hat{\psi}(\xi, s)=\hat{H}_{1}(\xi, s)+\hat{H}_{2}(\xi, s)+\hat{H}_{3}(\xi, s)+\hat{H}_{4}(\xi, s) \tag{2.37}
\end{equation*}
$$

where

$$
\begin{gather*}
\hat{H}_{1}(\xi, s)=2 \int_{0}^{s} \frac{\lambda_{1} e^{\lambda_{1}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}}|\xi|^{2} \hat{u}_{1}(\xi, \eta) d \eta  \tag{2.38}\\
\hat{H}_{2}(\xi, s)=\frac{2|\xi|^{2}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \hat{u}_{1}(\xi, s)+\frac{2 \lambda_{1} e^{\lambda_{1} s}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \hat{u}_{1}(\xi, 0)  \tag{2.39}\\
\hat{H}_{3}(\xi, s)=-2 \int_{0}^{s} \frac{e^{\lambda_{2}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}}|\xi|^{2} \frac{\partial \hat{u}_{1}}{\partial \eta}(\xi, \eta) d \eta  \tag{2.40}\\
\hat{H}_{4}(\xi, s)=\frac{2 e^{\lambda_{2} s}}{1-\left(\lambda_{2} / \lambda_{1}\right)} \tag{2.41}
\end{gather*} \hat{u}_{1}(\xi, 0) .
$$

Since $u_{1} \in H^{1}\left(R_{+}^{3}\right)$ implies $u_{1}(x, y, 0) \in H^{1 / 2}\left(R^{2}\right)$, we can easily derive

$$
\begin{equation*}
\int_{0}^{\infty}\left(\left\|\rho(s) \frac{\partial \hat{H}_{i}}{\partial s}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2}+\left\|\rho(s)(1+|\xi|) \hat{H}_{i}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2}\right) d s \leq M\left\|u_{1}\right\|_{H^{1}\left(R_{+}^{3}\right)}^{2} \tag{2.42}
\end{equation*}
$$

for $i=1,2,4$, where $\rho$ is the same as defined by (2.13). For the estimate of $\hat{H}_{3}$, we write

$$
\begin{align*}
\frac{\partial \hat{H}_{3}}{\partial s}(\xi, s)= & -2 \frac{|\xi|^{2}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \frac{\partial \hat{u}_{1}}{\partial s}(\xi, s)  \tag{2.43}\\
& -2 \int_{0}^{s} \frac{\lambda_{2}|\xi|^{2} e^{\lambda_{2}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \frac{\partial \hat{u}_{1}}{\partial \eta}(\xi, \eta) d \eta
\end{align*}
$$

and, by means of (2.15) and (2.19), we find that

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\rho(s) \frac{\partial \hat{H}_{3}}{\partial s}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\left\|u_{1}\right\|_{H^{1}\left(R_{+}^{3}\right)}^{2} \tag{2.44}
\end{equation*}
$$

for some positive constant $M$. It also holds that

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\rho(s)(1+|\xi|) \hat{H}_{3}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\left\|u_{1}\right\|_{H^{1}\left(R_{+}^{3}\right)}^{2} . \tag{2.45}
\end{equation*}
$$

Let us define

$$
\tilde{u}_{1}(x, y, z)=\left\{\begin{array}{l}
u_{1}(x, y, z) \quad \text { for } z \geq 0  \tag{2.46}\\
\rho(z) \psi(x, y,-z)-u_{1}(x, y,-z) \quad \text { for } z<0
\end{array}\right.
$$

Then we have

$$
\begin{equation*}
\lim _{z \rightarrow 0+} \tilde{u}_{1}(\cdot, z)=\lim _{z \rightarrow 0-} \tilde{u}_{1}(\cdot, z) \quad \text { in } H^{1 / 2}\left(R^{2}\right) \tag{2.47}
\end{equation*}
$$

which, together with (2.42), (2.44), and (2.45), yields

$$
\begin{equation*}
\frac{\partial \tilde{u}_{1}}{\partial z} \in L^{2}\left(R^{3}\right) \tag{2.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\tilde{u}_{1}\right\|_{H^{1}\left(R^{3}\right)} \leq M\left\|u_{1}\right\|_{H^{1}\left(R_{+}^{3}\right)} \tag{2.49}
\end{equation*}
$$

for some positive constant $M$ depending on $T$ through (2.13). Next we choose a sequence $\left\{v^{m}\right\}_{m=1}^{\infty}$ in $H^{3}\left(R_{+}^{3}\right)$ such that

$$
\begin{equation*}
v^{m} \rightarrow u_{1} \quad \text { in } H^{1}\left(R_{+}^{3}\right) \tag{2.50}
\end{equation*}
$$

as $m \rightarrow \infty$. Let $\hat{\psi}^{m}$ be the solution of (2.4)-(2.6) with $\hat{u}_{0}$ replaced by $\hat{v}^{m}$, and define

$$
\tilde{v}^{m}(x, y, z)=\left\{\begin{array}{l}
v^{m}(x, y, z) \quad \text { for } z \geq 0  \tag{2.51}\\
\rho(z) \psi^{m}(x, y,-z)-v^{m}(x, y,-z) \quad \text { for } z<0
\end{array}\right.
$$

Then, by virtue of (2.49), we find that

$$
\begin{equation*}
\mathcal{B} \tilde{v}^{m} \rightarrow \mathcal{B} \tilde{u}_{1} \quad \text { in } \mathcal{X} \tag{2.52}
\end{equation*}
$$

In the meantime, the result for $u_{0}$ implies that each $\mathcal{B} \tilde{v}^{m}$ can be approximated in $L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)$ by a sequence of functions in $C_{0}^{\infty}\left(R^{3}\right)$ which are odd in $z \in$ $(-2 T, 2 T)$. Hence, there is a sequence $\left\{w_{1}^{n}\right\}_{n=1}^{\infty}$ in $C_{0}^{\infty}\left(R^{3}\right)$ such that

$$
\begin{equation*}
w_{1}^{n} \rightarrow \mathcal{B} \tilde{u}_{1} \quad \text { in } \mathcal{X}, \tag{2.53}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{1}^{n}(x, y,-z)=-w_{1}^{n}(x, y,-z) \quad \text { for }-2 T<z<2 T . \tag{2.54}
\end{equation*}
$$

Obviously, all the conditions (2.1)-(2.3) for $u_{1}$ are satisfied.
Solutions of (1.1) with initial data ( $\tilde{u}_{0}, \tilde{u}_{1}$ ). Consider the Cauchy problem (1.1) with the initial data $\left(w_{0}^{n}, w_{1}^{n}\right)$. For each $n$, there is a unique solution $w^{n} \in C([0,2 T]$; $\left.H^{m}\left(R^{3}\right)\right) \cap C^{1}\left([0,2 T] ; H^{m-1}\left(R^{3}\right)\right)$ for every $m \in R$. By Lemma 1.2 and the condition (iii) in (2.3), $w^{n}(t, x, y, 0)=0$ for all $(t, x, y) \in[0, T] \times R^{2}$. Hence, the restriction of $w^{n}$ to $[0, T] \times R_{+}^{3}$ satisfies (1.11) with $\left(u_{0}, u_{1}\right)$ replaced by the restriction of $\left(w_{0}^{n}, w_{1}^{n}\right)$ to $z>0$. Meanwhile, we have, by Lemma 1.4,

$$
\begin{equation*}
w^{n} \rightarrow \mathcal{B} \tilde{u} \quad \text { in } C\left([0, T] ; L^{2}\left(R_{z} ; H^{-1}\left(R^{2}\right)\right)\right) \cap C^{1}([0, T] ; \mathcal{X}), \tag{2.55}
\end{equation*}
$$

where $\tilde{u}$ is the unique solution of (1.1) with the initial data ( $\tilde{u}_{0}, \tilde{u}_{1}$ ). Hence, the restriction of $\mathcal{B} \tilde{u}$ to $[0, T] \times R_{+}^{3}$ satisfies (1.11) with $\left(u_{0}, u_{1}\right)$ replaced by the restriction of $\left(\mathcal{B} u_{0}, \mathcal{B} u_{1}\right)$ to $z>0$. Consequently, the restriction of $\tilde{u}$ to $[0, T] \times R_{+}^{3}$ is a desired solution in Theorem 0.1.

Uniqueness of the solution. Let $\Phi$ be the difference between two solutions in Theorem 0.1. Then, we have

$$
\begin{gather*}
\Phi \in C\left([0, T] ; H^{2}\left(R_{+}^{3}\right)\right) \cap C^{1}\left([0, T] ; H^{1}\left(R_{+}^{3}\right)\right),  \tag{2.56}\\
\Phi(0, x, y, z)=0, \quad \Phi_{t}(0, x, y, z)=0 \quad \text { for }(x, y, z) \in R_{+}^{3},  \tag{2.57}\\
\Phi_{t t}-\Delta \Phi=0 \quad \text { in }(0, T) \times R_{+}^{3} . \tag{2.58}
\end{gather*}
$$

Since $\mathcal{B} \Phi$ is a solution of (1.9) with

$$
\begin{equation*}
(\mathcal{B} \Phi)(0, \cdot)=0, \quad\left(\mathcal{B} \Phi_{t}\right)(0, \cdot)=0, \tag{2.59}
\end{equation*}
$$

it follows from Proposition 1.6 that

$$
\begin{equation*}
\mathcal{B} \Phi \equiv 0 \quad \text { in }(0, T) \times R_{+}^{3} . \tag{2.60}
\end{equation*}
$$

By virtue of (2.57) and the domain of dependence of the solution, we also have

$$
\begin{equation*}
\Phi=0 \quad \text { for } 0 \leq t<z . \tag{2.61}
\end{equation*}
$$

Since $\Phi \in C\left([0, T] ; H^{2}\left(R_{+}^{3}\right)\right),(2.60)$ implies that for each $t \in[0, T], \xi \in R^{2}$,

$$
\begin{equation*}
\frac{\partial^{2} \hat{\Phi}}{\partial z^{2}}(t, \xi, z)-|\xi|^{2} \frac{\partial \hat{\Phi}}{\partial z}(t, \xi, z)-|\xi|^{2} \hat{\Phi}(t, \xi, z)=0 \tag{2.62}
\end{equation*}
$$

holds in $\mathcal{D}^{\prime}((0, \infty))$. But it follows from (2.61) that

$$
\begin{equation*}
\hat{\Phi}(t, \xi, z)=0 \quad \text { for all } \xi \in R^{2}, 0 \leq t<z \tag{2.63}
\end{equation*}
$$

which, together with (2.62), yields

$$
\begin{equation*}
\hat{\Phi} \equiv 0 \quad \text { in } R_{+}^{3} . \tag{2.64}
\end{equation*}
$$

Hence, the solution of Theorem 0.1 is unique.
Finally, the estimate (0.10) follows from Lemma 1.1, (2.30), and (2.49).
3. Proof of corollaries. For the proof of corollaries, it is enough to obtain necessary estimates of $\hat{\phi}(\xi, s)$ given by (2.7). We start from Corollary 0.2 . Suppose $u_{0} \in H^{3}\left(R_{+}^{3}\right)$ and $\mathcal{B} u_{0}=0$ at $z=0$. By the same argument used before, it is easy to see for $i=1,2$,
$\int_{0}^{\infty}\left(\left\|\frac{\partial^{3}}{\partial s^{3}}\left(\rho(s) \hat{J}_{i}(\xi, s)\right)\right\|_{L^{2}\left(R^{2}\right)}^{2}+\left\|\rho(s)(1+|\xi|)^{3} \hat{J}_{i}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2}\right) d s \leq M\left\|u_{0}\right\|_{H^{3}\left(R_{+}^{3}\right)}^{2}$, where $\rho(s)$ is the same as before. By means of (2.12) and (2.22), we write

$$
\begin{align*}
\frac{\partial^{2} \hat{J}_{3}}{\partial s^{2}}(\xi, s) & +\frac{\partial^{2} \hat{J}_{4}}{\partial s^{2}}(\xi, s)=\frac{2 \lambda_{1} \lambda_{2}^{2} e^{\lambda_{2} s}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \hat{u}_{0}(\xi, 0)  \tag{3.2}\\
& -2 \frac{\lambda_{2}|\xi|^{2} e^{\lambda_{2} s}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \frac{\partial \hat{u}_{0}}{\partial s}(\xi, 0)-2 \frac{|\xi|^{2} e^{\lambda_{2} s}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \frac{\partial^{2} \hat{u}_{0}}{\partial s^{2}}(\xi, 0) \\
& -2 \int_{0}^{s} \frac{|\xi|^{2} e^{\lambda_{2}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \frac{\partial^{3} \hat{u}_{0}}{\partial \eta^{3}}(\xi, \eta) d \eta
\end{align*}
$$

However, the first three terms in the right-hand side can be written as

$$
\begin{align*}
-2 \frac{|\xi|^{2} e^{\lambda_{2} s}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} & \left(\frac{\partial^{2} \hat{u}_{0}}{\partial s^{2}}(\xi, 0)-|\xi|^{2} \frac{\partial \hat{u}_{0}}{\partial s}(\xi, 0)-|\xi|^{2} \hat{u}_{0}(\xi, 0)\right)  \tag{3.3}\\
& +e^{\lambda_{2} s}\left(p_{1}(\xi) \frac{\partial \hat{u}_{0}}{\partial s}(\xi, 0)+p_{2}(\xi) \hat{u}_{0}(\xi, 0)\right)
\end{align*}
$$

where $p_{1}(\xi)$ and $p_{2}(\xi)$ are uniformly bounded in $\xi$. Since $\mathcal{B} u_{0}=0$ at $z=0$, (3.2) is reduced to

$$
\begin{align*}
\frac{\partial^{2} \hat{J}_{3}}{\partial s^{2}}(\xi, s)+\frac{\partial^{2} \hat{J}_{4}}{\partial s^{2}}(\xi, s)= & e^{\lambda_{2} s}\left(p_{1}(\xi) \frac{\partial \hat{u}_{0}}{\partial s}(\xi, 0)+p_{2}(\xi) \hat{u}_{0}(\xi, 0)\right)  \tag{3.4}\\
& -2 \int_{0}^{s} \frac{|\xi|^{2} e^{\lambda_{2}(s-\eta)}}{\sqrt{|\xi|^{4}+4|\xi|^{2}}} \frac{\partial^{3} \hat{u}_{0}}{\partial \eta^{3}}(\xi, \eta) d \eta
\end{align*}
$$

It now follows from (2.18) and (2.19) that

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\rho(s)\left(\frac{\partial^{3} \hat{J}_{3}}{\partial s^{3}}(\xi, s)+\frac{\partial^{3} \hat{J}_{4}}{\partial s^{3}}(\xi, s)\right)\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\left\|u_{0}\right\|_{H^{3}\left(R_{+}^{3}\right)}^{2} \tag{3.5}
\end{equation*}
$$

We can easily find that

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\rho(s)(1+|\xi|)^{3}\left(\hat{J}_{3}(\xi, s)+\hat{J}_{4}(\xi, s)\right)\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\left\|u_{0}\right\|_{H^{3}\left(R_{+}^{3}\right)}^{2} \tag{3.6}
\end{equation*}
$$

By virtue of (3.1) and (3.6), we can estimate $\phi$;

$$
\begin{equation*}
\|\rho(z) \phi(x, y, z)\|_{H^{3}\left(R_{+}^{3}\right)} \leq M\left\|u_{0}\right\|_{H^{3}\left(R_{+}^{3}\right)} \tag{3.7}
\end{equation*}
$$

for some positive constant $M$, which depends on $T$ through (2.13). Recalling (2.4), (2.28), (2.29), and the boundary condition $\mathcal{B} u_{0}=0$ at $z=0$ we derive

$$
\begin{equation*}
\lim _{z \rightarrow 0+} \frac{\partial^{2} \tilde{u}_{0}}{\partial z^{2}}(\cdot, z)=\lim _{z \rightarrow 0-} \frac{\partial^{2} \tilde{u}_{0}}{\partial z^{2}}(\cdot, z) \tag{3.8}
\end{equation*}
$$

which, combined with (3.7), yields

$$
\begin{equation*}
\left\|\tilde{u}_{0}\right\|_{H^{3}\left(R^{3}\right)} \leq M\left\|u_{0}\right\|_{H^{3}\left(R_{+}^{3}\right)} . \tag{3.9}
\end{equation*}
$$

The estimate of $\tilde{u}_{1}$ defined by (2.46) follows directly from the estimate of $\tilde{u}_{0}$ in the previous section. This completes the proof of Corollary 0.2.

For the proof of the remaining corollaries, we first observe the following fact.
Lemma 3.1. Let $\hat{\phi}$ be a solution of (2.4)-(2.6). Assume that $u_{0} \in H^{2 m+4}\left(R_{+}^{3}\right)$, and $\mathcal{B} u_{0}=0, \Delta \mathcal{B} u_{0}=0, \ldots, \Delta^{m} \mathcal{B} u_{0}=0$ at $z=0$, where $m$ is a nonnegative integer. Then, we have

$$
\begin{gather*}
\frac{\partial^{2 m+2} \hat{\phi}}{\partial s^{2 m+2}}(\xi, 0)=2 \frac{\partial^{2 m+2} \hat{u}_{0}}{\partial s^{2 m+2}}(\xi, 0) \quad \text { for almost all } \xi \in R^{2}  \tag{3.10}\\
\frac{\partial^{2 m+3} \hat{\phi}}{\partial s^{2 m+3}}(\xi, 0)=0 \quad \text { for almost all } \xi \in R^{2}
\end{gather*}
$$

Proof. Suppose that $\mathcal{B} u_{0}=0$ at $z=0$. Then, it follows from (2.4)-(2.6) that

$$
\begin{align*}
\frac{\partial^{2} \hat{\phi}}{\partial s^{2}}(\xi, 0)= & 2|\xi|^{2}\left(\hat{u}_{0}(\xi, 0)+\frac{\partial \hat{u}_{0}}{\partial s}(\xi, 0)\right)  \tag{3.12}\\
& =2 \frac{\partial^{2} \hat{u}_{0}}{\partial s^{2}}(\xi, 0) \quad \text { for almost all } \xi \in R^{2}
\end{align*}
$$

By differentiation of (2.4) in $s$, and using (3.12), we obtain

$$
\begin{equation*}
\frac{\partial^{3} \hat{\phi}}{\partial s^{3}}(\xi, 0)=0 \quad \text { for almost all } \xi \in R^{2} \tag{3.13}
\end{equation*}
$$

Suppose that Lemma 3.1 is true for $0 \leq m \leq k$. By differentiation of (2.4), we have

$$
\begin{equation*}
\frac{\partial^{2 k+4} \hat{\phi}}{\partial s^{2 k+4}}+|\xi|^{2} \frac{\partial^{2 k+3} \hat{\phi}}{\partial s^{2 k+3}}-|\xi|^{2} \frac{\partial^{2 k+2} \hat{\phi}}{\partial s^{2 k+2}}=2|\xi|^{2} \frac{\partial^{2 k+3} \hat{u}_{0}}{\partial s^{2 k+3}} \tag{3.14}
\end{equation*}
$$

which, combined with (3.10) and (3.11) for $m=k$, yields

$$
\begin{align*}
\frac{\partial^{2 k+4} \hat{\phi}}{\partial s^{2 k+4}}(\xi, 0)= & 2|\xi|^{2}\left(\frac{\partial^{2 k+3} \hat{u}_{0}}{\partial s^{2 k+3}}(\xi, 0)+\frac{\partial^{2 k+2} \hat{u}_{0}}{\partial s^{2 k+2}}(\xi, 0)\right)  \tag{3.15}\\
& =2 \frac{\partial^{2 k+4} \hat{u}_{0}}{\partial s^{2 k+4}}(\xi, 0) \quad \text { for almost all } \xi \in R^{2}
\end{align*}
$$

Here we also used the fact that $\Delta^{m} \mathcal{B} u_{0}=0,0 \leq m \leq k+1$ at $z=0$ implies $\frac{\partial^{2 m}}{\partial z^{2 m}} \mathcal{B} u_{0}=0,0 \leq m \leq k+1$, at $z=0$. Now (3.10) is true for $m=k+1$. By differentiation of (3.14), we also get (3.11) for $m=k+1$. The proof is complete.

Under the same assumption as in Lemma 3.1, we consider the initial value problem for $0 \leq k \leq m+1$,

$$
\begin{equation*}
\frac{\partial^{2} \hat{\psi}_{k}}{\partial s^{2}}+|\xi|^{2} \frac{\partial \hat{\psi}_{k}}{\partial s}-|\xi|^{2} \hat{\psi}_{k}=2|\xi|^{2} \frac{\partial^{2 k+1} \hat{u}_{0}}{\partial s^{2 k+1}}(\xi, s), \quad s>0, \tag{3.16}
\end{equation*}
$$

$$
\begin{gather*}
\hat{\psi}_{k}(\xi, 0)=2 \frac{\partial^{2 k} \hat{u}_{0}}{\partial s^{2 k}}(\xi, 0)  \tag{3.17}\\
\frac{\partial \hat{\psi}_{k}}{\partial s}(\xi, 0)=0 \tag{3.18}
\end{gather*}
$$

By the above lemma, and the uniqueness of solution of (2.4)-(2.6), we find

$$
\begin{equation*}
\hat{\psi}_{k} \equiv \frac{\partial^{2 k} \hat{\phi}}{\partial s^{2 k}} \quad \text { for } 0 \leq k \leq m+1 \tag{3.19}
\end{equation*}
$$

Recalling (2.28), we derive

$$
\begin{equation*}
\lim _{z \rightarrow 0+} \frac{\partial^{\nu}}{\partial z^{\nu}} \tilde{u}_{0}(\cdot, z)=\lim _{z \rightarrow 0-} \frac{\partial^{\nu}}{\partial z^{\nu}} \tilde{u}_{0}(\cdot, z), \quad 0 \leq \nu \leq 2 m+3 . \tag{3.20}
\end{equation*}
$$

Meanwhile, (2.27) yields

$$
\begin{gather*}
\int_{0}^{\infty}\left(\left\|\frac{\partial^{2}}{\partial s^{2}}\left(\rho(s) \hat{\psi}_{m+1}(\xi, s)\right)\right\|_{L^{2}\left(R^{2}\right)}^{2}+\left\|\left(1+|\xi|^{2}\right) \rho(s) \hat{\psi}_{m+1}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2}\right) d s  \tag{3.21}\\
\leq M\left(\left\|u_{0}\right\|_{H^{2 m+4}\left(R_{+}^{3}\right)}^{2}+\left\|\frac{\partial^{2 m+3} \hat{u}_{0}}{\partial z^{2 m+3}}(x, y, 0)\right\|_{H^{1}\left(R^{2}\right)}^{2}\right)
\end{gather*}
$$

By means of (2.18) and (2.19), we can obtain directly from (2.9)-(2.12)

$$
\begin{equation*}
\int_{0}^{\infty}\left\|\rho(s)(1+|\xi|)^{2 m+4} \hat{J}_{i}(\xi, s)\right\|_{L^{2}\left(R^{2}\right)}^{2} d s \leq M\left\|u_{0}\right\|_{H^{2 m+4}\left(R_{+}^{3}\right)}^{2}, \quad i=1, \ldots, 4 \tag{3.22}
\end{equation*}
$$

By (3.20)-(3.22), we arrive at

$$
\begin{equation*}
\left\|\tilde{u}_{0}\right\|_{H^{2 m+4}\left(R^{3}\right)} \leq M\left(\left\|u_{0}\right\|_{H^{2 m+4}\left(R_{+}^{3}\right)}+\left\|\frac{\partial^{2 m+3} u_{0}}{\partial z^{2 m+3}}(x, y, 0)\right\|_{H^{1}\left(R^{2}\right)}\right) \tag{3.23}
\end{equation*}
$$

When $u_{0} \in H^{2 m+3}\left(R_{+}^{3}\right)$, with $\mathcal{B} u_{0}=0, \ldots, \Delta^{m} \mathcal{B} u_{0}=0$ at $z=0$, we apply the estimate (3.7) to $\psi_{m}=\frac{\partial^{2 m} \phi}{\partial z^{2 m}}$ so that

$$
\begin{equation*}
\left\|\tilde{u}_{0}\right\|_{H^{2 m+3}\left(R^{3}\right)} \leq M\left\|u_{0}\right\|_{H^{2 m+3}\left(R_{+}^{3}\right)} \tag{3.24}
\end{equation*}
$$

Here, $M$ is a positive constant depending on $T$ and $m$. Since the esimates of $\tilde{u}_{1}$ are identical with those of $\tilde{u}_{0}$, the proof of Corollaries 0.3 and 0.4 is complete. Corollary 0.5 follows trivially from the previous ones.
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# EXISTENCE OF TRAVELING WAVES IN A BIODEGRADATION MODEL FOR ORGANIC CONTAMINANTS* 
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#### Abstract

We study a biodegradation model for the time evolution of concentrations of contaminant, nutrient, and bacteria. The bacteria has a natural concentration which will increase when the nutrient reaches the substrate (contaminant). The growth utilizes nutrients and degrades the substrate. Eventually, such a process removes all the substrate and can be described by traveling wave solutions. The model consists of advection-reaction-diffusion equations for the substrate and nutrient concentrations and a rate equation (ODE) for the bacteria concentration. We first show the existence of approximate traveling wave solutions to an elliptically regularized system posed on a finite domain using degree theory and the elliptic maximum principle. To prove that the approximate solutions do not converge to trivial solutions, we construct comparison functions for each component and employ integral identities of the governing equations. This way, we derive a priori estimates of solutions independent of the length of the finite domain and the regularization parameter. The integral identities take advantage of the forms of coupling in the system and help us obtain optimal bounds on the traveling wave speed. We then extend the domain to the infinite line limit, remove the regularization, and construct a traveling wave solution for the original set of equations satisfying the prescribed boundary conditions at spatial infinities. The contaminant and nutrient profiles of the traveling waves are strictly monotone functions, while the biomass profile has a pulse shape.
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1. Introduction. Thousands of chemical spills contaminate subsurface aquifers used for drinking water and agriculture in the United States. A promising technology for cleaning up subsurface organic contamination is in-situ bioremediation. This technique works by stimulating the bacteria already present in the soil to use the contaminant as a source of food, thereby transforming it into nontoxic components such as carbon dioxide and water. Among a variety of restoration technologies, insitu bioremediation has been shown to be the most economical for remediating certain contaminants. Several experiments have shown that this method takes much less time and is less costly than the traditional pumping and filtering techniques. For example, one site was estimated to take 100 years to clean up using the pump and treat method; in-situ bioremediation took only 10 months [3]. Moreover, while many methods simply remove the contaminant from the site and thereby create a disposal problem, in-situ bioremediation has the potential to completely transform organic contaminants into neutral compounds by utilizing the indigenous bacteria [6].

In-situ bioremediation involves a complex combination of biological and chemical properties and fluid dynamics rendering scientific predictions difficult. Mathematical models are particularly useful in understanding the interplay between the various mechanisms in addition to making predictions, analyzing the significance of physical

[^4]parameters, and providing theoretical interpretations of experiments. Several models for in-situ bioremediation have been presented in the literature; see [2], [5]. In this paper, we consider the model presented in [7] and [8], for it is the simplest model to capture the fundamental aspects of degradation.

The biodegradation model is

$$
\begin{align*}
& R_{f} S_{t}+\left(v S-D S_{x}\right)_{x}=-R_{s}, \quad x \in R^{1}  \tag{1.1}\\
& A_{t}+\left(v A-D A_{x}\right)_{x}=-\gamma R_{s}  \tag{1.2}\\
& M_{t}=Y R_{s}-b\left(M-M_{0}\right) \tag{1.3}
\end{align*}
$$

where $R_{f}, b, M_{0}, \gamma, v, D, Y$ are all positive constants. The subscripts $t$ and $x$ denote time and space derivatives, while the subscripts $s$ and $f$ are used to distinguish between the reaction term $R_{s}$ and retardation factor $R_{f}$. The variables are ( $S, A, M$ ) where $S$ is the aqueous phase concentration of the electron donor (substrate), $A$ is the electron acceptor (nutrient concentration), and $M$ is the biomass concentration. The constant $M_{0}$ is the neutral background biomass concentration. $R_{f}>1$ is the retardation factor of the electron donor (substrate) $S$ due to sorption. The parameter $b$ is the cell decay coefficient for the bacteria population $M . \gamma$ is a coefficient equal to the mass of $A$ utilized by the bacteria per unit mass of $S$ degraded. $D$ is the diffusion coefficient and $Y$ is the yield coefficient (mass of bacterial cells produced per mass of $S$ degraded). The parameter $v$ is the constant pore water velocity and $M_{0}$ is the background biomass concentration.

The biodegradation rate, $R_{s}$, is given by the Monod kinetic model

$$
\begin{equation*}
R_{s}=\frac{q M S A}{\left(K_{S}+S\right)\left(K_{A}+A\right)} \tag{1.4}
\end{equation*}
$$

where $q$ is the maximum specific rate of substrate utilization, and $K_{S}, K_{A}$ are the half-maximum rate concentrations of $S$ and $A$. Note that the system assumes linear sorption of the electron donor (represented by the term $R_{f}$ ), no sorption for the electron acceptor, and a constant minimal background bacteria population $M_{0}$ (as an equilibrium between cell growth and decay). In this model, microbes are attached to the soil particles and only consume aqueous phase species.

The system (1.1)-(1.3) is one of the simplest systems in the literature; however, it contains very rich phenomena. Oya and Valocchi [8] and Valocchi [10] recently studied traveling waves in this system. They observed that "bioavailability" of the chemical constituents is an important requirement for successful biodegradation. Since the microbes are assumed to be attached to solids [5], the dissolved contaminant and nutrients must be transported to the bacteria. This is represented in the above system by the water velocity $v$ and the sorption effect $R_{f}>1$. When the nutrients reach the biomass, a biologically active zone forms and propagates. This zone supports respiration, that is, nutrient consumption, contaminant degradation, and an increase in the microbial population. [8] is the first paper to propose the idea that the biologically active zone can be mathematically modeled as traveling waves. The retreating dissolved solute concentration and the advancing nutrient concentration move together as traveling fronts, while the bacteria concentration tags along as a traveling pulse.

In this paper, we establish the existence of traveling waves in (1.1)-(1.3) under the sole condition that $R_{f}>1$. The traveling wave solutions are of the form

$$
\begin{equation*}
S=S(x-c t), A=A(x-c t), M=M(x-c t) \tag{1.5}
\end{equation*}
$$

where $(S, A, M)$ as functions of $\xi \equiv x-c t$ satisfy the boundary conditions

$$
\begin{equation*}
S(-\infty)=0, \quad S(+\infty)=S^{+}, \quad A(-\infty)=A_{-}, \quad A(+\infty)=0, M( \pm \infty)=M_{0}, \tag{1.6}
\end{equation*}
$$

and $A_{-}$and $S^{+}$are prescribed positive constants. Using (1.5), (1.1)-(1.3) are transformed into

$$
\begin{array}{r}
D S_{\xi \xi}+\left(R_{f} c-v\right) S_{\xi}=R_{s} \\
D A_{\xi \xi}+(c-v) A_{\xi}=\gamma R_{s} \\
c M_{\xi}=-Y R_{s}+b\left(M-M_{0}\right) \tag{1.9}
\end{array}
$$

along with the boundary conditions

$$
\begin{equation*}
S(-\infty)=0, S(+\infty)=S^{+}, A(-\infty)=A_{-}, A(+\infty)=0, M( \pm \infty)=M_{0} \tag{1.10}
\end{equation*}
$$

To prove the existence of a solution to (1.7)-(1.9), we follow a framework similar to that of Berestyki, Nicolaenko, and Sheurer [1] and Xin [11], and consider the system on a bounded domain $[-d, d], d>0$. We define a fixed point map such that any solution to the fixed point problem is also a solution of (1.7)-(1.9) on the bounded domain. By determining the Leray-Schauder degree of the map (see [13] for details), we show that a solution exists to the fixed point problem. Finally, we extend the solution to the entire real line. This is a well-known technique.

It is important to note that equations (1.1)-(1.3) are substantially different than the two-equation, reaction-diffusion, combustion system studied in [1] and require new ingredients for the proof of existence. In the biodegradation model, the fronts propagate as a result of distinct advective velocities rather than reaction-diffusion. We believe traveling wave fronts in advection systems have not been much explored. In this case, although the method of [1] applies, many new steps are needed. For instance, finding good bounds on the wave speed requires a substantial amount of work on the advection and reaction terms. In addition, the two advection equations cannot be manipulated to define pointwise inequalities as in [1]. Instead, we develop integral inequalities based on the conserved quantity $\gamma R_{f} S-A$ (see Lemma 3.4).

Many other differences between the biodegradation system and [1] are noteworthy. First, while the fronts in [1] are strictly monotone, the biomass profile in (1.1)-(1.3) forms a pulse. Rather than following directly from the maximum principle, new arguments are necessary to estimate the maximum of $M$ (see Proposition 2.1). Second, the condition to fix translation invariance, $A(0)=\theta$, is not a priori optimal as it is in [1], where $\theta$ is the ignition temperature. In this paper, the value of $\theta$ is updated three times to prevent the solutions of (1.1)-(1.3) from converging to trivial solutions in the limit $d \rightarrow \infty$ (see Proposition 3.1 and Lemmas 3.3 and 3.4). In particular, much work is required to show that $S$ does not tend to zero as the domain extends to the real line. Finally, we develop integral identities to show that the boundary conditions remain as $d \rightarrow \infty$; see Theorem 4.1 and Lemma 5.1. Using integral identities instead of pointwise estimates to control wave speeds and large space asymptotic behavior of solutions is an efficient way of handling systems with more than two equations.

The main result of the paper is the following.
THEOREM 1.1 (existence of traveling waves). Under the condition that the retardation factor $R_{f}>1$, the system (1.7)-(1.9) with $R_{s}$ given by (1.4) admits a classical traveling wave solution ( $S, A, M, c$ ) of the form (1.5) satisfying the boundary conditions in (1.10). Moreover,

$$
\begin{equation*}
0<S(\xi)<S^{+}, S^{\prime}(\xi)>0,0<A(\xi)<A_{-}, A^{\prime}(\xi)<0 \quad \forall \xi \in R^{1} \tag{1.11}
\end{equation*}
$$

$$
\begin{align*}
& c=\frac{v\left(A_{-}+\gamma S^{+}\right)}{A_{-}+\gamma R_{f} S^{+}}  \tag{1.12}\\
& M_{0}<M \leq M_{0}+Y \frac{\left(R_{f}-1\right) A_{-} S^{+}}{A_{-}+\gamma S^{+}} \quad \forall \xi \in R^{1} \tag{1.13}
\end{align*}
$$

We see from Theorem 1.1 that the profiles of substrate and nutrient concentrations ( $S$ and $A$ ) are strictly monotone functions of $\xi$ and that the wave speed $c$ is independent of the parameters $Y, b$ of the $M$ equation. The explicit formula for the wave speed $c$ in terms of the left and right states of solutions is reminiscent of the Rankine-Hugoniot formula for viscous shock waves in conservative equations; see [12] for such traveling waves arising in solute transport problems. The maximum norm bound of the biomass $M$, on the other hand, depends on the parameters and boundary conditions of the $(S, A)$ equations as well as the yield constant $Y$ of the $M$ equation. Numerical simulations in [8] and those of the present authors show that $M$ forms an asymmetric pulse with one maximum. The condition $R_{f}>1$ physically means that the advective velocity of $S$ is slower than that of $A$; hence, the two concentrations mix, which is essential for the biomass to grow and the three components to travel together. As pointed out in [8], there are no traveling waves if $R_{f}=1$. In fact, it is obvious from (1.13) that $M \equiv M_{0}$ if $R_{f}=1$, and no traveling pulse can form in $M$. It remains an interesting problem to find out if the traveling waves are unique up to a constant translation in $\xi$ and if $M$ always achieves one maximum.

The main result is significant, for it shows that there is a simple, well-understood solution to a very complicated phenomena. This solution occurs under a particular set of parameters; however, numerical studies suggest that this is the most common solution. In [8], the authors find waves with oscillating front shapes in time; this proof will be left for a future paper. Finally, many of the important factors required for the implementation of in-situ bioremediation are determined in Theorem 1.1, such as the speed of the traveling fronts and the maximum and minimum concentrations of the biomass.

The second result of the paper is the following.
THEOREM 1.2 (existence and uniqueness of traveling waves). The system (1.7)(1.9) with $D=0$ and $R_{s}$ given by (1.4) admits a unique, classical traveling wave solution ( $S, A, M, c$ ) of the form (1.5) satisfying the boundary conditions in (1.10) and the bounds given in Theorem 1.1.

Theorem 1.2 is proven in section 6 . By eliminating the diffusion term $(D=0)$, the system of equations (1.7)-(1.9) can be reduced to a set of three, first-order ordinary differential equations. A conserved quantity enables us to reduce the system further to two equations. Thus, a phase portrait solution is easily obtained and we show that the traveling wave solution is unique. It is interesting to note that the question of existence and uniqueness for the system with diffusion can also be considered by examining the flow in the phase plane. In this case, the phase space has five dimensions although it is reduced to four via the conserved quantity. One of the equilibrium points is degenerate so it is difficult to determine the flow path. As such, we have elected to pursue the proof of existence by utilizing degree theory. Moreover, numerical studies [8] suggest that the traveling wave solution with diffusion is not unique.

The rest of the paper is organized as follows. In section 2, we show the existence of solutions to a regularized system on any finite interval via degree theory, based on maximum principles and preliminary a priori bounds. In section 3, we carry out refined a priori estimates of solutions as the length of the interval tends to infinity. In
particular, we obtain uniform estimates of the wave speed and bound it strictly inside the interval $\left(\frac{v}{R_{f}}, v\right)$. In section 4, utilizing the estimates of section 3, we pass to the infinite line limit of solutions and justify the validity of the boundary conditions of the limiting solutions. In section 5 , we obtain further $\varepsilon$-independent bounds of solutions, pass to the $\varepsilon \rightarrow 0$ limit of solutions, and finish the proof of Theorem 1.1. In section 6 , we prove Theorem 1.2.
2. A regularized system on finite intervals. In this section, we construct solutions to a regularized system with Dirichlet boundary conditions. In the following sections, these solutions are shown to converge to the desired traveling wave solutions of (1.7)-(1.9) as we pass to the infinite line limit and remove the regularization. We add an elliptic regularization term $\epsilon M_{\xi \xi}$ to the left side of (1.9) with $\epsilon \in(0,1)$ so that the existence problem is turned into a fixed point problem for which classical LeraySchauder degree theory [4], [13] is available. We derive a priori bounds of solutions and compute the degree using its homotopic invariance as in [1] and [11]. The nonzero degree (equal to -1 in our case) implies the existence of a solution.

Let us first normalize the original system (1.7)-(1.9) so that $K_{S}$ and $K_{A}$ are scaled to one. Define $S=K_{S} \hat{S}, A=K_{A} \hat{A}, q=K_{S} \hat{q}, \gamma=\frac{K_{A}}{K_{S}} \hat{\gamma}$, and $Y=\frac{1}{K_{S}} \hat{Y}$. Then (1.7)-(1.9) remains the same under hat variables and parameters except that $K_{S}$ and $K_{A}$ are replaced by one. With no loss of generality, we also set $\hat{q}=1$. The normalized system (without the hats) reads

$$
\begin{gather*}
D S_{\xi \xi}+\left(R_{f} c-v\right) S_{\xi}=M S A(1+S)^{-1}(1+A)^{-1}  \tag{2.1}\\
D A_{\xi \xi}+(c-v) A_{\xi}=\gamma M S A(1+S)^{-1}(1+A)^{-1}  \tag{2.2}\\
c M_{\xi}=-Y M S A(1+S)^{-1}(1+A)^{-1}+b\left(M-M_{0}\right) \tag{2.3}
\end{gather*}
$$

under the boundary conditions (1.10).
We propose to study the following regularized elliptic system and the associated boundary value problem on a finite interval $[-d, d]$ :

$$
\begin{array}{r}
D S_{\xi \xi}+\left(R_{f} c-v\right) S_{\xi}=R_{s, \varepsilon}^{(1)}, \\
D A_{\xi \xi}+(c-v) A_{\xi}=\gamma R_{s, \varepsilon}^{(2)} \\
\varepsilon M_{\xi \xi}+c M_{\xi}=-Y R_{s, \varepsilon}^{(3)}+b\left(M-M_{0}\right), \tag{2.6}
\end{array}
$$

with $\varepsilon \in(0,1)$ and the boundary conditions

$$
\begin{equation*}
S(-d)=A(d)=0, S(d)=S^{+}, A(-d)=A_{-}, M( \pm d)=M_{0} \tag{2.7}
\end{equation*}
$$

To remove the translation invariance of traveling wave solutions of an unknown speed $c$, we also impose the additional normalization condition

$$
\begin{equation*}
A(0)=\theta, \quad \theta \in\left(0, A_{-}\right) \tag{2.8}
\end{equation*}
$$

with $\theta$ prescribed. The modified reaction terms $R_{s}^{(i)}, i=1,2,3$, are

$$
\begin{align*}
R_{s, \varepsilon}^{(1)} & =\frac{|M| S|A|}{(1+\varepsilon|M|)(1+|S|)(1+|A|)} \\
R_{s, \varepsilon}^{(2)} & =\frac{|M||S| A}{(1+\varepsilon|M|)(1+|S|)(1+|A|)} \\
R_{s, \varepsilon}^{(3)} & =\frac{M|S||A|}{(1+\varepsilon|M|)(1+|A|)(1+|S|)} \tag{2.9}
\end{align*}
$$

Note that we modify the reaction terms by the factor $(1+\varepsilon|M|)$ which is crucial to obtain the first upper bound on $M$. The variables $S, A, M$, and $c$ depend on both $d$ and $\varepsilon$; however, to simplify the notation, we do not specify this dependence until it becomes necessary in the later sections.

In order to use degree theory, we consider a parametrized family of equations indexed by $\tau \in[0,1]$,

$$
\begin{array}{r}
D S_{\xi \xi}+\left(R_{f} c-v\right) S_{\xi}=\tau R_{s, \varepsilon}^{(1)} \\
D A_{\xi \xi}+(c-v) A_{\xi}=\gamma \tau R_{s, \varepsilon}^{(2)} \\
\varepsilon M_{\xi \xi}+c M_{\xi}=-Y \tau R_{s, \varepsilon}^{(3)}+b\left(M-M_{0}\right) \tag{2.12}
\end{array}
$$

under the boundary conditions (2.7) and the imposed condition (2.8).
Note that if $\tau=0,(2.10)-(2.12)$ under (2.7) and (2.8) has a unique solution. Without (2.8), the system is uniquely solvable for any given $c$, as a two-point boundary value problem for second-order ordinary differential equations. The solutions are

$$
\begin{align*}
& S(\xi)=S^{+} \frac{1-e^{\left(-\frac{c R-v}{D}\right)(\xi+d)}}{1-e^{\left(-\frac{c R-v}{D}\right)(2 d)}} \\
& A(\xi)=A_{-} \frac{1-e^{\left(-\frac{c-v}{D}\right)(\xi-d)}}{1-e^{\left(\frac{c-v}{D}\right)(2 d)}} \\
& M(\xi)=M_{0} \tag{2.13}
\end{align*}
$$

The extra condition $A(0)=\theta$ implies

$$
\theta=A_{-} \frac{1-e^{d\left(\frac{c-v}{D}\right)}}{1-e^{2 d\left(\frac{c-v}{D}\right)}}=A_{-} \frac{1}{1+e^{d\left(\frac{c-v}{D}\right)}}
$$

which uniquely determines $c$, since the right-hand side is a monotone function of $c$ and ranges between zero and $A_{-}$.

Next we derive a priori estimates on solutions of (2.10)-(2.12) under the boundary and normalization conditions (2.7) and (2.8) independent of $\tau \in[0,1]$.

Proposition 2.1. Let $\tau \in[0,1]$ and let $(S, A, M, c)$ be a solution to (2.10)(2.12) subject to the boundary conditions (2.7). Then $\forall \tau \in[0,1]$ and $\forall \xi \in[-d, d]$, we have the following inequalities:

$$
\begin{align*}
& 0 \leq S(\xi) \leq S^{+}, \quad 0 \leq A(\xi) \leq A_{-}  \tag{2.14}\\
& M_{0} \leq M(\xi) \leq \frac{1}{2 \varepsilon}\left(\varepsilon M_{0}+\frac{Y}{b}-1+\sqrt{\left(1-\frac{Y}{b}-\varepsilon M_{0}\right)^{2}+4 \varepsilon M_{0}}\right) \equiv M_{\max }  \tag{2.15}\\
& S^{\prime}(\xi)>0, \quad A^{\prime}(\xi)<0 \tag{2.16}
\end{align*}
$$

Proof. In view of (2.10)-(2.11), both $S$ and $A$ satisfy the classical elliptic strong maximum principle; see, for example, [9]. The maximum and minimum of $S$ and $A$ are achieved at the end points. Hence, (2.14) follows from (2.7). To show that $M \geq M_{0} \forall \xi \in[-d, d]$, suppose that $M<M_{0}$ at some point $\xi_{0} \in(-d, d)$ for some $\tau=\tau_{1} \in(0,1)$. Then, since $M$ is continuous in $\tau$ and $\xi \in[-d, d]$, as $\tau$ varies, the minimum of $M$ must pass through the interval $\left(0, M_{0}\right)$ before $M$ becomes negative. Let us assume that at $\tau_{1}, \min _{\xi \in[-d, d]} M \in\left(0, M_{0}\right)$. Hence, $\exists \xi_{1} \in(-d, d)$ and $0<$
$M\left(\xi_{1}\right)=\min _{\xi \in[-d, d]} M(\xi)<M_{0}$, for $\tau=\tau_{1}$. Evaluating (2.12) at $\xi=\xi_{1}$ and $\tau=\tau_{1}$, we have

$$
-Y \tau_{1} R_{s, \varepsilon}^{(3)}\left(\xi_{1}\right)+b\left(M\left(\xi_{1}\right)-M_{0}\right)=\varepsilon M_{\xi \xi}\left(\xi_{1}\right)+c M_{\xi}\left(\xi_{1}\right)
$$

At the minimum, the first derivative is zero and the second derivative is nonnegative, which results in

$$
-Y \tau_{1} R_{s, \varepsilon}^{(3)}\left(\xi_{1}\right)=\varepsilon M_{\xi \xi}\left(\xi_{1}\right)+b\left(M_{0}-M\left(\xi_{1}\right)\right)>0
$$

Since $Y, \tau_{1}>0$, we have that $R_{s, \varepsilon}^{(3)}\left(\xi_{1}\right)<0$. This is impossible since $M\left(\xi_{1}\right)>0$. It follows that $M \geq M_{0} \forall \tau \in[0,1], \xi \in[-d, d]$. By now, since $A \geq 0, S \geq 0, M \geq M_{0}$, we can identify $R_{s, \varepsilon}^{(1)}=R_{s, \varepsilon}^{(2)}=R_{s, \varepsilon}^{(3)} \equiv R_{s, \varepsilon}$.

To prove the upper bound in (2.15), we define $\max _{\xi \in[-d, d]} M(\xi)=M^{*} \geq M_{0}$. We only need to consider the case $M^{*}>M_{0}$. There exists $\xi^{*} \in(-d, d)$ such that $M\left(\xi^{*}\right)=M^{*}, M^{\prime}\left(\xi^{*}\right)=0, M^{\prime \prime}\left(\xi^{*}\right) \leq 0$. Evaluating (2.12) at $\xi=\xi^{*}$ implies that

$$
\begin{equation*}
b\left(M^{*}-M_{0}\right) \leq\left.\frac{Y \tau A S M^{*}}{(1+A)\left(1+\varepsilon M^{*}\right)(1+S)}\right|_{\xi=\xi^{*}} \leq \frac{Y M^{*}}{1+\varepsilon M^{*}} \tag{2.17}
\end{equation*}
$$

This can be rewritten as $b\left(M^{*}-M_{0}\right)\left(1+\varepsilon M^{*}\right) \leq Y M^{*}$, or

$$
\begin{equation*}
M^{*} \leq \frac{1}{2 \varepsilon}\left(\varepsilon M_{0}+\frac{Y}{b}-1+\sqrt{\left(\varepsilon M_{0}+\frac{Y}{b}-1\right)^{2}+4 \varepsilon M_{0}}\right)=M_{\max } \tag{2.18}
\end{equation*}
$$

Notice that if $\frac{Y}{b} \geq 1$, then the right-hand side of (2.18) behaves like $O\left(\varepsilon^{-1}\right)\left(O\left(\varepsilon^{-1 / 2}\right)\right.$ if $Y=b$ ) as $\varepsilon \rightarrow 0$. If $\frac{Y}{b}<1$, then in the limit $\varepsilon \rightarrow 0$, the right-hand side converges to $\frac{M_{0}}{1-b^{-1} Y}>M_{0}$. To prove (2.16), we rewrite (2.4) by multiplying both sides of the equation by $e \frac{\left(c R_{f}-v\right) \xi}{D}$. Then, integrating from $-d$ to $\xi$, we obtain

$$
e^{\frac{\left(c R_{f}-v\right) \xi}{D}} S^{\prime}(\xi)=e^{\frac{-\left(c R_{f}-v\right) d}{D}} S^{\prime}(-d)+\int_{-d}^{\xi} \frac{1}{D} e^{\frac{\left(c R_{f}-v\right) \xi^{\prime}}{D}} R_{s}\left(\xi^{\prime}\right) d \xi^{\prime}
$$

Since $S$ is not identically constant and, as a result of the Hopf lemma, it is clear that $S^{\prime}(-d)>0$. Thus, the entire right-hand side is positive and $S^{\prime}>0$. Similarly, it can be shown that $A^{\prime}<0$. The proof of the proposition is complete.

Proposition 2.2. Let $\tau \in[0,1]$ and let $d>1$ be fixed. There exists a constant $\underline{c}$ independent of $\tau \in[0,1]$ such that the wave speed $c=c(\tau)$ in $(2.10)-(2.12)$ satisfies

$$
\begin{equation*}
\underline{c} \leq c(\tau) \leq v+\frac{D}{d} \ln \left(\frac{1}{\theta_{0}}-1\right) \tag{2.19}
\end{equation*}
$$

where $\theta_{0}=\frac{\theta}{A_{-}} \in(0,1)$.
Proof. To establish the upper bound for $c$, we find an upper solution $\bar{A}(\xi)$ to $A(\xi)$ and use it to bound $c$ from above. The upper solution solves

$$
\left\{\begin{array}{l}
D \bar{A}^{\prime \prime}+(c-v) \bar{A}^{\prime}=0, \quad \xi \in[-d, d]  \tag{2.20}\\
\bar{A}(-d)=A_{-}, \quad \bar{A}(d)=0,
\end{array}\right.
$$

and is given by

$$
\begin{equation*}
\bar{A}(\xi)=\frac{A_{-}\left(1-e^{-\left(\frac{c-v}{D}\right)(\xi-d)}\right)}{1-e^{\left(\frac{c-v}{D}\right) 2 d}} \tag{2.21}
\end{equation*}
$$

By definition, $A(\xi) \leq \bar{A}(\xi)$, and in particular $A(0) \leq \bar{A}(0)$. Evaluating $\bar{A}$ at $\xi=0$ and solving for $c$, we have

$$
\begin{equation*}
c \leq v+\frac{D}{d} \ln \left(\frac{A_{-}}{\theta}-1\right)=v+\frac{D}{d} \ln \left(\frac{1}{\theta_{0}}-1\right) \tag{2.22}
\end{equation*}
$$

With (2.22), we have established the upper bound for the wave speed $c(\tau)$. To show the lower bound, we proceed similarly by defining a lower solution $\underline{A}(\xi)$ for $A(\xi)$ on $[-d, d]$ which solves

$$
\begin{equation*}
D \underline{A}^{\prime \prime}+(c-v) \underline{A}^{\prime}=\left(\left[S^{+}-S(0, d)\right] H(\xi)+S(0, d)\right) F \underline{A}, \tag{2.23}
\end{equation*}
$$

where

$$
F=F(\varepsilon) \equiv \frac{M_{\max }}{1+\varepsilon M_{0}} \geq \frac{M}{1+\varepsilon M} ; \quad H(\xi)= \begin{cases}1, & \xi \geq 0 \\ 0, & \xi<0\end{cases}
$$

along with boundary and regularity conditions

$$
\begin{equation*}
\underline{A}(-d)=A_{-}, \quad \underline{A}(d)=0, \quad \underline{A} \in C^{1} . \tag{2.24}
\end{equation*}
$$

It follows from (2.23) that

$$
\underline{A}(\xi)= \begin{cases}c_{1} e^{r_{1} \xi}+c_{2} e^{r_{2} \xi}, & \xi \in[-d, 0]  \tag{2.25}\\ c_{3} e^{r_{3} \xi}+c_{4} e^{r_{4} \xi}, & \xi \in[0, d]\end{cases}
$$

where $r_{1,2}$ and $r_{3,4}$ are given by

$$
\begin{align*}
& r_{1,2}=\frac{-(c-v) \pm \sqrt{(c-v)^{2}+4 D F S(0, \tau)}}{2 D}, \quad r_{1}>0, r_{2}<0  \tag{2.26}\\
& r_{3,4}=\frac{-(c-v) \pm \sqrt{(c-v)^{2}+4 D F S^{+}}}{2 D}, \quad r_{3}>0, r_{4}<0 \tag{2.27}
\end{align*}
$$

Using boundary conditions $(2.24)$ and the fact that $\underline{A}\left(0^{+}\right)=\underline{A}\left(0^{-}\right)$and $\underline{A}^{\prime}\left(0^{-}\right)=$ $\underline{A}^{\prime}\left(0^{+}\right)$, we solve for the constants

$$
\begin{aligned}
c_{1} & =A_{-} e^{r_{1} d}-c_{2} e^{\left(r_{1}-r_{2}\right) d} \\
(2.28) c_{2} & =\frac{A_{-} e^{r_{1} d}\left[\left(r_{4}-r_{3} e^{\left(r_{4}-r_{3}\right) d}\right)-r_{1}\left(1-e^{\left(r_{4}-r_{3}\right) d}\right)\right]}{\left(r_{2}-r_{1} e^{\left(r_{1}-r_{2}\right) d}\right)\left(1-e^{\left(r_{4}-r_{3}\right) d}\right)-\left(r_{4}-r_{3} e^{\left(r_{4}-r_{3}\right) d}\right)\left(1-e^{\left(r_{1}-r_{2}\right) d}\right)}, \\
c_{3} & =-c_{4} e^{\left(r_{4}-r_{3}\right) d} \\
c_{4} & =\frac{A_{-} e^{r_{1} d}+c_{2}\left(1-e^{\left(r_{1}-r_{2}\right) d}\right)}{1-e^{\left(r_{4}-r_{3}\right) d}} .
\end{aligned}
$$

The solution is
$(2.29) \underline{A}(\xi)= \begin{cases}A_{-} e^{r_{1}(\xi+d)}+c_{2}\left(e^{r_{2} \xi}-e^{r_{1} \xi} e^{\left(r_{1}-r_{2}\right) d}\right), & \xi \in[-d, 0], \\ \left(\frac{A_{-} e^{r_{1} d}+c_{2}\left(1-e^{\left(r_{1}-r_{2}\right) d}\right)}{1-e^{\left(r_{4}-r_{3}\right) d}}\right)\left(e^{r_{4} \xi}-e^{\left(r_{4}-r_{3}\right) d} e^{r_{3} \xi}\right), & \xi \in[0, d],\end{cases}$
where $c_{2}$ is given in (2.28).
To find the lower bound for $c$, we assume there is no lower bound $(c \rightarrow-\infty)$ and use the following two properties to deduce a contradiction: $\underline{A}(0) \leq \theta, \underline{A}(0)=$ $A_{-} e^{r_{1} d}+c_{2}\left(1-e^{\left(r_{1}-r_{2}\right) d}\right)$. Combining these with equations (2.28)-(2.29), we find that

$$
\theta \geq \underline{A}(0, \tau)
$$

$$
\begin{equation*}
=\frac{A_{-} e^{r_{2} d}\left(1-e^{\left(r_{4}-r_{3}\right) d}\right)\left(r_{2}-r_{1}\right)}{\left(r_{2} e^{\left(r_{2}-r_{1}\right) d}-r_{1}\right)\left(1-e^{\left(r_{4}-r_{3}\right) d}\right)-\left(r_{4}-r_{3} e^{\left(r_{4}-r_{3}\right) d}\right)\left(e^{\left(r_{2}-r_{1}\right) d}-1\right)} \tag{2.30}
\end{equation*}
$$

Fix any $\tau \in[0,1]$, and let $c \rightarrow-\infty$. We have from (2.26)-(2.27) that $r_{1} \rightarrow+\infty, r_{2} \rightarrow$ $0^{-}, r_{3} \rightarrow+\infty$, and $r_{4} \rightarrow 0^{-}$. It follows from (2.30) that $\lim _{c \rightarrow-\infty} \underline{A}(0, \tau)=A_{-} \leq \theta$, contradicting the fact that $\theta \in\left(0, A_{-}\right)$. Since $S(0, \tau)$ is bounded between zero and $S_{+}$, it is easy to see that the limit of $A(0, \tau)$ as $c \rightarrow-\infty$ is uniform in $\tau \in[0,1]$. Hence, there exists a constant $\underline{c}$ independent of $\tau \in[0,1]$ such that $c(\tau) \geq \underline{c}$. The proof is complete.

Remark 2.1. By Propositions 2.1 and 2.2 and by standard elliptic estimates, the maximum norms of the derivatives of solutions $\left(S^{\prime}, A^{\prime}, M^{\prime}\right)$ are bounded independently of the parameter $\tau \in[0,1]$.

Next we show the existence of solutions to (2.10)-(2.12), (2.7), and (2.8) on the bounded domain $[-d, d]$ by Leray-Schauder degree theory. The idea is to transform the system of equations into a fixed point problem. The solution of the fixed point problem solves the original system of equations $(\tau=1)$ which is topologically equivalent to a simpler system $(\tau=0)$ for which we can easily determine the degree. Thus, showing that the degree is not zero amounts to proving the existence of a solution to the original system $(\tau=1)$. The proof is similar to that given in [1]; thus, the definitions and propositions are listed but the details of the proof can be found by referring to [1].

We begin by fixing $d$ and defining $I_{d}=[-d, d]$ and $X=\left(C^{1}\left(I_{d}\right)\right)^{3} \times R$. The set $X$ is a Banach space equipped with the norm

$$
\begin{equation*}
\|(S, A, M, c)\|_{X} \equiv \max \left(\|S\|_{C^{1}\left(I_{d}\right)},\|A\|_{C^{1}\left(I_{d}\right)},\|M\|_{C^{1}\left(I_{d}\right)},|c|\right) \tag{2.31}
\end{equation*}
$$

For each element $(S, A, M, c) \in X$, we consider the unique solution $(\bar{S}, \bar{A}, \bar{M})$ of the following system indexed by $\tau \in[0,1]$ :

$$
\begin{array}{r}
D \bar{S}_{\xi \xi}+\left(R_{f} c-v\right) \bar{S}_{\xi}=\tau \frac{q S A M}{(1+S)(1+A)(1+\varepsilon M)}, \\
D \bar{A}_{\xi \xi}+(c-v) \bar{A}_{\xi}=\gamma \tau \frac{q S A M}{(1+S)(1+A)(1+\varepsilon M)} \\
\varepsilon \bar{M}_{\xi \xi}+c \bar{M}_{\xi}-b\left(\bar{M}-M_{0}\right)=-Y \tau \frac{q S A M}{(1+S)(1+A)(1+\varepsilon M)} \tag{2.34}
\end{array}
$$

subject to the boundary and normalization conditions (2.7) and (2.8). We define a compact map $K_{\tau}:(S, A, M, c) \in X \rightarrow(\bar{S}, \bar{A}, \bar{M}, c-\bar{A}(0)+\theta) \in X$. Every solution of $(2.10)-(2.12)$ is a fixed point of the map $K_{\tau}$ given by $K_{\tau}[(S, A, M, c)]=$ $(S, A, M, c)$. We define another map, $F_{\tau}=I-K_{\tau}$, where $I$ is the identity map in $X$ $F_{\tau}:(S, A, M, c) \rightarrow(S-\bar{S}, A-\bar{A}, M-\bar{M}, \bar{A}(0)-\theta)$. Every solution to (2.10)-(2.12) is a solution of $F_{\tau}=0$.

The set $\Omega$, upon which the degree is well defined, is

$$
\begin{equation*}
\Omega=\left\{(S, A, M, c) \in X\left|\|S\|_{C^{1}} \leq N,\|A\|_{C^{1}} \leq N,\|M\|_{C^{1}} \leq N,|c| \leq N\right\}\right. \tag{2.35}
\end{equation*}
$$

where $N$ is larger than the $\tau$-independent a priori bounds of $C^{1}$ norms of $(S, A, M)$ in Proposition 2.1 and Remark 2.1; $N$ is also larger than the absolute value of the upper and lower bounds of $c(\tau)$ given in Proposition 2.2. The degree of $F_{\tau}$ at 0 , or $\operatorname{deg}\left(F_{\tau}, \bar{\Omega}, 0\right)$, is known to be well defined if $F_{\tau}(\partial \Omega) \neq 0$.

Proposition 2.3. For all $\tau \in[0,1], F_{\tau}(\partial \Omega)=\left(I-K_{\tau}\right)(\partial \Omega) \neq 0$.
Proof. See Proposition 7.3 in [1].
Proposition 2.4. $F_{\tau}=\left(I-K_{\tau}\right)$ satisfies, $\forall \tau \in[0,1]$,

$$
\begin{equation*}
\operatorname{deg}\left(F_{\tau}, \bar{\Omega}, 0\right)=\operatorname{deg}\left(F_{0}, \bar{\Omega}, 0\right)=-1 \tag{2.36}
\end{equation*}
$$

Proof. Equations (2.13) are the solutions denoted in this proof by $\left(S^{0}, A^{0}, M^{0}\right)$. See Proposition 7.5 in [1] for more details.
3. Further estimates on the regularized system. In this section, we obtain further estimates on solutions of the system (2.4)-(2.8) which enable us to extend the solutions to the entire real line in section 4. In particular, by carefully choosing the value of $\theta$, we find the correct wave speed and prevent solutions from converging to the trivial solution as $d \rightarrow \infty$.

To begin, we rewrite the system of equations as

$$
\begin{array}{r}
D S_{\xi \xi}+\left(R_{f} c-v\right) S_{\xi}=R_{s, \varepsilon} \\
D A_{\xi \xi}+(c-v) A_{\xi}=\gamma R_{s, \varepsilon} \\
\varepsilon M_{\xi \xi}+c M_{\xi}=-Y R_{s, \varepsilon}+b\left(M-M_{0}\right) \tag{3.3}
\end{array}
$$

where $\varepsilon \in(0,1)$. The boundary conditions are

$$
\begin{equation*}
S(-d)=A(d)=0, S(d)=S^{+}, A(-d)=A_{-}, M( \pm d)=M_{0} \tag{3.4}
\end{equation*}
$$

and the normalization condition is

$$
\begin{equation*}
A(0)=\theta, \quad \theta \in\left(0, A_{-}\right) \tag{3.5}
\end{equation*}
$$

The modified reaction term, $R_{s, \varepsilon}$, is

$$
R_{s, \varepsilon}=\frac{M S A}{(1+\varepsilon M)(1+S)(1+A)}
$$

Proposition 3.1. There exist $\theta_{0}^{*} \in(0,1)$ and constants $\alpha, d_{0}>0$ independent of $d$, such that if $\theta_{0} \in\left(0, \theta_{0}^{*}\right), \theta=\theta_{0} A_{-}$, and $d \geq d_{0}$, the wave speed $c$ in (3.1)-(3.3) satisfies

$$
\begin{equation*}
\frac{D}{d R_{f}} \ln \alpha+\frac{v}{R_{f}}-\frac{D}{d R_{f}}\left[\ln d+\ln S^{+}\right] \leq c \leq v+\frac{D}{d} \ln \left(\frac{1}{\theta_{0}}-1\right) \tag{3.6}
\end{equation*}
$$

implying in the limit $d \rightarrow \infty$

$$
\begin{equation*}
\frac{v}{R_{f}} \leq \liminf _{d \rightarrow \infty} c \leq \limsup _{d \rightarrow \infty} c \leq v \tag{3.7}
\end{equation*}
$$

Proof. In view of Proposition 2.2, we need only to establish the lower bound of (3.6). To find the lower bound, we use the same approach as in Proposition 2.2 but consider an upper solution for $S$ (rather than $A$ ) which satisfies

$$
\left\{\begin{array}{l}
D \bar{S}^{\prime \prime}+\left(c R_{f}-v\right) \bar{S}^{\prime}=0,  \tag{3.8}\\
\bar{S}(-d)=0, \quad \bar{S}(d)=S^{+}
\end{array}\right.
$$

Solving this differential equation and evaluating it at $\xi=0$, we obtain the inequality

$$
\begin{equation*}
c \geq \frac{v}{R_{f}}-\frac{D}{R_{f} d} \ln \left(\frac{S^{+}}{S(0)}-1\right) \tag{3.9}
\end{equation*}
$$

where $S(0)=S(0, d)$, due to the implicit dependence of $S(0)$ on $d$. To find the lower bound for $c$, we must bound $S(0, d)$ from below. Defining $L=\liminf _{d \rightarrow \infty} S(0, d) d$, consider the following two cases for $L$. First, suppose that $0<L \leq \infty$. Then, $S(0, d) \geq \frac{\alpha}{d}$ for $\alpha \in\left(0, \frac{L}{2}\right)$, and $d$ large enough. By (3.9),

$$
\begin{equation*}
c \geq \frac{v}{R_{f}}-\frac{D}{R_{f} d} \ln \left[\frac{d S^{+}}{\alpha}-1\right] \geq \frac{v}{R_{f}}-\frac{D}{d R_{f}}\left[\ln d+\ln S^{+}\right]+\frac{D}{d R_{f}} \ln \alpha \tag{3.10}
\end{equation*}
$$

and so, for $0<L \leq \infty$, the proposition is proved.
Now suppose that $L=0$; then $\forall \delta>0, \exists d(\delta)$ such that if $d \geq d(\delta), S(0, d) \leq$ $\frac{\alpha}{d}$. Since $\lim \sup _{d \rightarrow \infty} c \leq v$, we can assume that $\lim \inf _{d \rightarrow \infty} c \leq \frac{v}{R_{f}}$; otherwise the proposition holds for large enough $d$. Therefore, there exists a sequence $\left\{d_{j}\right\} \rightarrow \infty$, such that $c\left(d_{j}\right) \rightarrow c^{*}$, with $c^{*} \leq \frac{v}{R_{f}}$.

Evaluating the lower solution $\underline{A}(\xi)$ in the proof of Proposition 2.2 (with $\tau=1$, $\left.d=d_{j}\right)$ at $\xi=0$, we have $\underline{A}(0)=A_{-} e^{r_{1} d_{j}}+c_{2}\left(1-e^{\left(r_{1}-r_{2}\right) d_{j}}\right)$, where $r_{1,2}$ and $r_{3,4}$ are given by (2.26)-(2.27) with $S(0, \tau)$ replaced by $S\left(0, d_{j}\right)$, and $c_{2}$ as in (2.28). It follows that

$$
\begin{align*}
\lim _{j \rightarrow \infty} r_{1} & =\frac{v-c^{*}}{D}, \lim _{j \rightarrow \infty} r_{2}=0 \\
\lim _{j \rightarrow \infty} r_{3,4} & =\frac{\left(v-c^{*}\right) \pm \sqrt{\left(v-c^{*}\right)^{2}+4 D F S^{+}}}{2 D} \tag{3.11}
\end{align*}
$$

Using the assumption that $L=0$,

$$
\begin{equation*}
\lim _{j \rightarrow \infty} r_{2} d_{j}=\lim _{j \rightarrow \infty} \frac{-2 F S\left(0, d_{j}\right) d_{j}}{(v-c)+\sqrt{(v-c)^{2}+4 D F S\left(0, d_{j}\right)}}=0 \tag{3.12}
\end{equation*}
$$

Therefore, we infer from (3.11)-(3.12) that

$$
\begin{equation*}
\theta \geq \lim _{j \rightarrow \infty} \underline{A}(0) \geq A_{-} \frac{2}{1+\sqrt{1+\frac{4 D F S^{+}}{v^{2}\left(1-\frac{1}{R_{f}}\right)^{2}}}} \tag{3.13}
\end{equation*}
$$

Recall that $\theta=\theta_{0} A_{-}$. We see from (3.13) that

$$
\theta_{0} \geq \theta_{0}^{*} \equiv \frac{2}{1+\sqrt{1+\frac{4 D F S^{+}}{v^{2}\left(1-R_{f}^{-1}\right)^{2}}}}
$$

Since $\theta_{0} \in(0,1)$, we can choose $\theta_{0}<\theta_{0}^{*}$ to deduce a contradiction. So for large $d$ and $\theta_{0}<\theta_{0}^{*}$, we conclude that $L>0$. We have proven Proposition 3.1.

Corollary 3.1. If $\liminf _{d \rightarrow \infty} c=\frac{v}{R_{f}}$ and $\theta \in\left(0, \theta_{0}^{*}\right)$, then

$$
\liminf _{d \rightarrow \infty} S(0, d) d>0
$$

Proof. In view of (3.12), the proof above implies that $\liminf _{d \rightarrow \infty} S(0, d) d>0$ which is equivalent to saying that there exists a constant $\alpha=\alpha(\varepsilon)>0$, such that for $d$ large, $S(0, d) \geq \alpha d^{-1}$. In other words, if $S(0, d)$ tends to zero, then it goes to zero more slowly than $\frac{1}{d}$.

LEMMA 3.1. If $\liminf _{d \rightarrow \infty} c=\frac{v}{R_{f}}$ and $\theta \in\left(0, \theta_{0}^{*}\right)$, then the derivative $A^{\prime}(d)$ satisfies

$$
\begin{aligned}
\limsup _{d \rightarrow \infty}\left|A^{\prime}(d)\right| & \leq \frac{\theta}{D} \limsup _{d \rightarrow \infty} \sqrt{(v-c)^{2}+\frac{4 \gamma D S(0, d) M_{0}}{\left(1+S^{+}\right)\left(1+A_{-}\right)}} \\
& \leq \frac{\theta}{D} \sqrt{\left(v-\frac{v}{R_{f}}\right)^{2}+\frac{4 \gamma D M_{0}}{1+A_{-}}}
\end{aligned}
$$

Proof. First, notice that $\forall \xi \in[0, d]$, we have $\gamma R_{s} \geq \eta_{1}(d) A$, where

$$
\begin{equation*}
\eta_{1}(d)=\frac{\gamma S(0, d) M_{0}}{\left(1+S^{+}\right)\left(1+A_{-}\right)\left(1+\varepsilon M_{\max }\right)} \geq O\left(d^{-1}\right) \tag{3.14}
\end{equation*}
$$

and the lower bound is given by Corollary 3.1. Now, define $\bar{A}(\xi)$ to solve

$$
\left\{\begin{array}{l}
D \bar{A}^{\prime \prime}+(c-v) \bar{A}^{\prime}-\eta_{1}(d) \bar{A}=0, \quad \xi \in[0, d]  \tag{3.15}\\
\bar{A}(0)=\theta, \quad \bar{A}(d)=0
\end{array}\right.
$$

Solving (3.15),

$$
\begin{equation*}
\bar{A}(\xi)=\theta e^{r_{2} \xi} \frac{e^{\left(r_{1}-r_{2}\right) d}-e^{\left(r_{1}-r_{2}\right) \xi}}{e^{\left(r_{1}-r_{2}\right) d}-1}, r_{1,2}=\frac{v-c \pm \sqrt{(v-c)^{2}+4 \eta_{1}(d) D}}{2 D} \tag{3.16}
\end{equation*}
$$

By the assumptions, Corollary 3.1, and (3.14), we see that $-\left(r_{2}-r_{1}\right) d \rightarrow+\infty$, so $e^{\left(r_{2}-r_{1}\right) d} \rightarrow 0$ and $e^{r_{2} d} \leq 1$. Therefore, by Proposition 3.1,

$$
\begin{equation*}
\lim _{d \rightarrow \infty}\left|A^{\prime}(d)\right| \leq \lim _{d \rightarrow \infty}\left|\bar{A}^{\prime}(d)\right| \leq \frac{\theta}{D} \sqrt{\left(v-\frac{v}{R_{f}}\right)^{2}+\frac{4 D M_{0} \gamma}{1+A_{-}}} \tag{3.17}
\end{equation*}
$$

The proof is complete. $\quad \square$
Note that if $\liminf _{d \rightarrow \infty} \eta_{1}(d)>0, \lim _{d \rightarrow \infty} e^{r_{2} d}=0$. Then, $\lim _{d \rightarrow \infty} A^{\prime}(d)=0$. However, we need more results to deduce that $\eta_{1}(d)$, or rather $S(0, d)$, does not converge to zero as $d \rightarrow \infty$.

Proposition 3.2. If $\theta \in\left(0, \theta_{0}^{*}\right)$, then $\lim _{d \rightarrow \infty} S^{\prime}(-d)=\lim _{d \rightarrow \infty} A^{\prime}(-d)=0$.
Proof. Step 1. $\lim _{d \rightarrow \infty}\left|S^{\prime}(-d)\right|=0$. To prove this, we find an upper solution to $S$ and use a resulting inequality to bound $\lim _{d \rightarrow \infty}\left|S^{\prime}(-d)\right|$ by zero on both sides. To construct an upper solution, we note that on $[-d, 0], R_{s} \geq \eta_{2} S$, where we define $\eta_{2}=\frac{M_{0} \theta}{\left(1+\varepsilon M_{\max }\right)\left(1+A_{-}\right)\left(1+S^{+}\right)}$, which is a constant, independent of $d$. Let $\bar{S}$ solve (3.8) with the right-hand side equal to $\eta_{2} \bar{S}$ and $\bar{S}(-d)=0, \bar{S}(0)=S(0, d)$ for $\xi \in[-d, 0]$. Solving for $\bar{S}$, we obtain

$$
\begin{equation*}
\bar{S}(\xi)=S(0, d) e^{\bar{r}_{1} \xi}\left(\frac{e^{\left(\bar{r}_{1}-\bar{r}_{2}\right) d}-e^{\left(\bar{r}_{2}-\bar{r}_{1}\right) \xi}}{e^{\left(\bar{r}_{1}-\bar{r}_{2}\right) d}-1}\right), \quad \xi \in[-d, 0] \tag{3.18}
\end{equation*}
$$

where

$$
\bar{r}_{1,2}=\frac{\left(v-c R_{f}\right)}{2 D} \pm \frac{\sqrt{\left(v-c R_{f}\right)^{2}+4 D \eta_{2}}}{2 D}, \quad \bar{r}_{1}>0, \bar{r}_{2}<0
$$

From (3.18), we find $\bar{S}^{\prime}(-d)=\frac{S(0, d)\left(\bar{r}_{1}-\bar{r}_{2}\right)}{e^{r_{1} d}-e^{\bar{r}_{2} d}}$. Note that if $c \nrightarrow \frac{v}{R_{f}}$ as $d \rightarrow \infty$, then by Proposition 3.1, $c>\frac{v}{R_{f}}$ for large $d$, and so $\bar{r}_{2}<-\sqrt{\eta_{2} / D}$ for large $d$. If $c \rightarrow \frac{v}{R_{f}}$, as $d \rightarrow \infty$, then $\bar{r}_{2} \rightarrow-\sqrt{\eta_{2} / D}$. In either case, $e^{\bar{r}_{2} d}$ converges to zero, and $e^{\bar{r}_{1} d}$ converges to infinity. Thus, $0 \leq \lim \sup _{d \rightarrow \infty} S^{\prime}(-d) \leq \lim \sup _{d \rightarrow \infty} \bar{S}^{\prime}(-d)=0$, and the proof of Step 1 is complete.

Step 2. $\lim _{d \rightarrow \infty} A^{\prime}(-d)=0$. We infer from (3.18) that

$$
\begin{equation*}
\bar{S}(\xi) \leq S(0, d) e^{\bar{r}_{1} \xi} \frac{e^{\left(\bar{r}_{1}-\bar{r}_{2}\right) d}}{e^{\left(\bar{r}_{1}-\bar{r}_{2}\right) d}-1} \leq 2 S^{+} e^{\bar{r}_{1} \xi} \quad \forall \xi \in[-d, 0] \tag{3.19}
\end{equation*}
$$

where $\bar{r}_{1}$ is bounded away from zero uniformly in $d \rightarrow \infty$. Using (3.19), we find an upper bound for $R_{s}$ to be $\gamma R_{s} \leq \eta_{3}(d) A \forall \xi \in[-d, 0]$, where $\eta_{3}$ is given in (3.20). We define a lower solution, $\underline{A}$, as the solution of

$$
\begin{cases}D \underline{A}^{\prime \prime}+(c-v) \underline{A}^{\prime}-\eta_{3} \underline{A}=0, & \eta_{3}(d)=\frac{2 \gamma S^{+} M_{\max } e^{-\bar{r}_{1} \frac{d}{2}}}{\left(1+\varepsilon M_{0}\right)(1+\theta)}  \tag{3.20}\\ \underline{A}(-d)=A_{-}, \quad \underline{A}\left(-\frac{d}{2}\right)=\theta \quad \forall \xi \in\left[-d,-\frac{d}{2}\right] .\end{cases}
$$

We solve (3.20) to get $\underline{A}(\xi)=c_{1} e^{r_{1} \xi}+c_{2} e^{r_{2} \xi}$, with $r_{1,2}$ given by $(2.26)$ with $F S(0, \tau)$ replaced by $\eta_{3}(d)$. Differentiating $\underline{A}(\xi)$, we find

$$
\begin{equation*}
\underline{A}^{\prime}(-d)=r_{1} A_{-}+\frac{\left(r_{1}-r_{2}\right) A_{-}+\left(r_{2}-r_{1}\right) \theta e^{-\frac{r_{1} d}{2}}}{e^{\left(r_{2}-r_{1}\right) \frac{d}{2}}-1} \tag{3.21}
\end{equation*}
$$

Suppose that $c \rightarrow v$ along a subsequence $\left\{d_{j}\right\} \rightarrow \infty$; then $r_{1} \rightarrow 0$ and $r_{2} \rightarrow 0$. If, in addition $\left(r_{2}-r_{1}\right) d_{j} \rightarrow 0$, then $e^{\frac{\left(r_{2}-r_{1}\right) d_{j}}{2}}-1 \sim\left(r_{2}-r_{1}\right) \frac{d_{j}}{2}+O\left(\left(r_{2}-r_{1}\right)^{2} d_{j}^{2}\right)$, and $\underline{A}^{\prime}\left(-d_{j}\right) \rightarrow 0$. If $\lim \inf _{j \rightarrow \infty}\left(r_{2}-r_{1}\right) d_{j}>0$, then the second term in (3.21) with $d=d_{j}$ goes to zero because its numerator converges to zero while its denominator does not. The first term clearly converges to zero. Hence, $\underline{A}^{\prime}\left(-d_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$.

Suppose now that $c \rightarrow c^{*}<v$ along a subsequence $d_{j} \rightarrow \infty$; then $r_{1} \rightarrow \frac{\left|c^{*}-v\right|}{D}$ and $r_{2} \rightarrow 0$ and also, $\left|r_{2}-r_{1}\right| \rightarrow \beta>0$, for a finite number $\beta$. Passing to the $d_{j} \rightarrow \infty$ limit in (3.21), we arrive at $\lim _{j \rightarrow \infty} \underline{A}^{\prime}\left(-d_{j}\right)=0$. It follows that we always have $\lim _{d \rightarrow \infty} A^{\prime}(-d)=0$. The proof is complete.

Lemma 3.2. Let $\theta \in\left(0, \theta_{0}^{*}\right)$. There exists a positive constant $K_{1}$ depending only on $D, v, R_{f}, \gamma, M_{\max }$ such that $\lim \sup _{d \rightarrow \infty} S^{\prime}(d) \leq K_{1} S^{+} \max (\theta, \sqrt{\theta})$.

Proof. In this proof, we construct a lower solution to $S$ on half the finite domain to find an inequality for $S^{\prime}$. To find the upper bound, we bound all the terms as $d \rightarrow \infty$. First, note that $A(\xi) \leq \theta \forall \xi \in[0, d]$. Next, define the subsolution $\underline{S}$ as

$$
\left\{\begin{array}{l}
D \underline{S}^{\prime \prime}+\left(c R_{f}-v\right) \underline{S}^{\prime}-\eta_{4} \underline{S}=0, \quad \xi \in[0, d]  \tag{3.22}\\
\underline{S}(0)=S(0, d), \quad \underline{S}(d)=S^{+}
\end{array}\right.
$$

where $\eta_{4}=\theta K$ and $K \equiv \gamma M_{\max }$ since $\gamma R_{s} \leq \gamma \theta M_{\max } S$. Note that $\eta_{4}$ is a positive constant independent of $d$. The solution of (3.22) is $\underline{S}=c_{1} e^{r_{1} \xi}+c_{2} e^{r_{2} \xi}$, where $r_{1,2}=$ $\bar{r}_{1,2}$ from Proposition 2.2 with $\eta_{2}$ replaced by $\eta_{4}$. Solving (3.22) and differentiating, it follows that

$$
\begin{equation*}
\underline{S}^{\prime}(d)=\frac{\left(r_{1}-r_{2}\right) S(0, d) e^{r_{2} d}-r_{1} S^{+}+r_{2} e^{\left(r_{2}-r_{1}\right) d} S^{+}}{e^{\left(r_{2}-r_{1}\right) d}-1} \tag{3.23}
\end{equation*}
$$

where $r_{2}$ is rewritten as

$$
\begin{equation*}
r_{2}=\frac{-4 D \eta_{4}}{2 D \cdot\left(v-c R_{f}+\sqrt{\left(v-c R_{f}\right)^{2}+4 D \eta_{4}}\right)} \tag{3.24}
\end{equation*}
$$

and $r_{2}-r_{1}=-\frac{1}{D} \sqrt{\left(v-c R_{f}\right)^{2}+4 D \eta_{4}} \leq-\frac{1}{D} 2 \sqrt{D \theta K}$. Thus, $e^{\left(r_{2}-r_{1}\right) d} \rightarrow 0$ as $d \rightarrow \infty$. To find an upper bound on $S^{\prime}(d)$, we must bound $r_{1}$ and $r_{2}$. If $v-c R_{f} \leq 0$, then $\left|r_{2}\right| \geq \sqrt{\frac{\eta_{4}}{D}}=\sqrt{\frac{\theta K}{D}}$. If $v-c R_{f}>0$, by Proposition 3.1, we see that $v-c R_{f} \leq$ $O\left(d^{-1} \ln d\right)$. Hence, we find a lower bound for $r_{2}$ in the limit $d \rightarrow \infty$ as

$$
\left|r_{2}\right| \geq \frac{2 \eta_{4}}{O\left(d^{-1} \ln d\right)+\sqrt{\left(O\left(d^{-1} \ln d\right)\right)^{2}+4 D \eta_{4}}} \rightarrow \sqrt{\frac{\eta_{4}}{D}}
$$

and so $\lim \sup _{d \rightarrow \infty} r_{2} \leq-\sqrt{D^{-1} \eta_{4}}=-\sqrt{D^{-1} \theta K}$. Now, we see that $\lim _{d \rightarrow \infty} e^{r_{2} d} \leq$ $\lim _{d \rightarrow \infty} e^{-\sqrt{D^{-1} \theta K} d}=0$. We consider the same cases in order to bound $r_{1}$. If $v-$ $c R_{f} \leq 0$, then

$$
\begin{equation*}
r_{1} \leq \frac{2 \eta_{4}}{\left(\left(v+O\left(\frac{1}{d}\right)\right) R_{f}-v\right)+\sqrt{\left(\left(v+O\left(\frac{1}{d}\right)\right) R_{f}-v\right)^{2}+4 D \eta_{4}}} \tag{3.25}
\end{equation*}
$$

by Proposition 3.1. Therefore,

$$
\begin{equation*}
\limsup _{d \rightarrow \infty} r_{1} \leq \frac{2 \eta_{4}}{v\left(R_{f}-1\right)+\sqrt{v^{2}\left(R_{f}-1\right)^{2}+4 D \eta_{4}}} \tag{3.26}
\end{equation*}
$$

If $v-c R_{f}>0$, then by Proposition 3.1 again $v-c R_{f} \leq O\left(d^{-1} \ln d\right)$ for large $d$, and so

$$
r_{1} \leq \frac{O\left(d^{-1} \ln d\right)+\sqrt{O\left(d^{-2}(\ln d)^{2}\right)+4 D \eta_{4}}}{2 D}
$$

and finally,

$$
\begin{equation*}
\limsup _{d \rightarrow \infty} r_{1} \leq \sqrt{\frac{\theta K}{D}} \tag{3.27}
\end{equation*}
$$

In any case, we have the following:

$$
\begin{equation*}
\limsup _{d \rightarrow \infty} r_{1} \leq 2 K_{1}\left(D, \gamma, v, R_{f}, M_{\max }\right) \max (\theta, \sqrt{\theta})=K_{1} \max (\theta, \sqrt{\theta}) \tag{3.28}
\end{equation*}
$$

Combining (3.23) and (3.28), we obtain the result

$$
\begin{equation*}
\limsup _{d \rightarrow \infty} S^{\prime}(d) \leq S^{+} \limsup _{d \rightarrow \infty} r_{1}=K_{1} S^{+} \max (\theta, \sqrt{\theta}) \tag{3.29}
\end{equation*}
$$

and the proof is complete.
Lemma 3.3. There exist two positive constants $\delta_{1}$ and $\delta_{2}$ independent of $d$, and a positive number $\theta_{0}^{* *}$ depending only on $\delta_{1}$ and $\delta_{2}, \theta_{0}^{* *} \in\left(0, \theta_{0}^{*}\right)$. If $\theta_{0} \in\left(0, \theta_{0}^{* *}\right)$, then

$$
\begin{equation*}
\frac{v}{R_{f}}+\delta_{1} \leq \liminf _{d \rightarrow \infty} c \leq \limsup _{d \rightarrow \infty} c \leq v-\delta_{2} . \tag{3.30}
\end{equation*}
$$

Proof. Combining the equations for $S$ and $A$ in (3.1)-(3.2) and integrating from $-d$ to $d$, we obtain

$$
\gamma\left(D S^{\prime}(d)+\left(c R_{f}-v\right) S^{+}-D S^{\prime}(-d)\right)=D A^{\prime}(d)-D A^{\prime}(-d)-(c-v) A_{-}
$$

We solve for $c$ to get

$$
\begin{equation*}
c=\frac{D\left(A^{\prime}(d)-A^{\prime}(-d)\right)+\gamma D\left(S^{\prime}(-d)-S^{\prime}(d)\right)+v A_{-}+v \gamma S^{+}}{\gamma R_{f} S^{+}+A_{-}} \tag{3.31}
\end{equation*}
$$

Using Proposition 2.1, we derive the inequality

$$
\frac{D A^{\prime}(d)-\gamma D S^{\prime}(d)+v A_{-}+v \gamma S^{+}}{\gamma R_{f} S^{+}+A_{-}} \leq c \leq \frac{-D A^{\prime}(-d)+\gamma D S^{\prime}(-d)+v A_{-}+v \gamma S^{+}}{\gamma R_{f} S^{+}+A_{-}}
$$

Taking $d \rightarrow \infty$ and using Proposition 3.2, $\lim \sup _{d \rightarrow \infty} c<v$. If $\lim \inf _{d \rightarrow \infty} c>\frac{v}{R_{f}}$, then the proof is done if we define $\delta_{i}, i=1,2$, to be the difference between $c$ and $\frac{v}{R}$ and $v$, respectively. On the other hand, if $\lim _{\inf }^{d \rightarrow \infty} c=\frac{v}{R_{f}}$, then by Lemmas 3.1 and 3.2 , we have

$$
\begin{align*}
& \liminf _{d \rightarrow \infty} c  \tag{3.32}\\
& \geq \frac{-\theta \sqrt{v^{2}\left(1-R_{f}^{-1}\right)^{2}+\frac{4 \gamma D M_{0}}{1+A_{-}}}-\gamma D K_{1} S^{+} \max \left(\theta, \theta^{\frac{1}{2}}\right)+v A_{-}+v \gamma S^{+}}{\gamma R_{f} S^{+}+A_{-}}
\end{align*}
$$

Now, set $\delta_{2}=\left(\gamma S^{+}\left(R_{f}-1\right) v\right) /\left(\gamma S^{+} R_{f}+A_{-}\right)>0$, and

$$
\delta_{1}=\frac{v\left(1-\frac{1}{R_{f}}\right)\left(A_{-}+S^{+} \gamma\right)-\theta \sqrt{v^{2}\left(1-R_{f}^{-1}\right)^{2}+\frac{4 \gamma D M_{0}}{1+A_{-}}}-\gamma D K_{1} S^{+} \max \left(\theta, \theta^{\frac{1}{2}}\right)}{\gamma S^{+} R_{f}+A_{-}}
$$

Here $\delta_{1}$ is the difference between the lower bound in (3.32) and $\frac{v}{R_{f}}$. There exists a $\theta_{0}^{* *} \in\left(0, \theta_{0}^{*}\right)$ such that if $\theta_{0} \in\left(0, \theta_{0}^{* *}\right), \delta_{1}>0$. We end the proof.

Lemma 3.4. There exists a positive constant, $\theta_{0}^{* * *}$, depending on $\delta_{1}, \delta_{2}$ and less than $\theta_{0}^{* *}$ such that if $\theta_{0} \leq \theta_{0}^{* * *}$, $\lim \inf _{d \rightarrow \infty} S(0, d)>0$.

Proof. Suppose $S\left(0, d_{j}\right) \rightarrow 0$ along a sequence $\left\{d_{j}\right\} \rightarrow \infty$; then $S(\xi) \rightarrow 0$, uniformly in $\xi \in\left[-d_{j}, 0\right]$. Proposition 3.1 says that $c_{j}=c\left(d_{j}\right)$ is uniformly bounded in $d_{j} ;(2.10)-(2.12)$ then imply that $(S, A, M)\left(\xi, d_{j}\right)$ is compact in $\left(C_{l o c}^{1}(R)\right)^{3}$. Up to a subsequence, we have $(S, A, M)\left(\xi, d_{j}\right) \rightarrow(\tilde{S}, \tilde{A}, \tilde{M})(\xi)$ as $j \rightarrow \infty, \tilde{S}^{\prime} \geq 0, \tilde{A}^{\prime} \leq$ $0, \tilde{A}(0)=\theta, \tilde{S}(\xi) \equiv 0$ if $\xi \leq 0$. By uniqueness of solutions to ordinary differential equations, we deduce from $(\overline{2} .10)$ that $\tilde{S} \equiv 0$ on $R^{1}$. Thus, $\tilde{A}$ is a bounded solution to the problem

$$
\left\{\begin{array}{l}
D \tilde{A}_{\xi \xi}+\left(c^{*}-v\right) \tilde{A}_{\xi}=0, \quad \xi \in R^{1}  \tag{3.33}\\
\tilde{A}(0)=\theta
\end{array}\right.
$$

As a consequence of Lemma 3.3, along a subsequence of $d_{j} \rightarrow \infty, c\left(d_{j}\right) \rightarrow c^{*} \in$ $\left(\frac{v}{R_{f}}+\delta_{1}, v-\delta_{2}\right)$ as $j \rightarrow \infty$, where $\delta_{i}=\delta_{i}\left(D, v, R_{f}, \gamma, \theta_{0}, M_{0}, M_{\max }, S^{+}, A_{-}\right)>0$ for $i=1,2$. The only bounded solution of (3.33) is $\tilde{A} \equiv \theta$.

Let us consider the equations for $(S, A)$ on $\left[-d_{j}, d_{j}\right]$ :

$$
\begin{align*}
& D S^{\prime \prime}+\left(c_{j} R_{f}-v\right) S^{\prime}=\frac{A}{1+A} \frac{M}{1+\varepsilon M} \frac{S}{1+S}  \tag{3.34}\\
& D A^{\prime \prime}+\left(c_{j}-v\right) A^{\prime}=\gamma \frac{A}{1+A} \frac{M}{1+\varepsilon M} \frac{S}{1+S} \tag{3.35}
\end{align*}
$$

Multiplying (3.34) by $\gamma$ and subtracting (3.35) from the resulting equation, we obtain

$$
\begin{equation*}
\gamma D S^{\prime \prime}-D A^{\prime \prime}+\gamma\left(c_{j} R_{f}-v\right) S^{\prime}-\left(c_{j}-v\right) A^{\prime}=0, \quad \xi \in\left[-d_{j}, d_{j}\right] \tag{3.36}
\end{equation*}
$$

Integrating once in $\xi$, we obtain

$$
\begin{align*}
\gamma D S^{\prime}-D A^{\prime}+\gamma\left(c_{j} R_{f}-v\right) S-\left(c_{j}-v\right) A & =\gamma D S^{\prime}\left(d_{j}\right)-D A^{\prime}\left(d_{j}\right)+\gamma\left(c_{j} R_{f}-v\right) S^{+} \\
& =Q\left(d_{j}\right)+\Gamma+o(1) \quad \forall \xi \in\left[-d_{j}, d_{j}\right] \tag{3.37}
\end{align*}
$$

where $\Gamma=\lim _{j \rightarrow \infty} \gamma\left(c_{j} R_{f}-v\right) S^{+}$, and $Q\left(d_{j}\right)=\gamma D S^{\prime}\left(d_{j}\right)-D A^{\prime}\left(d_{j}\right) \geq 0$. It follows that

$$
\gamma D\left(S^{\prime}+\frac{c_{j} R_{f}-v}{D} S\right)=D A^{\prime}+\left(c_{j}-v\right) A+\Gamma+Q\left(d_{j}\right)+o(1)
$$

and so

$$
\begin{equation*}
\gamma D\left(e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi} S\right)^{\prime}=e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi}\left[D A^{\prime}+\left(c_{j}-v\right) A+\Gamma+Q\left(d_{j}\right)+o(1)\right] \tag{3.38}
\end{equation*}
$$

Integrating (3.38) over $\left[-d_{j}, \xi\right]$ gives

$$
\begin{align*}
& \gamma D e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi} S=\int_{-d_{j}}^{\xi} e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi^{\prime}}\left[D A^{\prime}+\left(c_{j}-v\right) A+\Gamma+Q\left(d_{j}\right)+o(1)\right] d \xi^{\prime} \\
& \geq D \int_{-d_{j}}^{\xi} e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi^{\prime}} e^{\left(\frac{v-c_{j}}{D}\right) \xi^{\prime}} \cdot\left(e^{\left(\frac{c_{j}-v}{D}\right) \xi^{\prime}} A\right)^{\prime} d \xi^{\prime}+(\Gamma+o(1)) \int_{-d_{j}}^{\xi} e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi^{\prime}} d \xi^{\prime} \\
& =D e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi} A-D e^{-\left(\frac{c_{j} R_{f}-v}{D}\right) d_{j}} A_{-}-c_{j}\left(R_{f}-1\right) \int_{-d_{j}}^{\xi} e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi^{\prime}} A\left(\xi^{\prime}\right) d \xi^{\prime} \\
& \text { 3.39) } \quad+(\Gamma+o(1)) \frac{D}{c_{j} R_{f}-v} e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi}+o(1) . \tag{3.39}
\end{align*}
$$

Recall that if $S\left(0, d_{j}\right) \rightarrow 0$ as $d_{j} \rightarrow \infty$, then $A\left(\xi, d_{j}\right) \rightarrow \theta$ and $S\left(\xi, d_{j}\right) \rightarrow 0$ as $d_{j} \rightarrow \infty$, $\forall \xi$, uniformly for a compact set of $\xi$. It follows that by the dominated convergence theorem

$$
\begin{align*}
\lim _{d_{j} \rightarrow \infty} \int_{-d_{j}}^{\xi} e^{\left(\frac{c_{j} R_{f}-v}{D}\right) \xi^{\prime}} A\left(\xi^{\prime}\right) d \xi^{\prime} & =\int_{-\infty}^{\xi} e^{\left(\frac{c^{*} R_{f}-v}{D}\right) \xi^{\prime}} \theta d \xi^{\prime} \\
& =\theta \frac{D}{c^{*} R_{f}-v} e^{\left(\frac{c^{*} R_{f}-v}{D}\right) \xi} \tag{3.40}
\end{align*}
$$

so (3.39) in the limit $d_{j} \rightarrow \infty$ reads

$$
0 \geq D \theta_{0} A_{-}-c^{*} D \theta_{0} A_{-} \frac{\left(R_{f}-1\right)}{\left(c^{*} R_{f}-v\right)}+\frac{\Gamma D}{c^{*} R_{f}-v}
$$

Substituting in $\Gamma=\gamma\left(c^{*} R_{f}-v\right) S^{+}$, we get $0 \geq \gamma S^{+} D+D \theta_{0} A_{-}\left[1-\frac{c^{*}\left(R_{f}-1\right)}{c^{*} R_{f}-v}\right]$, and finally

$$
\begin{equation*}
0 \geq S^{+}+\gamma^{-1} \theta_{0} A_{-}\left(\frac{c^{*}-v}{c^{*} R_{f}-v}\right) \geq S^{+}-\gamma^{-1} \theta_{0} A_{-} \frac{\delta_{2}}{R_{f} \delta_{1}} \tag{3.41}
\end{equation*}
$$

There exists $\theta_{0}^{* * *} \in\left(0, \theta_{0}^{* *}\right)$ depending on $\delta_{1}$ and $\delta_{2}$ such that the right-hand side of (3.41) is strictly positive. This implies a contradiction. Therefore, $S(0, d)$ does not tend to zero as $d \rightarrow \infty$.

Proposition 3.3. If $\theta \in\left(0, \theta_{0}^{* * *}\right)$, then $\lim _{d \rightarrow \infty} A^{\prime}(d)=\lim _{d \rightarrow \infty} S^{\prime}(d)=0$.
Proof. Let us follow the proof of Lemma 3.1 until the derivative of $\bar{A}$ at $\xi=d$ is found to be

$$
\begin{equation*}
\bar{A}^{\prime}(d)=\frac{\theta e^{r_{2} d}\left(r_{2}-r_{1}\right)}{1-e^{\left(r_{2}-r_{1}\right) d}}, \tag{3.42}
\end{equation*}
$$

where $\left|r_{2}-r_{1}\right|$ is bounded. Now by Lemma 3.4, we can improve (3.14) so that $\liminf _{d \rightarrow \infty} \eta_{1}(d)>0$. Hence, $v-c$ is bounded strictly away from zero as $d \rightarrow \infty$ by Lemma 3.3, and so $\lim _{d \rightarrow \infty} e^{r_{2} d}=0$ and $\lim _{d \rightarrow \infty} A^{\prime}(d)=0$.

For the second part of the proposition, we consider $S(\xi, d)$ over $\left[\frac{d}{2}, d\right]$. First, by (3.16),

$$
A(\xi) \leq \theta e^{\bar{r}_{2} \frac{d}{2}} \quad \forall \xi \in\left[\frac{d}{2}, d\right], \quad \bar{r}_{2}=\frac{v-c-\sqrt{(v-c)^{2}+4 \eta_{1}(d) D}}{2 D},
$$

and $\lim \sup _{d \rightarrow \infty} \bar{r}_{2}<0$. Hence, $A(\xi, d)$ goes to zero exponentially fast in $d$.
Let $\eta_{5}(d)=M_{\max } \theta e^{\bar{r}_{2} \frac{d}{2}}$, so that $R_{s} \leq \eta_{5} S$. Define a subsolution $\underline{S}$ on $\left[\frac{d}{2}, d\right]$ as in (3.22) with $\eta_{2}$ replaced by $\eta_{5}$ and $\underline{S}\left(\frac{d}{2}\right)=S(0, d), \underline{S}(d)=S^{+}$. Solving for $\underline{S}$, taking the derivative, and evaluating it at $\xi=d$, we get

$$
\begin{equation*}
\underline{S}^{\prime}(d)=\frac{\left(r_{1}-r_{2}\right) S(0, d) e^{\frac{r_{2} d}{2}}-r_{1} S^{+}+r_{2} S^{+} e^{\left(r_{2}-r_{1}\right) \frac{d}{2}}}{e^{\left(r_{2}-r_{1}\right) \frac{d}{2}}-1} \geq S^{\prime}(d) \geq 0 . \tag{3.43}
\end{equation*}
$$

Since $c$ is bounded away from $\frac{v}{R_{f}}$ uniformly in $d$,

$$
\lim _{d \rightarrow \infty} e^{\left(r_{2}-r_{1}\right) \frac{d}{2}}=0, \lim _{d \rightarrow \infty} e^{r_{2} \frac{d}{2}}=0, \text { and } \lim _{d \rightarrow \infty} \eta_{5}(d)=0 \text {. }
$$

In addition, $\lim _{d \rightarrow \infty} r_{1}=0$, and we deduce immediately that $\lim _{d \rightarrow \infty} S^{\prime}(d)=0$. The proof is complete.

Proposition 3.4.

$$
\begin{equation*}
\lim _{d \rightarrow \infty} c(d)=v \frac{\left(A_{-}+\gamma s^{+}\right)}{\left(A_{-}+\gamma R_{f} S^{+}\right)}=c . \tag{3.44}
\end{equation*}
$$

Proof. The limit follows from (3.31) in the proof of Lemma 3.3 and Propositions 3.2 and 3.3.

Corollary 3.2. There exist positive constants $\beta_{1}$ and $\beta_{2}$ independent of $d$ such that

$$
\begin{align*}
& A(\xi, d) \leq \theta e^{-\beta_{1} \xi}, \quad \beta_{1}>0, \quad \forall \xi \in[0, d],  \tag{3.45}\\
& S(\xi, d) \leq 2 S^{+} e^{\beta_{2} \xi}, \quad \beta_{2}>0, \quad \forall \xi \in[-d, 0] . \tag{3.46}
\end{align*}
$$

Proof. To prove (3.45), we consider (3.16) from Lemma 3.1, defined on $[0, d]$. It is clear that $A(\xi, d) \leq \theta e^{r_{2} \xi}, \forall \xi \in[0, d]$. Note that $\lim \sup _{d \rightarrow \infty} r_{2}<0$. Letting $0<\beta_{1} \leq-\lim \sup _{d \rightarrow \infty} r_{2}$ with $\beta_{1}$ bounded away from zero uniformly in $d$, we have shown (3.45). To prove (3.46), we use (3.19): $S(\xi, d) \leq 2 S^{+} e^{\bar{r}_{1} \xi}, \forall \xi \in[-d, 0]$. We see that $\lim \inf _{d \rightarrow \infty} \bar{r}_{1}>0$. Choosing $0<\beta_{2} \leq \lim \inf _{d \rightarrow \infty} \bar{r}_{1}$, we have shown (3.46).
4. Solutions of a regularized system on the real line. For a fixed $\varepsilon>0$, we are interested in taking the limit $d \rightarrow \infty$. The $\varepsilon$ dependence of solutions will not be specified until the next section. By Propositions 3.1-3.3, we know that the $d$ dependent solutions denoted by $\left(S_{d}, A_{d}, M_{d}\right)$ are compact in $\left(C_{l o c}^{1}(R)\right)^{3}$. So up to a subsequence in $d,\left(S_{d}, A_{d}, M_{d}\right) \rightarrow(S, A, M)$ uniformly on any compact set of $\xi$ and the limiting system is

$$
\begin{align*}
& D S_{\xi \xi}+\left(R_{f} c-v\right) S_{\xi}=R_{s}  \tag{4.1}\\
& D A_{\xi \xi}+(c-v) A_{\xi}=\gamma R_{s}  \tag{4.2}\\
& \varepsilon M_{\xi \xi}+c M_{\xi}=-Y R_{s}+b\left(M-M_{0}\right) \tag{4.3}
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
A(0)=\theta_{0} A_{-}, \quad \theta_{0} \in\left(0, \theta_{0}^{* * *}\right), \quad S(0)=S(0, \varepsilon)>0 \tag{4.4}
\end{equation*}
$$

Moreover, we have the following bounds:

$$
\begin{gather*}
0 \leq S(\xi) \leq S^{+}, \quad 0 \leq A(\xi) \leq A_{-}, \quad M_{0} \leq M(\xi) \leq M_{\max }  \tag{4.5}\\
A^{\prime}(\xi) \leq 0, \quad S^{\prime}(\xi) \geq 0 \tag{4.6}
\end{gather*}
$$

Note that (4.4) is due to Lemma 3.4.
Corollary 3.2 holds for the limiting functions $A$ and $S$. In particular,

$$
\lim _{\xi \rightarrow+\infty} A(\xi)=0, \quad \lim _{\xi \rightarrow-\infty} S(\xi)=0
$$

Monotonicity of $A$ and $S$ in (4.6) implies that

$$
\begin{array}{ll}
\lim _{\xi \rightarrow-\infty} A(\xi)=\tilde{A}_{-} & \text {for } \tilde{A}_{-} \in\left(0, A_{-}\right] \\
\lim _{\xi \rightarrow+\infty} S(\xi)=\tilde{S}^{+} & \text {for } \tilde{S}^{+} \in\left(0, S^{+}\right] \tag{4.8}
\end{array}
$$

Lemma 4.1. For $\varepsilon \in(0,1), \lim _{\xi \rightarrow \pm \infty} M(\xi)=M_{0}$.
Proof. Let $m=M-M_{0}$; then $m \geq 0$ and $m \not \equiv 0$ (if $m \equiv 0$ by (4.3) $A S \equiv 0$ which contradicts (4.4) at $\xi=0$ ). Therefore, there exists a $\xi_{1}$ such that $\left(M-M_{0}\right)\left(\xi_{1}\right)=$ $m\left(\xi_{1}\right)>0$. On $\left[\xi_{1}, \infty\right)$ by inequalities (4.5) and Corollary 3.2,

$$
\frac{Y S A M}{(1+S)(1+A)(1+\varepsilon M)} \leq y_{0} Y M_{\max } \theta e^{-\beta_{1} \xi}
$$

where $y_{0}>1$ is to be chosen and

$$
\beta_{1} \leq \frac{c-v+\sqrt{(v-c)^{2}+4 \eta_{1}(d) D}}{2 D}, \quad \eta_{1}(d)>0
$$

Define $\bar{m}$ as a solution of $\varepsilon \bar{m}_{\xi \xi}+c \bar{m}_{\xi}-b \bar{m}=-y_{0} Y M_{\max } \theta e^{-\beta_{1} \xi}$ with $\bar{m}\left(\xi_{1}\right) \geq$ $m\left(\xi_{1}\right)>0$, for $\xi \in\left[\xi_{1}, \infty\right)$. Solving for a positive solution $\bar{m}$, we obtain

$$
\begin{equation*}
\bar{m}=-y_{0} \frac{Y M_{\max } \theta}{\left(\varepsilon \beta_{1}^{2}-c \beta_{1}-b\right)} e^{-\beta_{1} \xi} \tag{4.9}
\end{equation*}
$$

where $\beta_{1}>0, \varepsilon \beta_{1}^{2}-c \beta_{1}-b<0$ for $\varepsilon \in(0,1)$ and $\beta_{1}<\sqrt{b}$. So indeed $\bar{m}>0$. We choose $y_{0}$ such that $\bar{m}\left(\xi_{1}\right) \geq m\left(\xi_{1}\right)$. By the maximum principle, $m(\xi) \leq \bar{m}(\xi)$. Since $\lim _{\xi \rightarrow+\infty} \bar{m}(\xi)=0$, we find that $\lim _{\xi \rightarrow+\infty} m(\xi)=0$ and $\lim _{\xi \rightarrow+\infty} M(\xi)=M_{0}$. A similar argument shows that $\lim _{\xi \rightarrow+\infty} M(\xi)=M_{0}$.

Lemma 4.2. Consider $M_{d}$ for $\xi \in[-d, d]$. Then $\lim _{d \rightarrow \infty} M_{d}^{\prime}( \pm d)=0$.
Proof. This proof is similar to the proof of Lemma 4.1. We define $m_{d}=M_{d}-M_{0}$ on $[-d, d]$ and then construct an upper solution to $m_{d}$ which solves

$$
\left\{\begin{array}{l}
\varepsilon \bar{m}_{d, \xi \xi}+c \bar{m}_{d, \xi}-b \bar{m}_{d}=-Y M_{\max } \theta e^{-\beta_{1} \xi},  \tag{4.10}\\
\bar{m}_{d}(0)=m_{d}(0), \quad \bar{m}_{d}(d)=0, \quad \xi \in[0, d]
\end{array}\right.
$$

where $c=c(d)$. We solve for $\bar{m}_{d}$ and find the derivative at $\xi=d$. Taking the limit as $d \rightarrow \infty$, we show that $\lim _{d \rightarrow+\infty} \overline{m^{\prime}}{ }_{d}(d)=0$. It follows that $\lim _{d \rightarrow+\infty}\left|m_{d}^{\prime}(d)\right|=$ $\lim _{d \rightarrow+\infty}\left|\left(M_{d}-M_{0}\right)^{\prime}(d)\right|=\lim _{d \rightarrow+\infty}\left|M_{d}^{\prime}(d)\right|=0$. A similar argument shows that $\lim _{d \rightarrow+\infty} M_{d}^{\prime}(-d)=0$.

Lemma 4.3. There exists four constants $k_{1}, k_{2}, k_{3}$, and $k_{4}$ depending on $Y$, $M_{\max }, \theta, \varepsilon, b, c, R, v$, and $D$ such that

$$
\begin{align*}
& \left(M-M_{0}\right)(\xi) \leq k_{1} e^{-\sigma_{1} \xi}+k_{2} e^{-\sigma_{2} \xi}, \quad \sigma_{1}>0, \sigma_{2}>0, \xi \geq 0  \tag{4.11}\\
& \left(M-M_{0}\right)(\xi) \leq k_{3} e^{\sigma_{3} \xi}+k_{4} e^{\sigma_{4} \xi}, \quad \sigma_{3}>0, \sigma_{4}>0, \xi \leq 0 \tag{4.12}
\end{align*}
$$

where $\sigma_{i}$ is a constant for $i=1,2,3,4$.
Proof. The proof of (4.11) relies on bounding the upper solution $\bar{m}_{d}$ found in Lemma 4.2. The proof of (4.12) is similar.

Theorem 4.1. For $\varepsilon \in(0,1), \exists$ a smooth solution $(S, A, M, c)$ solving the system (4.1)-(4.3) and the boundary conditions (4.4)-(4.6). Moreover, $M_{0}<M \leq M_{\max }$ and $\lim _{\xi \rightarrow \pm \infty} M(\xi)=M_{0}$.

Proof. We have shown that there exist solutions on the real line and that $M$ reaches its limits at the spatial infinities. Now, we only need to show that the boundary conditions on $S, A$ hold in the limit $d \rightarrow \infty$; i.e., we want to show that $A_{-}=\tilde{A}_{-}$ and $S^{+}=\tilde{S}^{+}$. To that end, we multiply $\gamma$ to (2.4), subtract (2.5), and integrate over $[-d, d]$. Taking the limit $d \rightarrow \infty$, using Propositions 3.2 and 3.3 and (4.7)-(4.8), we solve for $c$ :

$$
\begin{equation*}
c=v \frac{\left(\tilde{A}_{-}+\gamma \tilde{S}^{+}\right)}{\left(\tilde{A}_{-}+\gamma \tilde{S}^{+} R_{f}\right)} \tag{4.13}
\end{equation*}
$$

Proposition 3.4 says that $c=v \frac{\left(A_{-}+\gamma S^{+}\right)}{\left(A_{-}+\gamma S^{+} R_{f}\right)}$. Therefore, it is clear that $\frac{\tilde{S}^{+}}{S^{+}}=\frac{\tilde{A}_{-}}{A_{-}}$.
Multiplying (2.4) by $Y$, adding it to (2.6), and integrating over $[-d, d]$,
$Y D\left[S_{d}^{\prime}(d)-S_{d}^{\prime}(-d)\right]+Y\left(c_{d} R-v\right) S^{+}+\varepsilon\left[M_{d}^{\prime}(d)-M_{d}^{\prime}(-d)\right]=b \int_{-d}^{d}\left(M_{d}-M_{0}\right)(\xi) d \xi$.
By Propositions 3.2 and 3.3 and Lemmas 4.1 and 4.2, in the limit $d \rightarrow \infty$,

$$
\begin{equation*}
Y\left(c R_{f}-v\right) S^{+}=b \lim _{d \rightarrow \infty} \int_{-d}^{d}\left(M_{d}-M_{0}\right)(\xi) d \xi=b \int_{-\infty}^{\infty}\left(M-M_{0}\right)(\xi) d \xi \tag{4.14}
\end{equation*}
$$

Multiplying (4.1) by $Y$, adding it to (4.3), integrating the resulting equation from $\xi=-\infty$ to $\xi=+\infty$, and using boundary conditions as well as the decay of the limiting functions at infinities, we end up with

$$
\begin{equation*}
Y\left(c R_{f}-v\right) \tilde{S}^{+}=b \int_{-\infty}^{\infty}\left(M-M_{0}\right)(\xi) d \xi \tag{4.15}
\end{equation*}
$$

Combining (4.14)-(4.15), we find that $S^{+}=\tilde{S}^{+}$, and similarly $A_{-}=\tilde{A}_{-}$. Thus, we have a solution $(S, A, M)$ for the system (4.1)-(4.3) satisfying $S(\infty)=S^{+}, S(-\infty)=$ $0, A(\infty)=0$, and $A(-\infty)=A_{-}$. The fact that $M(\xi)>M_{0}$ follows from the maximum principle. The proof is complete.
5. Traveling waves on the real line. Through results of the last section, we have established the existence of the regularized solutions denoted by ( $S_{\varepsilon}, A_{\varepsilon}, M_{\varepsilon}, c_{\varepsilon}$ ) over the real line. We show that they converge to the desired traveling wave solutions as $\varepsilon \rightarrow 0$. We have found $c_{\varepsilon}=c$ independent of $\varepsilon$. However, we improve the previous bounds on $S_{\varepsilon}, A_{\varepsilon}, M_{\varepsilon}$ and their derivatives so that they are independent of $\varepsilon$. Moreover, we show that the boundary conditions are valid for limiting functions $(S, A, M)$ as $\xi \rightarrow \infty$. The first step is to establish an upper bound on $M_{\varepsilon}$ independent of $\varepsilon$.

Lemma 5.1. For $M_{\varepsilon}$ of the system (4.1)-(4.3), $M_{\varepsilon}$ satisfies

$$
\begin{equation*}
M_{0}<M_{\varepsilon} \leq M_{0}+Y\left(R_{f}-\frac{v}{c}\right) S^{+} \quad \forall \xi \in R^{1} \tag{5.1}
\end{equation*}
$$

Proof. As mentioned, $\lim _{\varepsilon \rightarrow 0} M_{\varepsilon}=M \not \equiv M_{0}$. By Proposition 2.1 and Theorem 4.1, we have that $M_{0}<M_{\varepsilon}$. Therefore, $\exists \xi_{1} \in(-\infty, \infty)$ such that $M_{\varepsilon}\left(\xi_{1}\right)=$ $\sup _{\xi \in R^{1}} M_{\varepsilon}(\xi)=\bar{M}_{\varepsilon}>M_{0}$. Multiplying $Y$ by (4.1), adding it to (4.3), and integrating from $\xi_{1}$ to $\infty$, we obtain

$$
-Y D S_{\varepsilon}^{\prime}\left(\xi_{1}\right)+Y\left(c R_{f}-v\right)\left(S^{+}-S_{\varepsilon}\left(\xi_{1}\right)\right)+c\left(M_{0}-\bar{M}_{\varepsilon}\right)=b \int_{\xi_{1}}^{\infty}\left(M_{\varepsilon}-M_{0}\right)(\xi) d \xi
$$

Note that $M_{\varepsilon}^{\prime}\left(\xi_{1}\right)=0$ and $\int_{\xi_{1}}^{+\infty}\left(M_{\varepsilon}-M_{0}\right) d \xi \geq 0$. Solving for $\bar{M}_{\varepsilon}$,

$$
\begin{equation*}
\bar{M}_{\varepsilon} \leq M_{0}+Y\left(R_{f}-\frac{v}{c}\right) S^{+} \tag{5.2}
\end{equation*}
$$

It is clear that $M_{0}<M_{\varepsilon}(\xi) \leq \bar{M}_{\varepsilon} \leq M_{0}+Y\left(R_{f}-v / c\right) S^{+}$. Substituting in the expression for $c$ in Proposition 3.4, we obtain the bound given in the main theorem. The proof of the lemma is complete. $\quad \square$

Proof of the main theorem. First by Lemma 5.1, $\left(S_{\varepsilon}, A_{\varepsilon}, M_{\varepsilon}\right) \rightarrow(S, A, M)$ in $C_{l o c}^{1}$. We want to show that $S$ decays to zero as $\xi \rightarrow-\infty$ (as we showed previously in Corollary 3.2). We see that the upper bound for $S_{\varepsilon}$ on $\xi \leq 0$ depends on $r_{2}$ which in turn depends on $\eta_{2}(d, \varepsilon)$. We recall from Proposition 3.2 that $\eta_{2}$ is a lower bound for $R_{s} / S_{\varepsilon}$. Therefore, we can improve this lower bound by substituting in the upper bound for $M_{\varepsilon}$ as given in Lemma 5.1. Then we have for $\varepsilon \in[0,1]$,

$$
\begin{equation*}
\eta=\frac{M_{0} \theta}{\left(1+M_{0}+Y\left(R_{f}-\frac{v}{c}\right) S^{+}\right)\left(1+S^{+}\right)\left(1+A_{-}\right)} \leq \eta_{2}^{\varepsilon} \leq \frac{R_{s}^{\varepsilon}}{S_{\varepsilon}} \tag{5.3}
\end{equation*}
$$

We establish an upper bound for $S_{\varepsilon}$ on the negative real line by following the proof of Corollary 3.2. In this way, we find a bound which is independent of $\varepsilon$ and as such, $S_{\varepsilon} \rightarrow S$ and in the limit $\xi \rightarrow-\infty$ decays to zero.

We must also establish that $\liminf _{\varepsilon \rightarrow 0} S_{\varepsilon}(0)>0$ so that the derivatives for $S, A$ tend to zero at infinity. Following the proof of Lemma 3.3, we can derive the analogous inequality

$$
\begin{equation*}
0 \geq S^{+}-\frac{\theta_{0} \delta_{2}}{\gamma \delta_{1}} \tag{5.4}
\end{equation*}
$$

Since all these constants are independent of $\varepsilon, \theta_{0}$ can be chosen small enough so that the right-hand side is positive without being dependent on $\varepsilon$. Thus the bound holds, and so $S(0)>0$.

As such, it is easy to deduce that the second part of Corollary 3.2 can be reproduced independent of $\varepsilon$. The first inequality of Corollary 3.2 follows with $\beta_{1}$ independent of $\varepsilon$. Given the results of Lemma 5.1, and because $S(0)>0$, we have that $\eta_{1}>0$ independent of $\varepsilon$. Therefore, $\lim _{\xi \rightarrow-\infty} S=0$. Similarly, as $\xi \rightarrow \infty, A$ decays to zero.

Next, we reproduce Lemma 4.1 to find the decay properties of $M$ near infinity. We begin by improving the upper bound of $R_{s}^{\varepsilon}$ in Lemma 4.1. We see that by Lemma 5.1,

$$
\begin{equation*}
R_{s}^{\varepsilon} \leq\left(M_{0}+Y\left(R_{f}-\frac{v}{c}\right) S^{+}\right) \theta e^{-\beta_{1} \xi} \tag{5.5}
\end{equation*}
$$

We construct an upper solution $\bar{m}_{\varepsilon}$ to $m_{\varepsilon}=M_{\varepsilon}-M_{0}$ on $\left[\xi_{1}, \infty\right]$ which solves

$$
\begin{align*}
& \varepsilon \bar{m}_{\varepsilon}^{\prime \prime}+c \bar{m}_{\varepsilon}^{\prime}-b \bar{m}_{\varepsilon}=-Y\left(M_{0}+Y\left(R_{f}-\frac{v}{c}\right) S^{+}\right) \theta e^{-\beta_{1} \xi} \\
& \bar{m}_{\varepsilon}\left(\xi_{1}\right) \geq m_{\varepsilon}\left(\xi_{1}\right)>0 \tag{5.6}
\end{align*}
$$

The solution to (5.6) is

$$
\begin{equation*}
\bar{m}_{\varepsilon}=-y_{1} \frac{Y\left(M_{0}+Y\left(R_{f}-\frac{v}{c}\right) S^{+}\right) \theta e^{-\beta_{1} \xi}}{\varepsilon \beta_{1}^{2}-c \beta_{1}-b} \tag{5.7}
\end{equation*}
$$

where $0<\beta_{1} \leq \frac{c-v+\sqrt{(v-c)^{2}+4 D \eta_{1}}}{2 D}$ and $y_{1}$ is a positive constant chosen so that the inequality in (5.6) holds at $\xi_{1}$. In the limit as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\bar{m}_{\varepsilon} \rightarrow y_{1} \frac{Y\left(M_{0}+Y\left(R_{f}-\frac{v}{c}\right) S^{+}\right) \theta e^{-\beta_{1} \xi}}{\left(c \beta_{1}+b\right)} \equiv \bar{m}_{0} \tag{5.8}
\end{equation*}
$$

Thus, in the limit $\xi \rightarrow+\infty$, we have that $\bar{m}_{0} \rightarrow 0$, which implies that $m(\xi) \rightarrow 0$ as $\xi \rightarrow+\infty$ or $\lim _{\xi \rightarrow+\infty} M(\xi)=M_{0}$. Similarly, $\lim _{\xi \rightarrow-\infty} M(\xi)=M_{0}$.

Justifying the limits $\lim _{\xi \rightarrow-\infty} A=A_{-}$and $\lim _{\xi \rightarrow+\infty} S=S^{+}$as in the proof of Theorem 4.1, we have shown that the limiting functions $(S, A, M, c)$ are traveling wave solutions satisfying all the boundary conditions.

Finally, we establish the strict inequalities for the wave profiles. By the strong elliptic maximum principle, $0<S(\xi)<S^{+}$, and $0<A(\xi)<A_{-}$for any finite $\xi$. If $M\left(\xi_{1}\right)=M_{0}$, for a finite $\xi_{1}$, then $M^{\prime}\left(\xi_{1}\right)=0$. The $M$ equation evaluated at $\xi=\xi_{1}$ cannot hold thanks to $S\left(\xi_{1}\right) A\left(\xi_{1}\right)>0$. Hence, $M(\xi)>M_{0}$ for any finite $\xi$.

If $A^{\prime}\left(\xi_{2}\right)=0$ for a finite $\xi_{2}$, then by the $A$ equation evaluated at $\xi=\xi_{2}$, we see that $A^{\prime \prime}\left(\xi_{2}\right)=\gamma R_{s}\left(\xi_{2}\right)>0$. It follows that $\xi_{2}$ is a local minimal point, which contradicts the fact that $A$ is monotone decreasing. Hence, $A^{\prime}<0$ for any finite $\xi$. Similarly, $S^{\prime}>0$, for any finite $\xi$. The proof of the main theorem is complete.
6. Existence of traveling waves in the zero-diffusion model. In this section, we prove Theorem 1.2. We have already shown that traveling wave solutions exist to (1.1)-(1.3) for $D>0$. For the case when $D=0$, the equations are reduced to first order. Using the conserved quantity, $\gamma R_{f} S-A$, and defining the new variables, $u=\gamma R_{f} S-A$ and $w=\gamma S-A,(1.1)-(1.3)$ are transformed into conservative form

$$
\begin{equation*}
u_{t}+v w_{x}=0 \tag{6.1}
\end{equation*}
$$

$$
\begin{align*}
w_{t}+v / R_{f}((R+1) w-u)_{x} & =\varepsilon\left(u-R_{f} w\right)(u-w) / G  \tag{6.2}\\
M_{t}-b\left(M-M_{0}\right) & =\frac{Y M\left(u-R_{f} w\right)(u-w)}{\gamma(R-1)^{2} K_{S} K_{A} G} \tag{6.3}
\end{align*}
$$

where $\varepsilon=R_{f}^{-1}\left(R_{f}-1\right)^{-1}\left(K_{A} K_{S}\right)^{-1}$, and $G(A, S)=\left(1+K_{A}^{-1} A\right)\left(1+K_{S}^{-1} S\right)$. When rewritten in the traveling wave variable, $\xi$, (6.1) becomes $u_{\xi}=(v / c) w_{\xi}$. This relationship restricts the flow in the phase space to two-dimensional planes. The two-by-two dynamical system is then

$$
\begin{aligned}
w_{\xi} & =-\frac{R_{f} \varepsilon\left(A_{-}+\gamma R_{f} S^{+}\right)(w-\gamma S)\left(w+A_{-}\right) M}{v\left(A_{-}+\gamma S^{+}\right) G} \\
M_{\xi} & =\frac{b\left(A_{-}+\gamma R_{f} S^{+}\right)\left(M-M_{0}\right)}{v\left(A_{-}+\gamma S^{+}\right)}+\frac{Y A_{-} S^{+}\left(A_{-}+\gamma R_{f} S^{+}\right)(w-\gamma S)\left(w+A_{-}\right) M}{v\left(A_{-}+\gamma S^{+}\right)^{3} K_{S} K_{A} G}
\end{aligned}
$$

There are two equilibrium points in the phase plane $(w, M)$ : $\left(\gamma S^{+}, M_{0}\right)$ and $\left(-A_{-}, M_{0}\right)$. The eigenvalues governing the flow near $\left(\gamma S^{+}, M_{0}\right)$ are

$$
\lambda_{1}=\frac{b\left(A_{-}+\gamma R_{f} S^{+}\right)}{v\left(A_{-}+\gamma S^{+}\right)}>0 \quad \text { and } \quad \lambda_{2}=\frac{-R_{f} \varepsilon\left(A_{-}+\gamma R_{f} S^{+}\right)}{v}<0
$$

The eigenvalues for the flow near $\left(-A_{-}, M_{0}\right)$ are both positive. Thus, $\left(\gamma S^{+}, M_{0}\right)$ is a saddle point and $\left(-A_{-}, M_{0}\right)$ is an unstable node. In order to have a traveling wave solution, at least one of the unstable manifolds emanating from the point $\left(-A_{-}, M_{0}\right)$ must intersect the two-dimensional stable manifold of $\left(\gamma S^{+}, M_{0}\right)$. It is straightforward to show that there is a unique path between the two equilibrium points. Thus, the proof of Theorem 1.2 is complete.
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#### Abstract

This paper is concerned with the existence and the asymptotic stability of traveling waves for a model system derived from approximating the one-dimensional system of the radiating gas. We show the existence of smooth or discontinuous traveling waves and also prove the uniqueness of these traveling waves under the entropy condition, in the class of piecewise smooth functions with the first kind discontinuities. Furthermore, we show that the $C^{3}$-smooth traveling waves are asymptotically stable and that the rate of convergence toward these waves is $t^{-1 / 4}$, which looks optimal. The proof of stability is given by applying the standard energy method to the integrated equation of the original one.
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1. Introduction. Consider the system of equations

$$
\begin{equation*}
u_{t}+u u_{x}+q_{x}=0 \tag{1.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
-q_{x x}+q+u_{x}=0 \tag{1.1b}
\end{equation*}
$$

for $x \in \mathbf{R}$ and $t \geq 0$. The first equation is a hyperbolic conservation law and the second is an elliptic equation. As the second equation is a linear elliptic equation, we express $q$ in terms of $u$ formally as

$$
\begin{equation*}
q=-K u_{x} \tag{1.2}
\end{equation*}
$$

where $K$ is the inverse of the operator $-\frac{d^{2}}{d x^{2}}+1$ and has the expression

$$
\begin{equation*}
(K f)(x)=\frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|} f(y) d y \tag{1.3}
\end{equation*}
$$

Since (1.2), we have formally that

$$
\begin{equation*}
q_{x}=-K u_{x x}=u-K u \tag{1.4}
\end{equation*}
$$

Thus we see that (1.1) is formally equivalent to the following:

$$
\begin{equation*}
u_{t}+u u_{x}+u-K u=0 \tag{1.5a}
\end{equation*}
$$

[^5]and
\[

$$
\begin{equation*}
q=-K u_{x} \tag{1.5b}
\end{equation*}
$$

\]

We are concerned with the traveling wave solution of (1.1), which is expressed in the form $(u, q)(x, t)=(U, Q)(\xi)(\xi=x-s t)$, where $s$ is a constant called the speed of the traveling wave. We assume that the traveling wave connects the asymptotic state $u_{+}$and $u_{-}$, i.e.,

$$
\begin{equation*}
u_{ \pm}=\lim _{\xi \rightarrow \pm \infty} U(\xi) \tag{1.6}
\end{equation*}
$$

Substituting $(u, q)(x, t)=(U, Q)(\xi)$ in (1.1), we have

$$
\begin{equation*}
-s U^{\prime}+U U^{\prime}+Q^{\prime}=0 \tag{1.7a}
\end{equation*}
$$

and

$$
\begin{equation*}
-Q^{\prime \prime}+Q+U^{\prime}=0 \tag{1.7b}
\end{equation*}
$$

This system of autonomous ordinary differential equations (ODEs) does not have classical solutions satisfying (1.6) when the shock $\left|u_{+}-u_{-}\right|$is large (see section 2). So we must look for the solutions in weak sense, which is defined as $(U, Q)(\xi)$ satisfying the following integral equations.

Definition 1.1. We define an admissible traveling wave $(U, Q)(\xi)$ as a function $(U, Q) \in L^{\infty}$ which satisfies
(D.1a)
$\int_{-\infty}^{+\infty}-s|U-k| \varphi_{\xi}+\operatorname{sign}(U-k)\left(\frac{1}{2} U^{2}-\frac{1}{2} k^{2}\right) \varphi_{\xi}-\operatorname{sign}(U-k)(U-K U) \varphi d \xi \geq 0$ and

$$
\begin{equation*}
\int_{-\infty}^{+\infty} Q \psi d \xi=\int_{-\infty}^{+\infty}(K U) \psi_{\xi} d \xi \tag{D.1b}
\end{equation*}
$$

for arbitrary $\varphi \in C_{0}^{\infty}$ with $\varphi(\xi) \geq 0$, arbitrary $\psi \in \mathcal{S}$, and arbitrary real number $k$. Here the function sign is defined as

$$
\operatorname{sign}(x)=\left\{\begin{align*}
-1 & \text { for } x<0  \tag{1.8}\\
0 & \text { for } x=0 \\
1 & \text { for } x>0
\end{align*}\right.
$$

Here we note that this definition corresponds to the equivalent system (1.5). In order to make the above definition of the admissible traveling waves clear, we introduce different definitions of traveling waves here.

DEFINITION 1.2. We define a traveling wave $(U, Q)(\xi)$ as a function $(U, Q) \in L^{\infty}$ which satisfies

$$
\begin{equation*}
\int_{-\infty}^{+\infty}\left(-s U+\frac{1}{2} U^{2}\right) \varphi_{\xi}-(U-K U) \varphi d \xi=0 \tag{D.2}
\end{equation*}
$$

and the equation (D.1b) for arbitrary $\varphi \in C_{0}^{\infty}$ and arbitrary $\psi \in \mathcal{S}$.

Definition 1.3. We define a traveling wave $(U, Q)(\xi)$ as a function $(U, Q) \in L^{\infty}$ which satisfies

$$
\begin{equation*}
\int_{-\infty}^{+\infty}\left(-s U+\frac{1}{2} U^{2}+Q\right) \varphi_{\xi} d \xi=0 \tag{D.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{+\infty} Q\left(-\psi_{\xi \xi}+\psi\right)-U \psi_{\xi} d \xi=0 \tag{D.3b}
\end{equation*}
$$

for arbitrary $\varphi \in C_{0}^{\infty}$ and arbitrary $\psi \in \mathcal{S}$.
Obviously, Definitions 1.2 and 1.3 correspond to the systems (1.5) and (1.1), respectively.

When the traveling wave $(U, Q)(\xi)$ has discontinuities of the first kind, we denote the right state of each discontinuity by $\left(u_{r}, q_{r}\right)$ and the left state by $\left(u_{l}, q_{l}\right)$, respectively. Also, we denote by $\left(u_{r}^{\prime}, q_{r}^{\prime}\right)$ and $\left(u_{l}^{\prime}, q_{l}^{\prime}\right)$ the right and the left states of $\left(U^{\prime}, Q^{\prime}\right)(\xi)$, respectively. The following proposition makes the relationship among definitions of traveling waves clear.

Proposition 1.4. (i) Definitions of traveling waves in Definitions 1.2 and 1.3 are equivalent to each other. If the traveling wave $(U, Q)(\xi), \xi=x-s t$, is a piecewise smooth function with the first kind discontinuities, it satisfies the Rankine-Hugoniot condition

$$
\begin{gather*}
s\left(u_{r}-u_{l}\right)=\frac{1}{2}\left(u_{r}^{2}-u_{l}^{2}\right)\left(i . e ., \quad s=\frac{u_{r}+u_{l}}{2}\right)  \tag{1.9a}\\
q_{r}=q_{l} \tag{1.9b}
\end{gather*}
$$

and

$$
\begin{equation*}
u_{r}-q_{r}^{\prime}=u_{l}-q_{l}^{\prime} \tag{1.9c}
\end{equation*}
$$

at each discontinuity.
(ii) Admissible traveling waves in the sense of Definition 1.1 are traveling waves in the sense of Definition 1.2 (or in the sense of Definition 1.3). If the admissible traveling wave is a piecewise smooth function with the first kind discontinuities, it satisfies not only the Rankine-Hugoniot condition (1.9) but also an entropy condition

$$
\begin{equation*}
u_{r}<u_{l} \tag{1.10}
\end{equation*}
$$

at each discontinuity.
(iii) Suppose that the traveling wave $(U, Q)(\xi)$ in the sense of Definition 1.2 (or in the sense of Definition 1.3) is a piecewise smooth function with the first kind discontinuities and satisfies the entropy condition (1.10) at each discontinuity. Then $(U, Q)(\xi)$ is an admissible traveling wave in the sense of Definition 1.1.

The proof of the previous proposition will be given in section 2. Here we note that (1.9b) implies the continuity of $Q(\xi)$. More precisely, it is shown in section 2 that $Q(\xi)$ is Lipschitz continuous even in the case where $U(\xi)$ has discontinuities. Also note that the entropy condition (1.10) is just the same as the one for the Burgers equation

$$
u_{t}+u u_{x}=0
$$

By virtue of the entropy condition, when $u_{+}<u_{-}$, we obtain the unique existence of a (discontinuous) traveling wave in the class of piecewise smooth functions whose discontinuities are of the first kind. This result can be stated as follows.

Theorem 1.5.
(i) Suppose that there exists an admissible traveling wave $(U, Q)(x-s t)$ which satisfies the asymptotic condition (1.6) and is a piecewise smooth function with the first kind discontinuities. Then we have

$$
\begin{equation*}
u_{+}<u_{-}, \quad s=\frac{1}{2}\left(u_{+}+u_{-}\right) \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\xi \rightarrow \pm \infty} Q(\xi)=0 \tag{1.12}
\end{equation*}
$$

(ii) Conversely, we suppose that (1.11) holds. Then there exists an admissible traveling wave $(U, Q)(x-s t)$ satisfying (1.6) and (1.12). This admissible traveling wave is unique up to a shift in the class of piecewise smooth functions with the first kind discontinuities.
(a) When $\left|u_{+}-u_{-}\right|>\sqrt{2}, U(\xi)$ is continuous except for one point, while $Q(\xi)$ is Lipschitz continuous. The conditions (1.9), (1.10), and $u_{r}^{\prime}=u_{l}^{\prime}=-1$ hold at the discontinuity of $U(\xi)$.
(b) If $\left|u_{+}-u_{-}\right| \leq \sqrt{2}$, then $U(\xi)$ is in $B^{1}$ and $Q(\xi)$ is in $B^{2}$.
(c) If $\left|u_{+}-u_{-}\right|<\frac{2 \sqrt{2 n}}{n+1}$, then $U(\xi)$ is in $B^{n}$ and $Q(\xi)$ is in $B^{n+1}$, where $n=$ $2,3, \ldots$

Thus, when the shock strength $\left|u_{+}-u_{-}\right|$is less than or equal to $\sqrt{2}$, we have the $C^{1}$-smooth traveling waves. In proving the stability theorem in section 3, we require that $\left|u_{+}-u_{-}\right| \leq \frac{\sqrt{6}}{2}$ to make traveling waves $C^{3}$-smooth. In order to state the stability theorem, we define the function $(\phi, \psi)(x, t)$, expressing the perturbation from the traveling wave:

$$
\begin{equation*}
\phi(x, t)=u(x, t)-U(x-s t) \tag{1.13a}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(x, t)=q(x, t)-Q(x-s t) \tag{1.13b}
\end{equation*}
$$

As $(u, q)$ and $(U, Q)$ are solutions of $(1.1),(\phi, \psi)$ satisfies

$$
\begin{gather*}
\phi_{t}+\left(U \phi+\frac{1}{2} \phi^{2}\right)_{x}+\psi_{x}=0  \tag{1.14a}\\
-\psi_{x x}+\psi+\phi_{x}=0 \tag{1.14b}
\end{gather*}
$$

We solve the above equations under the initial condition

$$
\begin{equation*}
\phi(x, 0)=\phi_{0}(x) \equiv u_{0}(x)-U(x) \tag{1.15}
\end{equation*}
$$

where without loss of generality, we may assume that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi_{0}(x) d x=0 \tag{1.16}
\end{equation*}
$$

In section 3, we prove the contraction property in $L^{1}$ that if $\phi_{0} \in L^{1}$, then $\phi(\cdot, t) \in L^{1}$ and $|\phi(\cdot, t)|_{1} \leq\left|\phi_{0}\right|_{1}$ for each $t>0$ (see Lemma 3.1). Based on this property, we define the integrated function $\Phi$ of $\phi$ as

$$
\begin{equation*}
\Phi(x, t)=\int_{-\infty}^{x} \phi(y, t) d y \tag{1.17}
\end{equation*}
$$

and put

$$
\begin{equation*}
\Phi_{0}(x)=\int_{-\infty}^{x} \phi_{0}(y) d y \tag{1.18}
\end{equation*}
$$

The function $\Phi$ satisfies the following equation that is derived by integrating (1.14a) on the interval $(-\infty, x]$ :

$$
\begin{equation*}
\Phi_{t}+U \Phi_{x}+\frac{1}{2} \Phi_{x}^{2}+\psi=0 \tag{1.19}
\end{equation*}
$$

Now we state the stability result.
THEOREM 1.6. (i) Let $u_{+}<u_{-}$and suppose that $\left|u_{-}-u_{+}\right|<\frac{\sqrt{6}}{2}$. Suppose also that $\phi_{0} \in L^{1} \cap H^{2}$ and $\Phi_{0} \in L^{2}$. If $\left\|\Phi_{0}\right\|_{3}$ is sufficiently small, then the initial value problem (1.14), (1.15) has a unique global solution $(\phi, \psi)$ satisfying

$$
\begin{equation*}
\lim _{t \rightarrow \infty}|(\phi, \psi)(\cdot, t)|_{\infty}=0 \tag{1.20}
\end{equation*}
$$

(ii) In addition to the assumption of (i), we suppose that $\Phi_{0} \in L^{1}$. Then

$$
\begin{equation*}
|(\phi, \psi)(\cdot, t)|_{\infty}=O\left(t^{-\frac{1}{4}}\right) \quad \text { as } \quad t \longrightarrow \infty \tag{1.21}
\end{equation*}
$$

The proof of the above theorem follows from the local existence theorem (Proposition 1.7) and a priori estimates (Propositions 1.8 and 1.9). As Proposition 1.7 is proved by the standard iteration method, we omit the proof. The derivation of the a priori estimates are given in section 3 .

Proposition 1.7. Suppose that $U \in B^{3}$ and $\phi_{0} \in H^{2}$. Then there exists a positive constant $T_{0}$, depending only on $\left\|\phi_{0}\right\|_{2}$, such that (1.14), (1.15) has a unique solution $(\phi, \psi)$ satisfying

$$
\begin{equation*}
\phi \in C^{0}\left(\left[0, T_{0}\right] ; H^{2}\right) \cap C^{1}\left(\left[0, T_{0}\right] ; H^{1}\right) \tag{1.22a}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi \in C^{0}\left(\left[0, T_{0}\right] ; H^{3}\right) \tag{1.22~b}
\end{equation*}
$$

Furthermore, if $\phi_{0} \in L^{1}$, then the solution verifies

$$
\begin{equation*}
\phi \in C^{0}\left(\left[0, T_{0}\right] ; L^{1}\right) \tag{1.22c}
\end{equation*}
$$

By virtue of (1.22c), $\Phi$ is well defined by (1.17) and satisfies $\Phi \in C^{0}\left(\left[0, T_{0}\right] ; L^{2}\right)$ (and hence $\Phi \in C^{0}\left(\left[0, T_{0}\right] ; H^{3}\right)$ ), provided that $\Phi_{0} \in L^{2}$. In this case our solution verifies

$$
\begin{equation*}
\|(\Phi, \psi)(t)\|_{3} \leq C\left\|\Phi_{0}\right\|_{3} \quad \text { for } \quad t \in\left[0, T_{0}\right] \tag{1.23}
\end{equation*}
$$

We denote the supremum in time of the $H^{3}$ norm of $\Phi$ by $N$ :

$$
\begin{equation*}
N(t)=\sup _{0 \leq \tau \leq t}\|\Phi(\cdot, \tau)\|_{3} \tag{1.24}
\end{equation*}
$$

Proposition 1.8. Suppose that the assumptions of (i) in Theorem 1.6 holds. Let $T>0$ and let $(\phi, \psi)$ be a solution of the problem (1.14), (1.15), which satisfies (1.22) with $T_{0}$ replaced by $T$. Then $\Phi \in C^{0}\left([0, T] ; H^{3}\right)$. Moreover, if $N(T)$ is so small that $N(T) \leq \frac{1}{10}$, then we have the uniform estimate:

$$
\begin{equation*}
\|(\Phi, \psi)(t)\|_{3}^{2}+\int_{0}^{t}\|\phi(\tau)\|_{2}^{2}+\|\psi(\tau)\|_{3}^{2} d \tau+\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right| \Phi^{2} d x d \tau \leq C\left\|\Phi_{0}\right\|_{3}^{2} \tag{1.25}
\end{equation*}
$$

for $t \in[0, T]$, where $C$ is a positive constant independent of $T$.
Proposition 1.9. Suppose that the assumptions of (ii) in Theorem 1.6 hold. Let $(\phi, \psi)$ be the global solution obtained in (i) of Theorem 1.6. Then we have the decay estimate:

$$
\begin{equation*}
\|(\Phi, \psi)(t)\|_{3} \leq C\left(\left|\Phi_{0}\right|_{1}+\left\|\Phi_{0}\right\|_{3}\right)(1+t)^{-1 / 4} \tag{1.26}
\end{equation*}
$$

for $t \geq 0$.
Known results and outline of the paper. The system of equations (1.1) is derived as the third-order approximation of the full system describing the motion of radiating gas in thermo-nonequilibrium, while the second-order approximation gives the viscous Burgers equation $u_{t}+u u_{x}=u_{x x}$, and the first-order approximation gives the inviscid Burgers equation $u_{t}+u u_{x}=0$. Hamer [3] studied these equations in the physical respect, especially for the steady progressive shock-wave solutions. Mathematically, Kawashima and Tanaka started the research of (1.1) in [6], which proved the local existence and uniqueness of the smooth solutions. Furthermore, under suitable conditions, [6] proved the global existence of smooth solutions and observed the asymptotic behaviors in the two cases $u_{-}=u_{+}$and $u_{-}<u_{+}$. The first case gives diffusion waves which correspond to the viscous Burgers equation, while the second one gives rarefaction waves corresponding to the inviscid Burgers equation. On the other hand, Ito [4] proved the uniqueness and global existence of weak solutions in the space of functions of bounded variation. He also discussed the stability of rarefaction waves. These results in [6] and [4] indicate to us that the time asymptotic behavior for (1.1) is closely related to the one for the Burgers equation.

The purpose of this paper is to investigate the case $u_{-}>u_{+}$for the same system. We will show the existence and stability of the traveling waves. It turns out that the condition $u_{-}>u_{+}$is the necessary and sufficient condition to ensure the existence of traveling waves in weak sense. The magnitude of the quantity $\left|u_{-}-u_{+}\right|$is shown to give information on the smoothness of the traveling waves. To obtain the smooth traveling waves, the condition $\left|u_{-}-u_{+}\right| \ll 1$ is required. The smaller $\left|u_{-}-u_{+}\right|$gets, the smoother the traveling waves become. These phenomena are newly found by the authors. Although the discontinuous traveling waves are found and discussed in [8] and [10] for the relaxation models, these waves are $C^{\infty}$ when they are differentiable. The phenomena mentioned above can occur because the viscosity derived from the elliptic equation (1.1b) is relatively weak, compared to that of the viscous conservation laws. However, when $\left|u_{-}-u_{+}\right|$is small, the term $q_{x x}$ in (1.1b) becomes small and our system (1.1) is well approximated by the viscous Burgers equation.

Furthermore, we prove the stability theorem which asserts that $C^{3}$-smooth traveling waves are time asymptotically stable, assuming that the antiderivative of the
initial perturbation is small in the Sobolev space $H^{3}$. Also, we obtain the convergence rate $t^{-1 / 4}$. The rate looks optimal, compared to the result given for the viscous Burgers equation.

The plan of this paper is as follows. After introducing the notations, we discuss the properties of traveling waves in section 2 . In section 3 , we give the proofs of the stability results. In section 2 , we first discuss the unique existence of (discontinuous) traveling waves. The entropy condition (1.10), which is derived from Definition 1.1, play the essential role. Then we give necessary and sufficient conditions for making traveling waves differentiable. Furthermore, we show that the order of differentiability is determined by the shock strength $\left|u_{-}-u_{+}\right|$.

In section 3, we give the proof of stability theorem by proving the propositions in the case that $\left|u_{-}-u_{+}\right|<\frac{\sqrt{6}}{2}$ and the antiderivative of initial perturbation is small in the Sobolev space $H^{3}$. These results are given by applying the standard energy method not only to the system (1.14) but also to the integrated equation (1.19). The decay estimate is also given by the energy method which makes use of a time weight function.

Notations. For an integer $k \geq 0$, we denote by $C^{k}$ the space of $k$-times continuously differentiable functions on $\mathbf{R}$. $B^{k}$ denotes the space of $C^{k}$-functions whose derivatives up to order $k$ are bounded. For $1 \leq p \leq \infty, L^{p}$ denotes the usual Lebesgue space over $\mathbf{R}$ with the norm $|\cdot|_{p}$. For arbitrary integer $l \geq 0, H^{l}$ denotes the $l$ th order Sobolev space in the $L^{2}$-sense, equipped with the norm $\|\cdot\|_{l}$. We note $H^{0}=L^{2}$ and $\|\cdot\|_{0}=|\cdot|_{2} \equiv\|\cdot\|$. We also denote by $C^{k}\left(I ; H^{l}\right)$ the space of $k$-times continuously differentiable functions on the interval $I$ with values in $H^{l}$.

We denote by $\mathcal{S}$ the space of all rapidly decreasing functions on $\mathbf{R}$. Also, $C_{0}{ }^{\infty}$ denotes the space of $C^{\infty}$-functions on $\mathbf{R}$, having compact supports.

Finally, by $C$ or $c$ we denote several constants without confusion.
2. Traveling waves. In this section we analyze the traveling waves. At first we discuss the properties of the traveling waves in weak sense to prove Proposition 1.4.

Traveling waves in weak sense (proof of Proposition 1.4). In this subsection we investigate definitions of traveling waves in weak sense. As we see function as distributions, we abbreviate that

$$
\langle f, g\rangle=\int_{-\infty}^{+\infty} f g d \xi
$$

By direct calculation, it follows that the linear operator $K$ in (1.3) is symmetric in the following sense.

Lemma 2.1. If $\psi \in \mathcal{S}$, then $K \psi \in \mathcal{S}$ and

$$
\langle K U, \psi\rangle=\langle U, K \psi\rangle
$$

for arbitrary $U \in L^{\infty}$.
Proof of Proposition 1.4 (i). Assuming $(U, Q) \in L^{\infty}$ is a traveling wave in the sense of Definition 1.2, we have from (D.1b) that

$$
\begin{equation*}
\left\langle Q, \psi_{\xi}\right\rangle=\left\langle K U, \psi_{\xi \xi}\right\rangle=-\langle U-K U, \psi\rangle \tag{2.1}
\end{equation*}
$$

In deriving this equation, we used Lemma 2.1 and the equality $K \psi_{\xi \xi}=-(\psi-$ $K \psi$ ). By substituting (2.1) with $\psi=\phi \in C_{0}^{\infty}$ in (D.2), (D.3a) follows immediately.

By (2.1) and (D.1b),

$$
\begin{align*}
\left\langle Q,-\psi_{\xi \xi}+\psi\right\rangle & =-\left\langle Q, \psi_{\xi \xi}\right\rangle+\langle Q, \psi\rangle \\
& =\left\langle U-K U, \psi_{\xi}\right\rangle+\left\langle K U, \psi_{\xi}\right\rangle  \tag{2.2}\\
& =\left\langle U, \psi_{\xi}\right\rangle
\end{align*}
$$

This equation is (D.3b).
Next we assume that $(U, Q) \in L^{\infty}$ is a traveling wave in the sense of Definition 1.3. Let $\hat{\psi}=K \psi$ for arbitrary $\psi \in \mathcal{S}$. As $\psi=-\hat{\psi}_{\xi \xi}+\hat{\psi}$,

$$
\begin{align*}
\langle Q, \psi\rangle & =\left\langle Q,-\hat{\psi}_{\xi \xi}+\hat{\psi}\right\rangle \\
& =\left\langle U, \hat{\psi}_{\xi}\right\rangle  \tag{2.3}\\
& =\left\langle U, K \psi_{\xi}\right\rangle \\
& =\left\langle K U, \psi_{\xi}\right\rangle
\end{align*}
$$

where we used (D.3b) and Lemma 2.1. Thus we proved (D.1b). Noting that (D.1b) implies (2.1), we substitute (2.1) with $\psi=\phi \in C_{0}^{\infty}$ in (D.3a) to obtain (D.2). This proves the equivalence between Definitions 1.2 and 1.3.

The Rankine-Hugoniot condition (1.9) is proved by the standard computation employed in deriving the condition for the inviscid conservation laws.

Let us note that $Q(\xi)$ for arbitrary traveling wave $(U, Q) \in L^{\infty}$ in the weak sense is not only continuous but also Lipschitz continuous because (2.1) implies $Q_{\xi}=$ $U-K U \in L^{\infty}$.

Proof of Proposition 1.4 (ii) and (iii). As the first statement is apparent, we only prove the second statement of (ii) here. Let us assume that $(U, Q) \in L^{\infty}$ is an admissible traveling wave in the sense of Definition 1.1 and is a piecewise smooth function with the first kind discontinuities. Let $\left\{a_{i} ; i=1 \cdots N\right\}$ be the set of the discontinuous points of $U$ contained in the support of $\varphi \in C_{0}{ }^{\infty}$ with $\varphi \geq 0$. Also we denote by $u_{i, l}$ and $u_{i, r}$ the left and right limits of $U$ at $a_{i}$, respectively. Since $(U, Q)$ solves (D.2) and (D.1a), we see that ( $U, Q$ ) satisfies the Rankine-Hugoniot condition (1.9) at each $a_{i}$ and also the differential equations

$$
\begin{equation*}
-s U^{\prime}+U U^{\prime}+U-K U=0 \tag{2.4a}
\end{equation*}
$$

and

$$
\begin{equation*}
-Q^{\prime \prime}+Q+U^{\prime}=0 \tag{2.4b}
\end{equation*}
$$

on $\operatorname{supp}[\varphi] \backslash\left\{a_{i}\right\}$. Now the direct calculation using (1.9), (2.4a) shows that

$$
\begin{align*}
\text { left-hand side of }(\mathrm{D.1a}) & =\frac{1}{2} \sum_{i}\left\{\operatorname{sign}\left(k-u_{i, r}\right)\right.  \tag{2.5}\\
& \left.+\operatorname{sign}\left(u_{i, l}-k\right)\right\} \varphi\left(a_{i}\right)\left(k-u_{i, r}\right)\left(u_{i, l}-k\right)
\end{align*}
$$

In the above summation the suffix $i$ runs over the set $\left\{i ; u_{i, l}<k<u_{i, r}\right.$ or $u_{i, l}>k>$ $\left.u_{i, r}\right\}$. Thus the entropy condition $u_{i, r}<u_{i, l}$ follows immediately from the observation using (2.5). The conclusion of (iii) follows from (i) and (2.5). The details are omitted.

Existence of traveling waves (proof of Theorem 1.5). Here and after we look for the admissible traveling waves satisfying (1.6) in the class of piecewise smooth functions with the first kind discontinuities.

At first we suppose that there exists such an admissible traveling wave $(U, Q)(\xi)$. Integrating (1.7a) over the interval $\left[\xi, \xi^{\prime}\right]$, we have that

$$
\begin{equation*}
-s U(\xi)+\frac{1}{2} U(\xi)^{2}+Q(\xi)=-s U\left(\xi^{\prime}\right)+\frac{1}{2} U\left(\xi^{\prime}\right)^{2}+Q\left(\xi^{\prime}\right) \tag{2.6}
\end{equation*}
$$

Owing to the Rankine-Hugoniot conditions (1.9), the above equation holds true even if there are discontinuities in the interval $\left[\xi, \xi^{\prime}\right]$. Letting $\xi^{\prime} \rightarrow \infty$ in (2.6) and using (1.6), we find that $Q\left(\xi^{\prime}\right)$ has a finite limit as $\xi^{\prime} \rightarrow \infty$, which we denote by $q_{+}$. In a similar way, the limit $q_{-}=\lim _{\xi \rightarrow-\infty} Q(\xi)$ exists and is finite. Thus we get that

$$
\begin{equation*}
-s U(\xi)+\frac{1}{2} U(\xi)^{2}+Q(\xi)=-s u_{ \pm}+\frac{1}{2} u_{ \pm}^{2}+q_{ \pm} \tag{2.7}
\end{equation*}
$$

This equation implies that the state $(U, Q)(\xi)$ lies on the parabolic curve, which we denote by $\Gamma$, in the $U-Q$ plane. Also we denote the apex of the curve $\Gamma$ by $(\tilde{u}, \tilde{q})$. Notice that $s=\tilde{u}$.

Lemma 2.2. If there exists a $\xi_{0}$ such that $(U, Q)(\xi)$ is differentiable for $\xi>\xi_{0}$ (resp., $\xi<\xi_{0}$ ), then $q_{+}=0$ (resp., $q_{-}=0$ ).

Proof. We consider the case that $\xi>\xi_{0}$ only, since another case can be treated similarly. By (1.6),

$$
u_{+}=\lim _{\xi \rightarrow \infty} U(\xi)=\lim _{\xi \rightarrow \infty} \frac{U(\xi) e^{-\xi}}{e^{-\xi}}=\lim _{\xi \rightarrow \infty}\left(U(\xi)-U^{\prime}(\xi)\right)
$$

Thus we have that $U^{\prime}(\xi) \rightarrow 0$ as $\xi \rightarrow \infty$. Similarly, we see that $Q^{\prime}(\xi) \rightarrow 0$ and $Q^{\prime \prime}(\xi) \rightarrow 0$ as $\xi \rightarrow \infty$. Substituting in (1.7b), we get the conclusion.

Proof of Theorem 1.5 (i). It suffices to prove the following lemma.
Lemma 2.3. (i) $u_{+}<u_{-}, s=\frac{1}{2}\left(u_{+}+u_{-}\right)$and $q_{ \pm}=0$.
(ii) Admissible traveling waves have at most one discontinuity.

Proof. At first we prove that our admissible traveling waves have only finitely many discontinuities. Consider the case where $\left(u_{+}, q_{+}\right) \neq(\tilde{u}, \tilde{q})$. We note that any admissible traveling wave $(U, Q)(\xi)$ laying on the curve $\Gamma$ has the horizontal jump only in the $U-Q$ plane, which goes from right to left, because it must satisfy the RankineHugoniot condition (1.9b) and the entropy condition (1.10). On the other hand, the convergence (1.6) requires that $(U, Q)(\xi)$ is in a small neighborhood of ( $u_{+}, q_{+}$) for any $\xi>R$, where $R$ is a sufficiently large number. Since $\left(u_{+}, q_{+}\right)$is on the slope of $\Gamma$, we conclude that there is no discontinuity for $\xi>R$.

Similarly, if $\left(u_{-}, q_{-}\right) \neq(\tilde{u}, \tilde{q})$, then there is no discontinuity for $\xi<-R$. Thus we have shown that when $\left(u_{+}, q_{+}\right) \neq(\tilde{u}, \tilde{q})$ and $\left(u_{-}, q_{-}\right) \neq(\tilde{u}, \tilde{q})$, the discontinuities appear only finitely many times. Consequently, applying Lemma 2.2, we have $q_{ \pm}=0$ in this case.

Next we show that the case $\left(u_{+}, q_{+}\right)=(\tilde{u}, \tilde{q})$ cannot occur by contradiction. Assume that $\left(u_{+}, q_{+}\right)=(\tilde{u}, \tilde{q})$. Then $\left(u_{-}, q_{-}\right) \neq(\tilde{u}, \tilde{q})$. It follows from the above consideration that there is no discontinuity for $\xi<-R$ so that $q_{-}=0$ by Lemma 2.2. Consequently, if we have infinitely many discontinuities, they should lie in a certain neighborhood of $\left(u_{+}, q_{+}\right)=(\tilde{u}, \tilde{q})$. Since the discontinuity is a horizontal jump which goes from right to left in the $U-Q$ plane, the point $(U, Q)(\xi)$ must move from left to right along the curve $\Gamma$, passing through the top $(\tilde{u}, \tilde{q})$, as $\xi$ increases from one jump point $\xi_{1}$ to the next one $\xi_{2}$. Therefore, there must exist a $\tilde{\xi} \in\left(\xi_{1}, \xi_{2}\right)$ such that $(U, Q)(\tilde{\xi})=(\tilde{u}, \tilde{q})$. On the contrary, differentiating (1.7a) in $\xi$, we have that

$$
Q^{\prime \prime}=(s-U) U^{\prime \prime}-\left(U^{\prime}\right)^{2}
$$

Substituting this in (1.7b) and evaluating the equation thus obtained at $\xi=\tilde{\xi}$, we find that

$$
U^{\prime}(\tilde{\xi})=-U^{\prime}(\tilde{\xi})^{2}-\tilde{q}<0
$$

where we used $\tilde{u}=s$ and $\tilde{q}>q_{-}=0$.
This inequality implies that the point $(U, Q)(\xi)$ moves from right to left along the curve $\Gamma$ around $(\tilde{u}, \tilde{q})$ as $\xi$ increases. This is a contradiction. Therefore, we have only finitely many discontinuities and so $q_{+}=0$ by Lemma 2.2. This is a contradiction, too. Thus we have proved that the case $\left(u_{+}, q_{+}\right)=(\tilde{u}, \tilde{q})$ cannot occur. Similarly, we conclude that the case $\left(u_{-}, q_{-}\right)=(\tilde{u}, \tilde{q})$ does not happen, either.

Since $q_{ \pm}=0$, we have from (2.7) that $s=\frac{1}{2}\left(u_{+}+u_{-}\right)$. Consequently, we see that $\tilde{q}=\frac{1}{8}\left|u_{+}-u_{-}\right|^{2}>0$. By virtue of the property $\tilde{q}>0$, we conclude that $u_{+}<u_{-}$ by the same discussion. This proves (i). Also, employing the same discussion, we conclude that the jump can occur at most one point. The proof of the Lemma 2.3 is complete.

Putting $s=\frac{1}{2}\left(u_{+}+u_{-}\right)$and $q_{ \pm}=0$ in (2.7), we can express $Q$ in terms of $U$ :

$$
\begin{equation*}
Q=-\frac{1}{2}\left(U-u_{+}\right)\left(U-u_{-}\right) \tag{2.8}
\end{equation*}
$$

Substituting this in equation (1.7b), we have the second-order ordinary differential equation:

$$
\begin{equation*}
\left(U-\frac{u_{+}+u_{-}}{2}\right) U^{\prime \prime}+\left(U^{\prime}\right)^{2}-\frac{1}{2}\left(U-u_{+}\right)\left(U-u_{-}\right)+U^{\prime}=0 \tag{2.9}
\end{equation*}
$$

To simplify the equation, we change the dependent variable as $\hat{U}=U-\frac{u_{+}+u_{-}}{2}$. Denoting this new variable $\hat{U}$ by $U$ without confusion, we get the following system of the first-order ordinary differential equations:

$$
\begin{equation*}
\binom{U}{V}^{\prime}=\binom{V}{-\frac{V^{2}+V-\frac{1}{2}\left(U^{2}-\alpha^{2}\right)}{U}} \tag{2.10}
\end{equation*}
$$

where $\alpha=\frac{\left|u_{+}-u_{-}\right|}{2}$. Since $u_{+}<u_{-}$, the asymptotic condition (1.6) is rewritten as

$$
\begin{equation*}
\lim _{\xi \rightarrow \pm \infty}(U, V)(\xi)=(\mp \alpha, 0) \tag{2.11}
\end{equation*}
$$

We have to look for solutions of (2.10) under the condition (2.11). We denote by $O$ the orbit of the solutions $(U, Q)(\xi)$ of (2.10), (2.11). Also we define the parabolic curve $P$ in the $U-V$ plane by

$$
\begin{equation*}
P=\left\{(U, V) ; V^{2}+V-\frac{1}{2}\left(U^{2}-\alpha^{2}\right)=0\right\} . \tag{2.12}
\end{equation*}
$$

By algebraic calculation, we know that the curve $P$ intersects with the line $U=0$ at the point $\left(0, v_{0}\right)$, where

$$
\begin{equation*}
v_{0}=\frac{-1+\sqrt{1-2 \alpha^{2}}}{2} \tag{2.13}
\end{equation*}
$$

provided that $\alpha \leq \frac{\sqrt{2}}{2}$, i.e., $\left|u_{+}-u_{-}\right| \leq \sqrt{2}$.

Otherwise, $P$ does not meet the line $U=0$.
The equilibrium points of (2.10) are $( \pm \alpha, 0)$. The Jacobian matrix of the vector on the right-hand side of $(2.10)$, evaluated at $( \pm \alpha, 0)$, is

$$
A_{ \pm}=\left(\begin{array}{cc}
0 & 1  \tag{2.14}\\
1 & \mp \frac{1}{\alpha}
\end{array}\right)
$$

The eigenvalues of $A_{+}$are

$$
\begin{equation*}
\mu_{1}=\frac{-1+\sqrt{1+4 \alpha^{2}}}{2 \alpha}>0, \quad \mu_{2}=\frac{-1-\sqrt{1+4 \alpha^{2}}}{2 \alpha}<0 \tag{2.15}
\end{equation*}
$$

Thus $(\alpha, 0)$ is a saddle point. Similarly, another equilibrium point $(-\alpha, 0)$ is a saddle point, too.

Lemma 2.4. The trajectory $O$ of solutions to (2.10), (2.11) is symmetric with respect to the line $U=0$ in the $U-V$ plane.

Proof. Let $(U, V)(\xi)$ be a solution of (2.10) in a neighborhood of $\xi=\infty$ and satisfy the asymptotic condition (2.11) for $\xi \rightarrow \infty$. Then the function defined by

$$
(\hat{U}, \hat{Q})(\xi)=(-U, Q)(-\xi)
$$

is a solution of (2.10) around $\xi=-\infty$ and satisfies (2.11) for $\xi \rightarrow-\infty$. Since the equilibrium points $( \pm \alpha, 0)$ are saddle points, the conclusion follows easily.

Lemma 2.4 and its proof show that if the shift in $\xi$ is chosen appropriately, then $U$ is an odd function and $V$ is an even function with respect to $\xi$. Hence, it is enough to consider the case $U>0$.

Next, comparing the eigenvector $\left(1, \mu_{1}\right)$ (row vector) of $A_{+}$for $\mu_{1}$ and the tangent of $P$, we have the following relation between the trajectory $O$ and the curve $P$.

Lemma 2.5. (i) The trajectory $O$ and the parabolic curve $P$ do not intersect except for the points $( \pm \alpha, 0)$ and $\left(0, v_{0}\right)$.
(ii) The trajectory $O$ is located above the curve $P$ in the $U-V$ plane.

The above lemma implies that when $U>0, U$ and $V$ are strictly decreasing functions of $\xi$.

Proof of Theorem 1.5 (ii-a). At first we prove that any admissible traveling wave satisfies

$$
\begin{equation*}
u^{\prime}{ }_{r}=u^{\prime}{ }_{l}=-1 \tag{2.16}
\end{equation*}
$$

at each discontinuity. Let us consider the original dependent variable $(U, Q)(\xi)$. We have from (1.7a) that $q^{\prime}{ }_{r}=\left(s-u_{r}\right) u^{\prime}{ }_{r}$ and $q^{\prime}{ }_{l}=\left(s-u_{l}\right) u^{\prime}{ }_{l}$. Substituting these relations in (1.9c) and using $s=\frac{1}{2}\left(u_{r}+u_{l}\right)$, we see that

$$
\left(u_{l}-u_{r}\right)\left(1+\frac{1}{2}\left(u_{l}^{\prime}+u_{r}^{\prime}\right)\right)=0
$$

Since $u_{l}^{\prime}=u_{r}^{\prime}$ by Lemma 2.4, we have (2.16).
From now on we again write $U$ in place of $U-\frac{1}{2}\left(u_{+}+u_{-}\right)$. Consider the case where $\left|u_{+}-u_{-}\right|>\sqrt{2}$. In this case the trajectory $O$ goes to $-\infty$ as $U$ goes to zero, and therefore any continuous traveling wave does not exist. But it is possible to connect the trajectory sprung from $(\alpha, 0)$ in $U>0$ and the one from $(-\alpha, 0)$ in $U<0$ by the horizontal jump between the two points $\left(u_{r}, v_{r}\right)$ and $\left(u_{l}, v_{l}\right)$. We require that

$$
v_{r}=v_{l}=-1
$$

which ensures (2.16). As this jump satisfies the Rankine-Hugoniot condition (1.9) and the entropy condition (1.10) apparently, a discontinuous traveling wave exits. Thus we complete the proof of Theorem 1.5 (ii-a) with the fact that $Q$ is Lipschitz continuous proved in the previous subsection.

In order to obtain smooth traveling waves, we make a change of the independent variable as

$$
U \frac{d}{d \xi}=\frac{d}{d \eta}
$$

and transform (2.10) into

$$
\begin{equation*}
\frac{d}{d \eta}\binom{U}{V}=\binom{U V}{-V^{2}-V+\frac{1}{2}\left(U^{2}-\alpha^{2}\right)} \tag{2.17}
\end{equation*}
$$

This system has equilibrium points, $( \pm \alpha, 0)$ and $\left(0, v_{0}\right)$. The Jacobian matrix of the vector on the right-hand side of $(2.17)$, evaluated at $\left(0, v_{0}\right)$, is given by

$$
A=\left(\begin{array}{cc}
\lambda_{1} & 0  \tag{2.18}\\
0 & \lambda_{2}
\end{array}\right)
$$

where

$$
\begin{equation*}
\lambda_{1}=\frac{-1+\sqrt{1-2 \alpha^{2}}}{2} \equiv v_{0}<0 \quad \text { and } \quad \lambda_{2}=-\sqrt{1-2 \alpha^{2}}<0 \tag{2.19}
\end{equation*}
$$

The eigenvectors corresponding to $\lambda_{1}$ and $\lambda_{2}$ are

$$
\begin{equation*}
e_{1}=\binom{1}{0} \quad \text { and } \quad e_{2}=\binom{0}{1} \tag{2.20}
\end{equation*}
$$

respectively.
Proof of Theorem 1.5 (ii-b). Let $\left|u_{+}-u_{-}\right| \leq \sqrt{2}$, i.e., $\alpha \leq \frac{\sqrt{2}}{2}$. By the standard phase plane analysis, it is shown that the trajectory $O$ connects the equilibrium points $(\alpha, 0)$ and $\left(0, v_{0}\right)$. Let us note that the change of the independent variable

$$
\xi=-\int_{\eta}^{\infty} U(\zeta) d \zeta
$$

gives the correspondence between $-\infty<\xi<0$ and $-\infty<\eta<\infty$. Actually, this follows from the fact that $U(\eta) \rightarrow 0$ exponentially as $\eta \rightarrow \infty$. Obviously, $V \in B^{0}$ so that $U \in B^{1}$ as a function of $\xi$. Thus we have proved the existence of a desired traveling wave.

Next, we show the following lemma.
Lemma 2.6. (i) If $\left|u_{+}-u_{-}\right|<\frac{4}{3}$, then $U \in B^{2}$.
(ii) If $\left|u_{+}-u_{-}\right|<\frac{\sqrt{6}}{2}$, then $U \in B^{3}$.

Proof. By standard theory of autonomous ordinary differential equations, it is known that when $\lambda_{1}<\lambda_{2}$, i.e., $\left|u_{+}-u_{-}\right|>\frac{4}{3}$ (resp., $\lambda_{1}>\lambda_{2}$, i.e., $\left|u_{+}-u_{-}\right|<\frac{4}{3}$ ), the trajectory $O$ tangents the eigenvector $e_{2}$ (resp., $e_{1}$ ) at the point $\left(0, v_{0}\right)$. Therefore, when $\left|u_{+}-u_{-}\right|>\frac{4}{3}$, we see that $\frac{d V}{d U} \rightarrow \infty$ as $U \rightarrow 0_{+}$so that $V \notin B^{1}$ and $U \notin B^{2}$ as functions of $\xi$. While in the case where $\left|u_{+}-u_{-}\right|<\frac{4}{3}$, we have $\frac{d V}{d U} \rightarrow 0$ as $U \rightarrow 0_{+}$ so that $V \in B^{1}$ and $U \in B^{2}$. This proves (i).

To show (ii), we introduce

$$
\begin{equation*}
W_{1}=\frac{V-\lambda_{1}}{U} \tag{2.21}
\end{equation*}
$$

and transform (2.17) into

$$
\begin{equation*}
\frac{d}{d \eta} U=\lambda_{1} U+U^{2} W_{1} \tag{2.22a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d \eta} W_{1}=\frac{1}{2} U+\left(\lambda_{2}-\lambda_{1}\right) W_{1}-2 U W_{1}^{2} \tag{2.22~b}
\end{equation*}
$$

We study the behavior of the trajectory of solutions for the system (2.22) around the equilibrium point $(0,0)$, which corresponds to $\left(0, v_{0}\right)$ for the system (2.17). The Jacobian matrix of the vector on the right-hand side of $(2.22)$, evaluated at $(0,0)$, is

$$
A_{1}=\left(\begin{array}{cc}
\lambda_{1} & 0  \tag{2.23}\\
\frac{1}{2} & \lambda_{2}-\lambda_{1}
\end{array}\right)
$$

The eigenvalues of $A_{1}$ are $\lambda_{1}^{(1)}=\lambda_{1}<0$ and $\lambda_{2}^{(1)}=\lambda_{1}-\lambda_{2}<0$. The corresponding eigenvectors are

$$
\begin{equation*}
P_{1}^{(1)}=\binom{1}{a_{2}} \quad \text { and } \quad P_{2}^{(1)}=\binom{0}{1}=e_{2} \tag{2.24}
\end{equation*}
$$

respectively, where $a_{2}=\frac{1}{2\left(2 \lambda_{1}-\lambda_{2}\right)}$. By the standard theory of autonomous ordinary differential equations, when $\lambda_{1}^{(1)}<\lambda_{2}^{(1)}$, i.e., $\left|u_{+}-u_{-}\right|>\frac{\sqrt{6}}{2}$ (resp., $\lambda_{1}^{(1)}>\lambda_{2}^{(1)}$, i.e., $\left|u_{+}-u_{-}\right|<\frac{\sqrt{6}}{2}$ ), the trajectory tangents the eigenvector $P_{2}^{(1)}$ (resp., $P_{1}^{(1)}$ ) at the point $(0,0)$. Therefore, if $\left|u_{+}-u_{-}\right|>\frac{\sqrt{6}}{2}$, then $\frac{d W_{1}}{d U} \rightarrow \infty$ as $U \rightarrow 0_{+}$. This shows that $\frac{d^{2} V}{d U^{2}} \rightarrow \infty$ as $U \rightarrow 0_{+}$so that $V \notin B^{2}$ and $U \notin B^{3}$ as functions of $\xi$. On the other hand, if $\left|u_{+}-u_{-}\right|<\frac{\sqrt{6}}{2}$, then $\frac{d W_{1}}{d U} \rightarrow a_{2}$ as $U \rightarrow 0_{+}$. Consequently, we have $\frac{d^{2} V}{d U^{2}} \rightarrow 2 a_{2}$ as $U \rightarrow 0_{+}$, which shows that $V \in B^{2}$ and $U \in B^{3}$. This completes the proof. $\quad \square$

Proof of Theorem 1.5 (ii-c). It suffices to prove the following theorem that gives a more precise statement of Theorem 1.5 (ii-c).

THEOREM 2.7. Let $n \geq 1$ be an integer and suppose that

$$
\begin{equation*}
\left|u_{+}-u_{-}\right|<b_{n} \equiv \frac{2 \sqrt{2(n+1)}}{n+2} \tag{2.25}
\end{equation*}
$$

Then $V$ is a $B^{n}$-function of $U$ and has the expansion

$$
\begin{equation*}
V=a_{0}+a_{1} U+a_{2} U^{2}+\cdots+a_{n} U^{n}+o\left(U^{n}\right) \tag{2.26}
\end{equation*}
$$

for $U \rightarrow 0_{+}$, where the coefficients $a_{n}$ are given by the formula (2.27) below. Moreover, $V \in B^{n}$ and $U \in B^{n+1}$ as functions of $\xi$ :

$$
\begin{equation*}
a_{0}=\lambda_{1} \tag{2.27a}
\end{equation*}
$$

$$
\begin{equation*}
a_{2}=\frac{1}{2\left(2 \lambda_{1}-\lambda_{2}\right)}, \tag{2.27b}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{n}=\frac{n+2}{4\left(n \lambda_{1}-\lambda_{2}\right)} \sum a_{i} a_{n-i} \quad \text { for } \quad n=4,6,8, \ldots, \tag{2.27c}
\end{equation*}
$$

where the summation is taken over all even integers $i$ with $2 \leq i \leq n-2$, and

$$
\begin{equation*}
a_{n}=0 \text { for } n=1,3,5, \ldots \tag{2.27~d}
\end{equation*}
$$

Proof. The theorem has already been proved for $n=1$ and 2 in Lemma 2.6. We use the induction with respect to $n$ to prove the general case. As the arguments are essentially the same as those in Lemma 2.6, we give only a brief sketch of the proof here.

Let $k \geq 1$ be an integer and assume that the theorem is valid for $n=k$. Then we prove the theorem for $n=k+1$. Let $\left|u_{+}-u_{-}\right|<b_{k}$. Put

$$
\begin{equation*}
W_{k}=\frac{1}{U^{k}}\left(V-\sum_{j=0}^{k} a_{j} U^{j}\right) \tag{2.28}
\end{equation*}
$$

Then $W_{k} \rightarrow 0$ as $U \rightarrow 0_{+}$by the induction hypothesis. Write (2.28) as

$$
\begin{equation*}
V=\sum_{j=0}^{k} a_{j} U^{j}+U^{k} W_{k} \tag{2.29}
\end{equation*}
$$

and substitute this in (2.17). This yields the system of $\left(U, W_{k}\right)$ of the form

$$
\begin{equation*}
\frac{d}{d \eta}\binom{U}{W_{k}}=\binom{f_{k}\left(U, W_{k}\right)}{g_{k}\left(U, W_{k}\right)} \tag{2.30}
\end{equation*}
$$

By direct computation, we see that $(0,0)$ is an equilibrium point of (2.30). Moreover, the Jacobian matrix of the vector on the right-hand side of $(2.30)$, evaluated at $(0,0)$, is given by

$$
A_{k}=\left(\begin{array}{cc}
\lambda_{1} & 0 \\
s_{k} & \lambda_{2}-k \lambda_{1}
\end{array}\right)
$$

where $s_{k}=0$ if $k$ is even and $s_{k}=\left\{(k+1) \lambda_{1}-\lambda_{2}\right\} a_{k+1}$ if $k$ is odd. The eigenvalues of $A_{k}$ are $\lambda_{1}^{(k)}=\lambda_{1}$ and $\lambda_{2}^{(k)}=\lambda_{2}-k \lambda_{1}$. The corresponding eigenvectors are

$$
\begin{equation*}
P_{1}^{(k)}=\binom{1}{a_{k+1}} \quad \text { and } \quad P_{2}^{(k)}=\binom{0}{1} \tag{2.31}
\end{equation*}
$$

respectively. Noting that $\lambda_{1}^{(k)}<\lambda_{2}^{(k)}$ (resp., $\lambda_{1}^{(k)}>\lambda_{2}^{(k)}$ ) is equivalent to $\left|u_{+}-u_{-}\right|>$ $b_{k+1}$ (resp., $\left|u_{+}-u_{-}\right|<b_{k+1}$ ), we can deduce the desired conclusion of the theorem for $n=k+1$ by the same argument as in Lemma 2.6. In particular, we see that $U \in B^{k+2}$ for $\left|u_{+}-u_{-}\right|<b_{k+1}$, but $U \notin B^{k+2}$ if $\left|u_{+}-u_{-}\right|>b_{k+1}$. The proof is complete.

Finally, in this section we summarize the result concerning the magnitude of traveling waves, which is necessary in the stability proof in section 3 .

Corollary 2.8. If $\left|u_{-}-u_{+}\right| \leq \sqrt{2}$, then

$$
\begin{equation*}
|U| \leq \frac{1}{2}\left|u_{-}-u_{+}\right| \quad \text { and } \quad\left|U^{\prime}\right| \leq \frac{1}{4}\left|u_{-}-u_{+}\right|^{2} \tag{2.32a}
\end{equation*}
$$

Moreover, we assume that $\left|u_{-}-u_{+}\right|<\frac{2 \sqrt{2 n}}{n+1}$ for an integer $n \geq 2$. Then

$$
\begin{equation*}
\left|\left(\frac{d}{d \xi}\right)^{n} U\right| \leq C\left|u_{-}-u_{+}\right|^{n+1} \quad \text { with } \quad C=\frac{C_{0}}{1-(n+1)\left|v_{0}\right|} \tag{2.32b}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|U^{\prime}\right| \leq\left|v_{0}\right|<\frac{1}{n+1} \tag{2.33}
\end{equation*}
$$

where $C_{0}$ is a constant independent of $\left|u_{-} u_{+}\right|$and $v_{0}$ is the constant given in (2.13) with $\alpha=\frac{\left|u_{-}-u_{+}\right|}{2}$.

Proof. It follows from Lemma 2.5 (ii) that $|U| \leq \alpha$ and $|V| \leq\left|v_{0}\right|$. Also, by simple calculation, using (2.13), we see that $\left|v_{0}\right| \leq \alpha^{2}$ and that $\left|v_{0}\right|<\frac{1}{n+1}$ for $\alpha<\frac{\sqrt{2 n}}{n+1}$. Thus we have proved (2.32a) and (2.33).

Next, we prove (2.32b) only for $n=2$. The general case can be proved by the induction with respect to $n$. Observe that as $U^{\prime \prime}$ decays exponentially for $\xi \rightarrow \pm \infty$, $\left|U^{\prime \prime}\right|$ attains its maximum at a point $\xi_{0}$ where $U^{\prime \prime \prime}=V^{\prime \prime}=0$ holds. We have from (2.10) that

$$
U V^{\prime}+V^{2}+V-\frac{1}{2}\left(U^{2}-\alpha^{2}\right)=0
$$

Differentiate the equation with respect to $\xi$ and evaluate at $\xi=\xi_{0}$. Since $V^{\prime \prime}\left(\xi_{0}\right)=0$, we obtain

$$
U^{\prime \prime}=V^{\prime}=\frac{U V}{1+3 V}
$$

at $\xi=\xi_{0}$. Substituting the estimates $|U| \leq \alpha$ and $|V| \leq\left|v_{0}\right| \leq \alpha^{2}$, we have

$$
\left|U^{\prime \prime}\right| \leq \frac{\alpha^{3}}{1-3\left|v_{0}\right|}
$$

at $\xi=\xi_{0}$, which proves $(2.32 \mathrm{~b})$ for $n=2$.
3. Stability. In this section, we discuss the stability of smooth traveling waves which are obtained in section 2. Here and after, we assume that $\left|u_{-}-u_{+}\right|<\frac{\sqrt{6}}{2}$ to make $U$ of (1.6) being in $B^{3}$. Moreover, let $(\phi, \psi)$ be a solution of the problem (1.14), (1.15) satisfying (1.22) with $T_{0}$ replaced by $T$ and assume that $N(T) \leq \frac{1}{10}$.
$\boldsymbol{L}^{\mathbf{1}}$ estimates of $\phi$. At first, we give the $L^{1}$ estimate for $\phi$. To this end, we introduce $a_{\delta}$ and $A_{\delta}$ by

$$
\begin{equation*}
a_{\delta}(\phi)=\rho_{\delta} * \operatorname{sign}(\phi) \quad \text { and } \quad A_{\delta}(\phi)=\int_{0}^{\phi} a_{\delta}(\eta) d \eta \tag{3.1}
\end{equation*}
$$

where $\rho_{\delta} *$ denotes the Friedrichs mollifier. Note that $A_{\delta}(\phi) \rightarrow|\phi|$ as $\delta \rightarrow 0$. We have from (1.5b) that

$$
\begin{equation*}
\psi=-K \phi_{x} \tag{3.2}
\end{equation*}
$$

so that $\psi_{x}=\phi-K \phi$. Substitution of this in (1.14a) gives

$$
\begin{equation*}
\phi_{t}+\left(U \phi+\frac{1}{2} \phi^{2}\right)_{x}+\phi-K \phi=0 \tag{3.3}
\end{equation*}
$$

Multiplying $a_{\delta}(\phi)$ on this equation, we obtain that

$$
\begin{align*}
A_{\delta}(\phi)_{t} & +U_{x} \int_{0}^{\phi} a_{\delta}^{\prime}(\eta) \eta d \eta+a_{\delta}(\phi)(\phi-K \phi) \\
& +\left\{U\left(a_{\delta}(\phi) \phi-\int_{0}^{\phi} a_{\delta}^{\prime}(\eta) \eta d \eta\right)+\int_{0}^{\phi} a_{\delta}(\eta) \eta d \eta\right\}_{x}=0 \tag{3.4}
\end{align*}
$$

We integrate this equation over $\mathbf{R} \times[0, t]$, obtaining

$$
\begin{align*}
\int_{-\infty}^{\infty} A_{\delta}(\phi)(x, t) d x & +\int_{0}^{t} \int_{-\infty}^{\infty} U_{x}\left(\int_{0}^{\phi} a_{\delta}^{\prime}(\eta) \eta d \eta\right) d x d \tau \\
& +\int_{0}^{t} \int_{-\infty}^{\infty} a_{\delta}(\phi)(\phi-K \phi) d x d \tau=\int_{-\infty}^{\infty} A_{\delta}\left(\phi_{0}\right) d x \tag{3.5}
\end{align*}
$$

Making $\delta \downarrow 0$, we have that

$$
\begin{equation*}
|\phi(t)|_{1}+\int_{0}^{t}|\phi|_{1} d \tau-\int_{0}^{t} \int_{-\infty}^{\infty} \operatorname{sign}(\phi) K \phi d x d \tau=\left|\phi_{0}\right|_{1} \tag{3.6}
\end{equation*}
$$

Here we used the fact that second term on the left-hand side of (3.5) goes to zero as $\delta \rightarrow 0$ by the Lebesgue convergence theorem. Applying the estimate

$$
\left|\int_{-\infty}^{\infty} \operatorname{sign}(\phi) K \phi d x\right| \leq|K \phi|_{1} \leq|\phi|_{1}
$$

on (3.6), we obtain that $|\phi(t)|_{1} \leq\left|\phi_{0}\right|_{1}$. Thus we have proved the following lemma.
Lemma 3.1. If $\phi_{0} \in L^{1}$, then

$$
\begin{equation*}
|\phi(t)|_{1} \leq\left|\phi_{0}\right|_{1} \tag{3.7}
\end{equation*}
$$

$L^{2}$ estimates (proof of Proposition 1.8). Since we have assumed $\phi \in$ $C^{0}\left([0, T] ; L^{1}\right), \Phi$ is well defined by $(1.17)$ and satisfies $\Phi \in C^{0}\left([0, T] ; L^{2}\right)$ if $\Phi_{0} \in L^{2}$. Consequently, we have

$$
\begin{equation*}
\Phi \in C^{0}\left([0, T] ; H^{3}\right) \tag{3.8}
\end{equation*}
$$

and $\Phi$ satisfies (1.19). First we apply the standard energy method to equation (1.19) to derive the $L^{2}$-estimate for $\Phi$. Multiplying $\Phi$ on (1.19), we have

$$
\begin{equation*}
\left(\frac{1}{2} \Phi^{2}\right)_{t}-\frac{1}{2} U_{x} \Phi^{2}+\frac{1}{2} \Phi \phi^{2}+\Phi \psi+\left(\frac{1}{2} U \Phi^{2}\right)_{x}=0 . \tag{3.9}
\end{equation*}
$$

Since we have from (1.14b) that

$$
\Phi \psi=\phi^{2}-\left(\psi^{2}+\psi_{x}^{2}\right)+\left\{(\Phi+\psi)\left(\psi_{x}-\phi\right)\right\}_{x}
$$

(3.9) is modified as

$$
\begin{equation*}
\left(\frac{1}{2} \Phi^{2}\right)_{t}-\frac{1}{2} U_{x} \Phi^{2}+\phi^{2}-\left(\psi^{2}+\psi_{x}^{2}\right)+\frac{1}{2} \Phi \phi^{2}+(\cdots)_{x}=0 \tag{3.10}
\end{equation*}
$$

where here and in what follows, $(\cdots)_{x}$ denotes terms which vanish after integration over $x \in \mathbf{R}$. We integrate (3.10) over $\mathbf{R} \times[0, t]$, obtaining
$|\Phi(t)|_{2}^{2}+2 \int_{0}^{t}|\phi|_{2}^{2} d \tau+\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right| \Phi^{2} d x d \tau=\left|\Phi_{0}\right|_{2}^{2}+2 \int_{0}^{t}\|\psi\|_{1}^{2} d \tau-\int_{0}^{t} \int_{-\infty}^{\infty} \Phi \phi^{2} d x d \tau$,
where we used the fact that $U_{x}<0$, namely, $U$ is a strictly decreasing function of $\xi=x-s t$.

Next we derive the $L^{2}$-estimate for $\phi$ in a similar way. Multiplying $\phi$ and $\psi$ on equations (1.14a) and (1.14b), respectively, and adding these two equations, we have

$$
\begin{equation*}
\left(\frac{1}{2} \phi^{2}\right)_{t}+\psi^{2}+\psi_{x}^{2}+\frac{1}{2} U_{x} \phi^{2}+\left\{\frac{1}{2} U \phi^{2}+\frac{1}{3} \phi^{3}-\psi\left(\psi_{x}-\phi\right)\right\}_{x}=0 \tag{3.12}
\end{equation*}
$$

Integrating (3.12) over $\mathbf{R} \times[0, t]$ and using the fact that $U_{x}<0$, we obtain

$$
\begin{equation*}
|\phi(t)|_{2}^{2}+2 \int_{0}^{t}\|\psi\|_{1}^{2} d \tau=\left|\phi_{0}\right|_{2}^{2}+\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right| \phi^{2} d x d \tau \tag{3.13}
\end{equation*}
$$

Now we add (3.11) and (3.13), obtaining

$$
\begin{align*}
|\Phi(t)|_{2}^{2}+|\phi(t)|_{2}^{2}+2 \int_{0}^{t}|\phi|_{2}^{2} d \tau & +\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right| \Phi^{2} d x d \tau=\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2} \\
& +\int_{0}^{t} \int_{-\infty}^{\infty}\left(\left|U_{x}\right|-\Phi\right) \phi^{2} d x d \tau \tag{3.14}
\end{align*}
$$

We would like to estimate the last term on the right-hand side of (3.14). We recall that when $\left|u_{+}-u_{-}\right|<\frac{\sqrt{6}}{2}$, Corollary 2.8 gives that

$$
\begin{equation*}
\left|U_{x}\right|<\frac{1}{4}, \quad\left|U_{x x}\right| \leq C \tag{3.15a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|U_{x x x}\right|<C M \quad \text { with } \quad M=\frac{1}{1-4\left|v_{0}\right|} \tag{3.15b}
\end{equation*}
$$

Using (3.15a) and $N(T) \leq \frac{1}{10}$, we see that $\left|U_{x}\right|+|\Phi|<1$. Therefore, we have from (3.14) that

$$
\begin{equation*}
|\Phi(t)|_{2}^{2}+|\phi(t)|_{2}^{2}+\int_{0}^{t}|\phi|_{2}^{2} d \tau+\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right| \Phi^{2} d x d \tau \leq\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2} \tag{3.16}
\end{equation*}
$$

Moreover, applying this estimate to the right-hand side of (3.13), we obtain

$$
\begin{equation*}
\int_{0}^{t}\|\psi\|_{1}^{2} d \tau \leq\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2} \tag{3.17}
\end{equation*}
$$

Next we derive the estimate for $\phi_{x}$. We differentiate (1.14) with respect to $x$ and multiply $\phi_{x}$ and $\psi_{x}$ on the first and the second equations thus obtained, respectively. Then we add these two equations, getting

$$
\begin{align*}
\left(\frac{1}{2} \phi_{x}^{2}\right)_{t} & +\psi_{x}^{2}+\psi_{x x}^{2}+\frac{3}{2} U_{x} \phi_{x}^{2}+U_{x x} \phi \phi_{x}+\frac{1}{2} \phi_{x}^{3}  \tag{3.18}\\
& +\left\{\frac{1}{2} U \phi_{x}^{2}+\frac{1}{2} \phi \phi_{x}^{2}-\psi_{x}\left(\psi_{x x}-\phi_{x}\right)\right\}_{x}=0 .
\end{align*}
$$

On the other hand, by squaring (1.14b), we have

$$
\begin{equation*}
\phi_{x}^{2}=\psi^{2}+2 \psi_{x}^{2}+\psi_{x x}^{2}-2\left(\psi \psi_{x}\right)_{x} \tag{3.19}
\end{equation*}
$$

We rewrite (3.18) by using (3.19) as

$$
\begin{equation*}
\left(\frac{1}{2} \phi_{x}^{2}\right)_{t}+\phi_{x}^{2}-\left(\psi^{2}+\psi_{x}^{2}\right)+\frac{3}{2} U_{x} \phi_{x}^{2}+U_{x x} \phi \phi_{x}+\frac{1}{2} \phi_{x}^{3}+(\cdots)_{x}=0 \tag{3.20}
\end{equation*}
$$

Here, applying (3.15a) and $N(T) \leq \frac{1}{10}$, we see that

$$
\begin{equation*}
\left|\frac{3}{2} U_{x} \phi_{x}^{2}+U_{x x} \phi \phi_{x}+\frac{1}{2} \phi_{x}^{3}\right| \leq \frac{1}{2} \phi_{x}^{2}+C \phi^{2} \tag{3.21}
\end{equation*}
$$

We integrate (3.20) over $\mathbf{R} \times[0, t]$ and substitute (3.21) in the resulting equation. This yields
$\left|\phi_{x}(t)\right|_{2}^{2}+\int_{0}^{t}\left|\phi_{x}\right|_{2}^{2} d \tau \leq\left|\phi_{0}^{\prime}\right|_{2}^{2}+C \int_{0}^{t}|\phi(\tau)|_{2}^{2} d \tau+2 \int_{0}^{t}\|\psi(\tau)\|_{1}^{2} d \tau \leq C\left(\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{1}^{2}\right)$,
where we used the estimate (3.16) and (3.17). Also, from (3.19) and (3.22) we have

$$
\begin{equation*}
\int_{0}^{t}\|\psi(\tau)\|_{2}^{2} d \tau \leq C\left(\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{1}^{2}\right) \tag{3.23}
\end{equation*}
$$

Finally, we derive the $L^{2}$-estimate for $\phi_{x x}$ by the similar method used in deriving the estimate for $\phi_{x}$. We differentiate (1.14) twice with respect to $x$ and multiply $\phi_{x x}$ and $\psi_{x x}$ on the first and the second equations thus obtained, respectively. Then, adding the resulting two equations, we have

$$
\begin{align*}
\left(\frac{1}{2} \phi_{x x}^{2}\right)_{t} & +\psi_{x x}^{2}+\psi_{x x x}^{2}+\frac{5}{2} U_{x} \phi_{x x}^{2}+3 U_{x x} \phi_{x} \phi_{x x}  \tag{3.24}\\
& +U_{x x x} \phi \phi_{x x}^{2}+\frac{5}{2} \phi_{x} \phi_{x x}^{2}+(\ldots)_{x}=0
\end{align*}
$$

Also, similarly to (3.19), we have

$$
\begin{equation*}
\phi_{x x}^{2}=\psi_{x}^{2}+2 \psi_{x x}^{2}+\psi_{x x x}^{2}-2\left(\psi_{x} \psi_{x x}\right)_{x} \tag{3.25}
\end{equation*}
$$

We rewrite (3.24) by using (3.25) and obtain as a counterpart of (3.20)

$$
\begin{align*}
\left(\frac{1}{2} \phi_{x x}^{2}\right)_{t} & +\phi_{x x}^{2}-\left(\psi_{x}^{2}+\psi_{x x}^{2}\right)+\frac{5}{2} U_{x} \phi_{x x}^{2}+3 U_{x x} \phi_{x} \phi_{x x}  \tag{3.26}\\
& +U_{x x x} \phi \phi_{x x}^{2}+\frac{5}{2} \phi_{x} \phi_{x x}^{2}+(\ldots)_{x}=0
\end{align*}
$$

Here, using (3.15) and $N(T) \leq \frac{1}{10}$, we see that

$$
\begin{equation*}
\left|\frac{5}{2} U_{x} \phi_{x x}^{2}+3 U_{x x} \phi_{x} \phi_{x x}+U_{x x x} \phi \phi_{x x}+\frac{5}{2} \phi_{x} \phi_{x x}^{2}\right| \leq \frac{15}{16} \phi_{x x}^{2}+C M^{2} \phi^{2}+C \phi_{x}^{2} \tag{3.27}
\end{equation*}
$$

Now, integrating (3.26) over $\mathbf{R} \times[0, t]$ and substituting (3.27) in the resulting equation, we obtain

$$
\begin{align*}
\left|\phi_{x x}(t)\right|_{2}^{2}+\int_{0}^{t}\left|\phi_{x x}(\tau)\right|_{2}^{2} d \tau & \leq C\left|\phi_{0}^{\prime \prime}\right|_{2}^{2}+C(M) \int_{0}^{t}\|\phi(\tau)\|_{1}^{2}+\left\|\psi_{x}(\tau)\right\|_{1}^{2} d \tau  \tag{3.28}\\
& \leq C(M)\left(\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{2}^{2}\right)
\end{align*}
$$

where we used the estimates (3.16), (3.22), and (3.23). Here $C(M)$ denotes a constant depending on $M$ in (3.15b). Also, from (3.25) and (3.28) we have

$$
\begin{equation*}
\int_{0}^{t}\left\|\psi_{x}(\tau)\right\|_{2}^{2} \leq C(M)\left(\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{2}^{2}\right) \tag{3.29}
\end{equation*}
$$

To complete the proof of Proposition 1.8, we combine (3.16), (3.22), (3.23), (3.28), and (3.29), obtaining

$$
\begin{align*}
|\Phi(t)|_{2}^{2}+\|\phi(t)\|_{2}^{2} & +\int_{0}^{t}\|\phi(\tau)\|_{2}^{2}+\|\psi(\tau)\|_{3}^{2} d \tau  \tag{3.30}\\
& +\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right| \Phi^{2} d x d \tau \leq C(M)\left(\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{2}^{2}\right)
\end{align*}
$$

This inequality combined with the inequality $\|\psi\|_{3} \leq\left\|\phi_{x}\right\|_{1}$, which is derived from (3.19) and (3.25), gives the desired estimate (1.25). This completes the proof of Proposition 1.8 and hence of Theorem 1.6 (i).

Decay estimates (proof of Proposition 1.9). In this subsection we derive the decay estimate (1.26). Let $(\phi, \psi)$ be the global solution to the problem (1.14), (1.15), which is obtained in Theorem 1.6. Note that this solution verifies

$$
\begin{equation*}
\sup _{0 \leq t \leq \infty}\|\Phi(t)\|_{3} \leq C\left\|\Phi_{0}\right\|_{3} \leq \frac{1}{10} \tag{3.31}
\end{equation*}
$$

At first we prove the $L^{1}$-estimate of $\Phi$, which plays an important role in getting the convergence rate.

Lemma 3.2. If $\Phi_{0} \in L^{1}$, then $\Phi \in C^{0}\left([0, \infty) ; L^{1}\right)$ and

$$
\begin{equation*}
|\Phi(t)|_{1}+\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right||\Phi| d x d \tau \leq\left|\Phi_{0}\right|_{1}+\frac{1}{2}\left(\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2}\right) \tag{3.32}
\end{equation*}
$$

Proof. From (3.2), we have that

$$
\psi_{x}=\phi-K \phi=(\Phi-K \Phi)_{x}
$$

By integrating this equation on the interval $(-\infty, x]$, we obtain

$$
\begin{equation*}
\psi=\Phi-K \Phi \tag{3.33}
\end{equation*}
$$

Substituting this equation in (1.19), we have that

$$
\begin{equation*}
\Phi_{t}+U \Phi_{x}+\frac{1}{2} \phi^{2}+\Phi-K \Phi=0 \tag{3.34}
\end{equation*}
$$

Multiplying $a_{\delta}(\Phi)$ on this equation and integrating over $\mathbf{R} \times[0, t]$, we obtain that

$$
\begin{align*}
\int_{-\infty}^{\infty} A_{\delta}(\Phi(t)) d x & +\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right| A_{\delta}(\Phi) d x d \tau+\frac{1}{2} \int_{0}^{t} \int_{-\infty}^{\infty} a_{\delta}(\Phi) \phi^{2} d x d \tau  \tag{3.35}\\
& +\int_{0}^{t} \int_{-\infty}^{\infty} a_{\delta}(\Phi)(\Phi-K \Phi) d x d \tau=\int_{-\infty}^{\infty} A_{\delta}\left(\phi_{0}\right) d x
\end{align*}
$$

Letting $\delta \downarrow 0$ in (3.35), we have

$$
|\Phi(t)|_{1}+\int_{0}^{t} \int_{-\infty}^{\infty}\left|U_{x}\right||\Phi| d x d \tau \leq\left|\Phi_{0}\right|_{1}+\frac{1}{2} \int_{0}^{t}|\phi|_{2}^{2} d \tau \leq\left|\Phi_{0}\right|_{1}+\frac{1}{2}\left(\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2}\right)
$$

where we used the estimate (3.16). This completes the proof.
Next we derive the decay estimate for $\Phi$ and $\phi$. Let $\mu>\frac{1}{2}$ be a sufficiently large number which is fixed. We multiply $(\tau+1)^{\mu}$ on equations (3.10) and (3.12), and integrate the resulting equations over $\mathbf{R} \times[0, t]$. This yields

$$
\begin{align*}
(t+1)^{\mu}|\Phi(t)|_{2}^{2} & +2 \int_{0}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau \\
& +\int_{0}^{t} \int_{-\infty}^{\infty}(\tau+1)^{\mu}\left|U_{x}\right| \Phi^{2} d x d \tau=\left|\Phi_{0}\right|_{2}^{2}+\mu \int_{0}^{t}(\tau+1)^{\mu-1}|\Phi(\tau)|_{2}^{2} d \tau \\
& +2 \int_{0}^{t}(\tau+1)^{\mu}\|\psi(\tau)\|_{1}^{2} d \tau-\int_{0}^{t} \int_{-\infty}^{\infty}(\tau+1)^{\mu} \Phi \phi^{2} d x d \tau \tag{3.36}
\end{align*}
$$

and

$$
\begin{align*}
(t+1)^{\mu}|\phi(t)|_{2}^{2} & +2 \int_{0}^{t}(\tau+1)^{\mu}\|\psi(\tau)\|_{1}^{2} d \tau=\left|\phi_{0}\right|_{2}^{2}+\mu \int_{0}^{t}(\tau+1)^{\mu-1}|\phi(\tau)|_{2}^{2} d \tau \\
7) & +\int_{0}^{t} \int_{-\infty}^{\infty}(\tau+1)^{\mu}\left|U_{x}\right| \phi^{2} d x d \tau \tag{3.37}
\end{align*}
$$

Adding the above two equations, we obtain

$$
\begin{align*}
(t+1)^{\mu}\left(|\Phi(t)|_{2}^{2}\right. & \left.+|\phi(t)|_{2}^{2}\right)+2 \int_{0}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau \\
& +\int_{0}^{t} \int_{-\infty}^{\infty}(\tau+1)^{\mu}\left|U_{x}\right| \Phi^{2} d x d \tau=\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2}  \tag{3.38}\\
& +\mu \int_{0}^{t}(\tau+1)^{\mu-1}\left(|\Phi(\tau)|_{2}^{2}+|\phi(\tau)|_{2}^{2}\right) d \tau \\
& +\int_{0}^{t} \int_{-\infty}^{\infty}(\tau+1)^{\mu}\left(\left|U_{x}\right|-\Phi\right) \phi^{2} d x d \tau
\end{align*}
$$

We estimate the integrals on the right-hand side of (3.38). First, using (3.15a) and (3.31), we have

$$
\begin{equation*}
\int_{0}^{t} \int_{-\infty}^{\infty}(\tau+1)^{\mu}\left(\left|U_{x}\right|-\Phi\right) \phi^{2} d x d \tau \leq \frac{1}{2} \int_{0}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau \tag{3.39}
\end{equation*}
$$

Next, applying the Gagliardo-Nirenberg inequality

$$
|\Phi|_{2} \leq C\left|\Phi_{x}\right|_{2}^{\frac{1}{3}}|\Phi|_{1}^{\frac{2}{3}}=C|\phi|_{2}^{\frac{1}{3}}|\Phi|_{1}^{\frac{2}{3}}
$$

and the Hölder inequality, we see that

$$
\begin{align*}
\mu \int_{0}^{t}(\tau+1)^{\mu-1}|\Phi(\tau)|_{2}^{2} d \tau & \leq C \sup _{\tau}|\Phi(\tau)|_{1}^{\frac{4}{3}} \int_{0}^{t}(\tau+1)^{\mu-1}|\phi(\tau)|_{2}^{\frac{2}{3}} d \tau \\
& \leq C \sup _{\tau}|\Phi(\tau)|_{1}^{\frac{4}{3}}\left[\int_{0}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau\right]^{\frac{1}{3}}\left[\int_{0}^{t}(\tau+1)^{\mu-\frac{2}{3}} d \tau\right]^{\frac{2}{3}} \\
& \leq \varepsilon \int_{0}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau+C(\varepsilon)(t+1)^{\mu-\frac{1}{2}} \sup _{0 \leq \tau \leq t}|\Phi(\tau)|_{1}^{2} \tag{3.40}
\end{align*}
$$

for arbitrary $\varepsilon>0$, where $C(\varepsilon)$ is a constant depending on $\varepsilon$. Here we assumed that $\mu>\frac{1}{2}$. Finally, we show that

$$
\begin{equation*}
\mu \int_{0}^{t}(\tau+1)^{\mu-1}|\phi(\tau)|_{2}^{2} d \tau \leq \varepsilon \int_{0}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau+C(\varepsilon) \int_{0}^{t}|\phi(\tau)|_{2}^{2} d \tau \tag{3.41}
\end{equation*}
$$

for arbitrary $\varepsilon>0$. To see this, we choose $T$ such that $\mu(T+1)^{-1}=\varepsilon$ and divide the integral on the left-hand side of (3.41) into two parts corresponding to $[0, T]$ and [ $T, t]$, respectively. The first part is estimated as

$$
\mu \int_{0}^{T}(\tau+1)^{\mu-1}|\phi(\tau)|_{2}^{2} d \tau \leq \mu(T+1)^{\mu-1} \int_{0}^{T}|\phi(\tau)|_{2}^{2} d \tau \leq C(\varepsilon) \int_{0}^{t}|\phi(\tau)|_{2}^{2} d \tau
$$

while the second is
$\mu \int_{T}^{t}(\tau+1)^{\mu-1}|\phi(\tau)|_{2}^{2} d \tau \leq \mu(T+1)^{-1} \int_{T}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau \leq \varepsilon \int_{0}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau$.
This proves (3.41). Now, substitute (3.39), (3.40), and (3.41) in (3.38). Then letting $\varepsilon=\frac{1}{4}$ on the inequality thus obtained, we obtain

$$
\begin{align*}
(t+1)^{\mu}\left(|\Phi(t)|_{2}^{2}\right. & \left.+|\phi(t)|_{2}^{2}\right)+\int_{0}^{t}(\tau+1)^{\mu}|\phi(\tau)|_{2}^{2} d \tau+\int_{0}^{t} \int_{-\infty}^{\infty}(\tau+1)^{\mu}\left|U_{x}\right| \Phi^{2} d x d \tau \\
& \leq\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2}+C(t+1)^{\mu-\frac{1}{2}} \sup _{0 \leq \tau \leq t}|\Phi(\tau)|_{1}^{2}+C \int_{0}^{t}|\phi(\tau)|_{2}^{2} d \tau \\
& \leq C(t+1)^{\mu-\frac{1}{2}}\left(\left|\Phi_{0}\right|_{1}^{2}+\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2}\right), \tag{3.42}
\end{align*}
$$

where we used the estimates (3.32) and (3.16). Moreover, applying (3.42) to the right-hand side of (3.37), we have

$$
\begin{equation*}
\int_{0}^{t}(\tau+1)^{\mu}\|\psi(\tau)\|_{1}^{2} d \tau \leq C(t+1)^{\mu-\frac{1}{2}}\left(\left|\Phi_{0}\right|_{1}^{2}+\left|\Phi_{0}\right|_{2}^{2}+\left|\phi_{0}\right|_{2}^{2}\right) \tag{3.43}
\end{equation*}
$$

Next we derive the decay estimate for $\phi_{x}$ by multiplying $(\tau+1)^{\mu}$ on (3.20) and integrating it over $\mathbf{R} \times[0, t]$. Then, using (3.21), we obtain

$$
\begin{align*}
& (t+1)^{\mu}\left|\phi_{x}(t)\right|_{2}^{2}+\int_{0}^{t}(\tau+1)^{\mu}\left|\phi_{x}(\tau)\right|_{2}^{2} d \tau \leq\left|\phi_{0}^{\prime}\right|_{2}^{2}+\mu \int_{0}^{t}(\tau+1)^{\mu-1}\left|\phi_{x}(\tau)\right|_{2}^{2} d \tau \\
&  \tag{3.44}\\
& \quad+C \int_{0}^{t}(\tau+1)^{\mu}\left|\phi_{x}(\tau)\right|_{2}^{2} d \tau+2 \int_{0}^{t}(\tau+1)^{\mu}\|\psi(\tau)\|_{1}^{2} d \tau .
\end{align*}
$$

We substitute the estimate (3.41) with $\phi$ replaced by $\phi_{x}$ to the second term on the right-hand side of (3.44). Then, using (3.22), (3.42), and (3.43), we obtain

$$
\begin{equation*}
(t+1)^{\mu}\left|\phi_{x}(t)\right|_{2}^{2}+\int_{0}^{t}(\tau+1)^{\mu}\left|\phi_{x}(\tau)\right|_{2}^{2} d \tau \leq C(t+1)^{\mu-\frac{1}{2}}\left(\left|\Phi_{0}\right|_{1}^{2}+\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{1}^{2}\right) \tag{3.45}
\end{equation*}
$$

Also, from (3.19) and (3.45) we have

$$
\begin{equation*}
\int_{0}^{t}(\tau+1)^{\mu}\|\psi(\tau)\|_{2}^{2} d \tau \leq C(t+1)^{\mu-\frac{1}{2}}\left(\left|\Phi_{0}\right|_{1}^{2}+\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{1}^{2}\right) \tag{3.46}
\end{equation*}
$$

Similarly, we derive the decay for $\phi_{x x}$. We multiply $(\tau+1)^{\mu}$ on equation (3.26) and integrate it over $\mathbf{R} \times[0, t]$. Then, using (3.27), we obtain

$$
\begin{align*}
& (t+1)^{\mu}\left|\phi_{x x}(t)\right|_{2}^{2}+\int_{0}^{t}(\tau+1)^{\mu}\left|\phi_{x x}(\tau)\right|_{2}^{2} d \tau \leq C\left|\phi_{0}^{\prime \prime}\right|_{2}^{2}+\mu C \int_{0}^{t}(\tau+1)^{\mu-1}\left|\phi_{x x}(\tau)\right|_{2}^{2} d \tau \\
& (3.47) \quad+C(M) \int_{0}^{t}(\tau+1)^{\mu}\left(\|\phi(\tau)\|_{1}^{2}+\left\|\psi_{x}(\tau)\right\|_{1}^{2}\right) d \tau . \tag{3.47}
\end{align*}
$$

By applying (3.41) with $\phi$ replaced by $\phi_{x x}$ and using (3.28), (3.42), (3.45), and (3.46), we have from (3.47) that
$(t+1)^{\mu}\left|\phi_{x x}(t)\right|_{2}^{2}+\int_{0}^{t}(\tau+1)^{\mu}\left|\phi_{x x}(\tau)\right|_{2}^{2} d \tau \leq C(M)(t+1)^{\mu-\frac{1}{2}}\left(\left|\Phi_{0}\right|_{1}^{2}+\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{2}^{2}\right)$.
Also, from (3.25) and (3.48) we have

$$
\begin{equation*}
\int_{0}^{t}(\tau+1)^{\mu}\left\|\psi_{x}(\tau)\right\|_{2}^{2} d \tau \leq C(M)(t+1)^{\mu-\frac{1}{2}}\left(\left|\Phi_{0}\right|_{1}^{2}+\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{2}^{2}\right) . \tag{3.49}
\end{equation*}
$$

Finally, combining (3.42), (3.45), (3.46), (3.48), and (3.49), we arrive at the estimate

$$
\begin{align*}
(t+1)^{\mu}\left(|\Phi(t)|_{2}^{2}+\|\phi(t)\|_{2}^{2}\right) & +\int_{0}^{t}(\tau+1)^{\mu}\left(\|\phi(\tau)\|_{2}^{2}+\|\psi(\tau)\|_{3}^{2}\right) d \tau \\
& +\int_{0}^{t} \int_{-\infty}^{\infty}(\tau+1)^{\mu}\left|U_{x}\right| \Phi^{2} d x d \tau  \tag{3.50}\\
& \leq C(M)(t+1)^{\mu-\frac{1}{2}}\left(\left|\Phi_{0}\right|_{1}^{2}+\left|\Phi_{0}\right|_{2}^{2}+\left\|\phi_{0}\right\|_{2}^{2}\right) .
\end{align*}
$$

In particular, we have shown that

$$
\begin{equation*}
|\Phi(t)|_{2}+\|\phi(t)\|_{2} \leq C(M)(t+1)^{-\frac{1}{4}}\left(\left|\Phi_{0}\right|_{1}+\left|\Phi_{0}\right|_{2}+\left\|\phi_{0}\right\|_{2}\right) \tag{3.51}
\end{equation*}
$$

which together with the inequality $\|\psi\|_{3} \leq C\|\phi\|_{2}$ gives

$$
\begin{equation*}
\|\psi(t)\|_{3} \leq C(M)(t+1)^{-\frac{1}{4}}\left(\left|\Phi_{0}\right|_{1}+\left|\Phi_{0}\right|_{2}+\left\|\phi_{0}\right\|_{2}\right) . \tag{3.52}
\end{equation*}
$$

This completes the proof of Proposition 1.9 and hence of Theorem 1.6 (ii).
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#### Abstract

We prove the existence of vector-valued exponentially localized solutions to a class of nonlinear elliptic equations with equivariant nonlinearities. The elliptic equations govern the spatial profiles of solitary wave solutions to nonlinear wave equations with globally regular solutions. These solitary waves are localized versions of nonlinear Schrödinger vortices. We use constructive methods to show that there are localized solutions with any prescribed number of nodal surfaces.
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1. Introduction. We consider nonlinear Schrödinger (NLS) and nonlinear KleinGordon (NLKG) equations

$$
\begin{equation*}
-J u_{t}-\Delta u=\vec{g}(u) \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t t}-\Delta u=\vec{g}(u) \quad \text { (NLKG), } \tag{1.2}
\end{equation*}
$$

where $J$ is an invertible real skew-symmetric $M \times M$ matrix, and solutions $u$ are $\mathbb{R}^{M}$-valued functions on spacetime $\mathbb{R}^{N+1}$. The nonlinearity $\vec{g}: \mathbb{R}^{M} \rightarrow \mathbb{R}^{M}$ is assumed to be a continuous radial vector field; in particular, $\vec{g}(0)=0$ and

$$
\begin{equation*}
\vec{g}(y)=g(|y|) \hat{y} \quad \text { for } \quad y \neq 0 \tag{1.3}
\end{equation*}
$$

where $g:[0, \infty) \rightarrow \mathbb{R}$ is a continuous function with $g(0)=0$ and $\hat{y} \equiv \frac{y}{|y|}$.
We study standing-wave solutions

$$
\begin{equation*}
u(x, t) \equiv e^{\nu t K} v(x) \tag{1.4}
\end{equation*}
$$

to the nonlinear wave equations (NLS) and (NLKG), where $\nu$ is a real constant, $K$ is a real skew-symmetric $M \times M$ matrix, and $v: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$. For (NLS), we take $K \equiv J^{-1}$, so that $-J \frac{\partial}{\partial t} u=-\nu u$. For (NLKG), we take $K$ to be skew-symmetric and such that $K^{2}=-I$, so that $\frac{\partial^{2}}{\partial t^{2}} u=-\nu^{2} u$. (These requirements on $J$ and $K$ necessitate that the range space $\mathbb{R}^{M}$ be even-dimensional.)

Because $e^{\nu t K}$ is an isometry on the Euclidean space $\mathbb{R}^{M}$, it follows that $\vec{g}\left(e^{\nu t K} v(x)\right)$ $=e^{\nu t K} \vec{g}(v(x))$, and consequently, if $u(x, t) \equiv e^{\nu t K} v(x)$ is a solution of (NLS) or (NLKG), then the function $v$ must satisfy the elliptic equation

$$
\begin{equation*}
\Delta v+\vec{f}(v)=0 \tag{1.5}
\end{equation*}
$$

[^6]where $\vec{f}(y) \equiv \vec{g}(y)+\omega y$, with
\[

\omega \equiv $$
\begin{cases}\nu & \text { for NLS } \\ \nu^{2} & \text { for NLKG }\end{cases}
$$
\]

We note that by virtue of (1.3), the nonlinearity $\vec{f}$ has the analogous equivariant property

$$
\begin{equation*}
\vec{f}(y)=f(|y|) \hat{y} \quad \text { for } \quad y \neq 0 \tag{1.6}
\end{equation*}
$$

where the scalar-valued function $f$ is defined by $f(s) \equiv g(s)+\omega s$. For convenience, we will also denote by $f$ the odd extension of $f$ to all of $\mathbb{R}$.

In this paper, we prove the existence of twice-differentiable solutions $v: \mathbb{R}^{N} \rightarrow$ $\mathbb{R}^{M}$ with $N \geq 2$ and $M \geq 2$ such that $\nu(x) \rightarrow 0$ as $|x| \rightarrow \infty$. We remark that if $v$ is such a solution of (1.5), then $u(x, t) \equiv e^{\nu t K} v(x)$ is a localized standing-wave solution of the corresponding nonlinear evolution equation (NLS) or (NLKG). Under a (Galilean or Lorentz) velocity boost, such a standing wave becomes a spatiallylocalized traveling wave solution of the wave equation, that is, a multidimensional solitary wave.

The set of spherically-symmetric ("radial") scalar-valued ( $M=1$ ) solutions to (1.5) has been extensively studied (see [1], [2], [3], [5], [6], [8], [9], [10], [12], [13], [14], [15]). Constructive techniques to establish the existence of localized solutions to (1.5) with prescribed nodal structure include [13], which treats real-valued radial solutions in $\mathbb{R}^{N}$ for nonlinearities that are superlinear at large amplitudes.

In $[7]$ we used techniques analogous to those in $[13]$ to investigate the existence and nodal structure of complex-valued ( $M=2$ ) nonradial solutions in $\mathbb{R}^{2}$ for nonlinearities that are superlinear at large amplitudes. The corresponding standing-wave solutions to (NLS) and (NLKG) carry nonzero (classical) angular momentum in the center-ofmomentum frame and are thus "spinning" solitary waves.

The type of nonlinearity treated in [7] and [13], however, admits finite-time blowup of (some) solutions to the corresponding semilinear wave equation. In [8], we studied a different type of nonlinearity, compatible with global regularity of solutions, in which the energy density for the associated wave equation is positive definite. For such "hilltop" nonlinearities, [8] establishes the existence, in arbitrary spatial dimension, of spherical (real-valued, spinless) solitary-wave solutions to (NLS) and (NLKG) with a prescribed nodal structure. Here we establish the existence, in arbitrary spatial dimension, of nonspherical (spinning) solitary-wave solutions with prescribed nodal structure, for "hilltop" nonlinearities compatible with global regularity of solutions.

For complex-valued nonradial solutions in spatial dimensions $N \geq 3$, no ansatz has been found that reduces (1.5) to an ordinary differential equation. An ansatz for complex-valued nonradial solutions that transforms (1.5) to a partial differential equation with fewer independent variables is made in [11], where the existence of localized solutions is established through variational methods. In contrast, the vectorvalued solutions we construct here (with range dimension $M \geq 3$ in the case $N \geq 3$ ) result from an ansatz that reduces (1.5) to an ordinary differential equation.

In particular, we look for solutions to the elliptic equation (1.5) of the separated form

$$
\begin{equation*}
v(x)=w(r) \hat{\psi}(\hat{x}), \tag{1.7}
\end{equation*}
$$

where $r \equiv|x|$ and $\hat{x} \equiv \frac{x}{|x|}$. Here $w:[0, \infty) \rightarrow \mathbb{R}$, and $\hat{\psi}: S^{N-1} \rightarrow S^{M-1}$ is a function on the sphere $S^{N-1}$ in $\mathbb{R}^{N}$, taking unit-vector values in $\mathbb{R}^{M}$. For $v(x)$ of this form, we have

$$
\begin{equation*}
\Delta v=\left(\Delta_{r} w\right) \hat{\psi}+\frac{1}{r^{2}} w\left(\Delta_{S} \hat{\psi}\right) \tag{1.8}
\end{equation*}
$$

where $\Delta_{r} \equiv \frac{\partial^{2}}{\partial r^{2}}+\frac{N-1}{r} \frac{\partial}{\partial r}$ is the radial Laplacian, and where $\Delta_{S}$ is the Laplacian on the sphere $S^{N-1} \subset \mathbb{R}^{N}$, applied componentwise to $\hat{\psi}$.

We show in section 2 that there are functions $\hat{\psi}: S^{N-1} \rightarrow S^{M-1}$ whose coordinate functions are eigenfunctions of the spherical Laplacian with eigenvalue $\mu_{\ell} \equiv-\ell(\ell+$ $N-2$ ), provided that the dimension $M$ of the range space is at least as large as the multiplicity of $\mu_{\ell}$. Given that

$$
\begin{equation*}
\Delta_{S} \hat{\psi}=-\ell(\ell+N-2) \hat{\psi} \tag{1.9}
\end{equation*}
$$

it follows from (1.5)-(1.9) that the radial profile $w$ must then satisfy the ordinary differential equation

$$
\begin{equation*}
w^{\prime \prime}+\frac{N-1}{r} w^{\prime}-\frac{\ell(\ell+N-2)}{r^{2}} w+f(w)=0 . \tag{1.10}
\end{equation*}
$$

We use ordinary-differential-equation arguments to prove that, for each prescribed number of nodes, there is a solution $w:[0, \infty) \rightarrow \mathbb{R}$ to (1.10) that is exponentially decreasing far from the origin. We establish this result for $N \geq 2$ and $\ell \geq 1$, under hypotheses on the nonlinearity $f$ that are compatible with global existence of finite-energy solutions to the associated nonlinear wave equations, as in [8]. For our nonlinearities, the corresponding standing-wave solutions for (NLS) have a structure consisting of a core region resembling a vortex (a nonlocalized solution with asymptotically constant amplitude), encapsulated by a membrane region that exponentially localizes the solution.

Let $G$ be the primitive of $g$. The individual terms in the conserved energy densities $e_{1}[u] \equiv \frac{1}{2}|\nabla u|^{2}-G(|u|)$ for (NLS) and $e_{2}[u] \equiv \frac{1}{2}\left|u_{t}\right|^{2}+\frac{1}{2}|\nabla u|^{2}-G(|u|)$ for (NLKG) are all nonnegative provided that $G$ is nonpositive. In that case, the time-independence of the spatial integrals of $e_{1}[u]$ and $e_{2}[u]$ ensures global existence of finite-energy solutions. Because $f(s)=g(s)+\omega s$, the primitive $F$ of $f$ is related to $G$ by $F(s)=$ $G(s)+\frac{1}{2} \omega s^{2}$. Accordingly, we treat nonlinearities $f$ in (1.10) whose primitives are quadratically bounded above, corresponding to nonpositive $G$.

Our hypotheses on $f$ are essentially those for the "hilltop case" in [8]. We suppose that $f$ is an odd locally Lipschitz-continuous function with $-\infty<-\sigma^{2} \equiv$ $\lim _{s \rightarrow 0} \frac{f(s)}{s} \leq 0$, and in case $\sigma=0$ we require that $f(s)<0$ for small positive $s$. We assume that there exist $\beta$ and $\delta$ with $0<\beta<\delta$ such that $f(\beta)=f(\delta)=0$ and $f>0$ on $(\beta, \delta)$. For simplicity, we assume that $f(s)$ is strictly decreasing for $s$ near $\delta$. In addition, we assume that the primitive $F(s) \equiv \int_{0}^{s} f(t) d t$ has a positive zero $\gamma$ with $\beta<\gamma<\delta$ and that $F<0$ on $(0, \gamma)$. We denote the smallest positive zero of $f$ by $\alpha$. Thus $0<\alpha \leq \beta<\gamma<\delta$. See Figure 1. We make no assumptions on $f(s)$ for arguments with $|s|>\delta$.

To formulate a well-posed initial value problem for (1.10) with initial conditions given at $r=0$, we make the change of variable $w(r)=r^{\ell} z(r)$ to obtain the equation

$$
\begin{equation*}
z^{\prime \prime}+\frac{2 \ell+N-1}{r} z^{\prime}+\frac{1}{r^{\ell}} f\left(r^{\ell} z\right)=0 \tag{1.11}
\end{equation*}
$$



Fig. 1.
for $z$, which, by virtue of the condition on $f$ at zero, has well-posed initial value problems obtained by specifying

$$
\begin{equation*}
z(0)=d \text { and } z^{\prime}(0)=0 \tag{1.12}
\end{equation*}
$$

Since $f$ is odd it suffices to consider nonnegative $d$, and henceforth we assume $d \geq 0$. If $z$ is a $C^{2}$ solution of such an initial value problem, it follows that $w(r)=r^{\ell} z(r)$ is a $C^{2}$ solution of the differential equation

$$
\begin{equation*}
w^{\prime \prime}+\frac{N-1}{r} w^{\prime}-\frac{\ell(\ell+N-2)}{r^{2}} w+f(w)=0 \tag{1.13}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \frac{w(r)}{r^{\ell}}=d \quad \text { and } \quad \lim _{r \rightarrow 0^{+}}\left(\frac{w(r)}{r^{\ell}}\right)^{\prime}=0 \tag{1.14}
\end{equation*}
$$

and that the corresponding function $v(x)=w(|x|) \hat{\psi}(\hat{x})$ is $C^{2}$ on $\mathbb{R}^{N}$. We remark that the term $\frac{\ell(\ell+N-2)}{r^{2}} w$ in (1.13) makes the behavior of solutions significantly different
from that in the "radial" case $\ell=0$. See [7] and [8] for commentary on the novel features of these initial value problems.

We remark that the equivalence of (1.10) and (1.11) shows that, for the case of superlinearly-growing $f$ (not under consideration here), the analysis in [7] for the $N=2$ case applies to establish the existence of localized standing-wave solutions to (NLS) and (NLKG) for such $f$ and general $N$.

We prove the following main theorem.
Main Theorem. Let the nonlinearity $f$ have the ("hilltop") properties specified. Let integers $N \geq 2$ and $\ell \geq 1$ be given. Then, for each nonnegative integer $n$, there is a positive number $d$ and a $C^{2}$ solution $w$ to (1.13) and (1.14) such that $\lim _{r \rightarrow \infty} w(r)=0$ and $w$ has exactly $n$ positive zeros.

Figure 2 shows the radial profiles $w(r)$ with $n=0$ and $n=1$ positive zeros in the case $N=2$ and $\ell=2$ for $f(s) \equiv-(4.3) s+5 s^{3}-s^{5}$.

We remark that if $\sigma \neq 0$, then the solutions whose existence is established by the main theorem decay exponentially as $r \rightarrow \infty$. This can be established using the proof technique in section 6 of [7].

In section 2, we show that there are unit-vector-valued eigenfunctions of the Laplacian on the sphere. In section 3, we return to consideration of the ordinary differential equation and establish some general properties of solutions of (1.13)-(1.14). In section 4 , we show that there is a value of $d$ for which the solution to (1.13)-(1.14) is monotonically increasing to $\delta$ as $r \rightarrow \infty$. Section 5 contains the proof of the main theorem.

In the following, we write $r \rightarrow 0$ and $d \rightarrow 0$ to mean $r \rightarrow 0^{+}$and $d \rightarrow 0^{+}$, respectively. Throughout, $N \geq 2, \ell \geq 1$, and $w(r)=r^{\ell} z(r)$.

We will make use of the identity

$$
\begin{equation*}
\left.r^{2}\left(\frac{1}{2} w^{\prime 2}+F(w)\right)\right|_{r_{1}} ^{r_{2}}+(N-2) \int_{r_{1}}^{r_{2}} s w^{\prime 2} d s=\left.\frac{\ell(\ell+N-2)}{2} w^{2}\right|_{r_{1}} ^{r_{2}}+2 \int_{r_{1}}^{r_{2}} s F(w(s)) d s \tag{1.15}
\end{equation*}
$$

which results from multiplying (1.13) by $r^{2} w^{\prime}$ to obtain $\left(\frac{1}{2} r^{2} w^{\prime 2}\right)^{\prime}+(N-2) r w^{\prime 2}-$ $\left(\frac{\ell(\ell+N-2)}{2} w^{2}\right)^{\prime}+r^{2}(F(w))^{\prime}=0$, and then integrating on $\left(r_{1}, r_{2}\right)$.
2. Vector-valued eigenfunctions of the Laplacian on the sphere. In this section we show that unit-vector-valued eigenfunctions of the Laplacian on the sphere exist for suitably large dimension $M$ of the range space. We first recall [4, section 2 H ] that the Laplacian $\Delta_{S}$ on the unit sphere $S^{N-1}$ in $\mathbb{R}^{N}$ has scalar-valued eigenfunctions with eigenvalues $\mu_{\ell} \equiv-\ell(\ell+N-2), \ell=0,1,2, \ldots$; the subspace $H_{\ell}$ of $L^{2}\left(S^{N-1}\right)$ consisting of eigenfunctions with eigenvalue $\mu_{\ell}$ has dimension

$$
\begin{equation*}
D_{\ell}=\frac{(2 \ell+N-2)(\ell+N-3)!}{(N-2)!\ell!} \tag{2.1}
\end{equation*}
$$

(In the case $N=2$, we have $D_{0}=1$ and $D_{\ell}=2$ for all $\ell \geq 1$.) For given $N$ and $\ell$, let $\left\{Y_{\ell m} \mid m=1,2, \ldots, D_{\ell}\right\}$ be an orthonormal basis for $H_{\ell}$ consisting of real-valued functions. Then the identity

$$
\begin{equation*}
\sum_{m=1}^{D_{\ell}}\left(Y_{\ell m}(\hat{x})\right)^{2}=\frac{D_{\ell}}{\sigma_{N}} \tag{2.2}
\end{equation*}
$$

holds for all $\hat{x} \in S^{N-1}$, where $\sigma_{N} \equiv \frac{2 \pi^{N / 2}}{\Gamma(N / 2)}$ is the area of $S^{N-1}$ in $\mathbb{R}^{N}$.



Fig. 2. Radial profiles $w(r)$ in the case $N=2$ and $l=2$ for $f(s)=-(4.3) s+5 s^{3}-s^{5}$.

We now construct unit-vector-valued eigenfunctions. Given the spatial dimension $N$ and a nonnegative integer $\ell$, a vector-valued eigenfunction of $\Delta_{S}$ with eigenvalue $\mu_{\ell}$ has the general form

$$
\begin{equation*}
\psi(\hat{x}) \equiv \sum_{m=1}^{D_{\ell}} a_{m} Y_{\ell m}(\hat{x}) \tag{2.3}
\end{equation*}
$$

where each $a_{m}$ is a (constant) vector in $\mathbb{R}^{M}$. The requirement that $\psi$ be a unit vector
for all $\hat{x} \in S^{N-1}$ then becomes

$$
\begin{equation*}
1=|\psi(\hat{x})|^{2}=\sum_{m=1}^{D_{\ell}} \sum_{n=1}^{D_{\ell}}\left(a_{m} \cdot a_{n}\right) Y_{\ell m}(\hat{x}) Y_{\ell n}(\hat{x}) \tag{2.4}
\end{equation*}
$$

where $a_{m} \cdot a_{n}$ is the ordinary Euclidean inner product of the vectors $a_{m}$ and $a_{n}$. In view of the identity (2.2), we may satisfy this requirement by choosing the vectors $\left\{a_{m} \mid m=1,2, \ldots, D_{\ell}\right\}$ to be pairwise orthogonal and normalized by $\left|a_{m}\right|=$ $\sqrt{\sigma_{N} / D_{\ell}}$.

We note that in order to accommodate the $D_{\ell}$ linearly independent vectors in this construction, the dimension $M$ of the range space must be at least $D_{\ell}$. In the case of $N=2$ spatial dimensions, $D_{\ell}=2$ for all $\ell \geq 1$, and the maps $\psi_{\ell}: S^{1} \rightarrow S^{1}$ given by $\psi_{\ell}(\theta) \equiv(\cos \ell \theta, \sin \ell \theta)$ are eigenfunctions of $\Delta_{S}$ with eigenvalue $\mu_{\ell}=-\ell^{2}$. This is the situation treated in [7] (for growing nonlinearity $f$ ).

In higher spatial dimensions, $D_{\ell}$ is an increasing function of $\ell$, so that the range of admissible values of $\ell$ in this construction depends on $M$. In particular, since our construction requires $D_{\ell}$ linearly independent vectors in $\mathbb{R}^{M}$, for fixed domain dimension $N$ and range dimension $M$, there is a maximum value $\ell_{\max }=\max \left\{\ell: D_{\ell} \leq\right.$ $M\}$ of $\ell$ for which our construction can produce unit-vector-valued eigenfunctions of $\Delta_{S}$ with eigenvalue $\mu_{\ell}$. (This upper limit on the "spin" $\ell$ is of potential interest for the modeling of elementary particles with equations of these types.)

We note, however, that $D_{1}=N$ for all $N$, so that a vector field ( $M=N$ ) accommodates eigenvalue $\mu_{1}$. In particular, $\psi_{1}: S^{N-1} \rightarrow S^{N-1}$, defined by $\psi_{1}(\hat{x}) \equiv$ $\hat{x}$, is an eigenfunction of $\Delta_{S}$ with eigenvalue $\mu_{1}=-(N-1)$ for general $N$.

In all cases, given spatial dimension $N$ and index $\ell$, we may choose suitablynormed pairwise orthogonal vectors $a_{m}$ so that (2.3) furnishes unit-vector-valued eigenfunctions of the Laplacian on $S^{N-1}$ with eigenvalue $\mu_{\ell}$, provided that the dimension $M$ of the range space is sufficiently large to accommodate $D_{\ell}$ linearly independent vectors.
3. Properties of solutions to the initial value problem. As in [7], it is a straightforward task to show that for any fixed $d \geq 0$, the initial value problem (1.13)(1.14) has a unique $C^{2}$ solution on some small interval $(0, \epsilon)$ with $\epsilon>0$. The solution $w(r)=w(r, d)$ of (1.13)-(1.14) may be continued in $r>0$ as long as $|w(r)| \leq \delta$ and $\left|w^{\prime}(r)\right|$ remains finite. Let $(0, R(d))$ be the resulting maximal open interval of existence for $w(r, d)$. If $R(d)=\infty$, then $|w(r, d)| \leq \delta$ for $r \in(0, \infty)$. If $0<R(d)<\infty$, then, because $f$ is bounded on $[-\delta, \delta]$, both limits $w(R(d), d) \equiv \lim _{r \rightarrow R(d)-} w(r, d)$ and $w^{\prime}(R(d), d) \equiv \lim _{r \rightarrow R(d)}-w^{\prime}(r, d)$ exist, which we can verify as follows.

For $r \in(0, R(d))$, we have $r^{\ell}|z|=|w| \leq \delta$. Multiplying (1.11) by $r^{2 \ell+N-1}$ and integrating give

$$
\begin{equation*}
-z^{\prime}(r, d)=\frac{1}{r^{2 \ell+N-1}} \int_{0}^{r} s^{\ell+N-1} f\left(s^{\ell} z(s, d)\right) d s \tag{3.1}
\end{equation*}
$$

Since $f$ is bounded on $[-\delta, \delta]$, we see that $\left|z^{\prime}(r, d)\right| \leq($ constant $) r^{1-\ell}$ for $r \in(0, R(d))$. Thus, $\lim _{r \rightarrow R(d)^{-}} z(r, d)$ exists. Furthermore, because $f$ is bounded and $\left|z^{\prime}\right|$ is bounded for $r$ near $R(d),(1.11)$ shows that $\left|z^{\prime \prime}(r, d)\right|$ is also bounded for $r$ near $R(d)$, and thus $\lim _{r \rightarrow R(d)-} z^{\prime}(r, d)$ exists as well. Because $w(r, d)=r^{\ell} z(r, d)$, it follows that the limits of $w$ and $w^{\prime}$ as $r \rightarrow R(d)^{-}$both exist, as asserted.

We now establish some qualitative properties of solutions $w(r)$ to (1.13)-(1.14).

LEMMA 3.1. Suppose $p$ is a local maximum for $|w|$ with $0<p<R(d)$ and $0<|w(p)|<\delta$. Then $F(w(r)) \leq F(w(p))$ for $r>p$. In particular, if $|w(p)| \geq \gamma$, then $|w(r)| \leq|w(p)|$ for $r>p$.

Proof. Consider first the case $0<w(p)<\delta$. Since $p$ is a local maximum for $w$, we have that $w^{\prime}(p)=0$ and $w^{\prime \prime}(p) \leq 0$. Therefore, from (1.13) we have $f(w(p)) \geq$ $\frac{\ell(\ell+N-2)}{p^{2}} w(p)>0$. Thus, $F$ is increasing near $w(p)$. Since $w(r) \leq w(p)$ for $r$ near $p$, we then have that $F(w(r)) \leq F(w(p))$ for $r$ near $p$.

Next, suppose by way of contradiction that the lemma is false. Then there exists a finite number $s$ with $p<s$ such that $[p, s]$ is the $r$-interval of maximal length on which $F(w(r)) \leq F(w(p))$. It follows that $F(w(s))=F(w(p))$.

We now evaluate the identity (1.15) with $r_{1}=p, r_{2}=s$. This gives

$$
\begin{equation*}
F(w(p))\left[s^{2}-p^{2}\right] \leq \frac{\ell(\ell+N-2)}{2}\left[w^{2}(s)-w^{2}(p)\right]+2 \int_{p}^{s} t F(w) d t \tag{3.2}
\end{equation*}
$$

Since $F(w(r)) \leq F(w(p))$ on $[p, s]$, we have

$$
2 \int_{p}^{s} t F(w) d t \leq F(w(p))\left[s^{2}-p^{2}\right] .
$$

Thus (3.2) implies

$$
w^{2}(p) \leq w^{2}(s)
$$

Therefore, there exists $q$ with $p<q \leq s$ such that $w(p)=|w(q)|$. Again, using identity (1.15), this time with $r_{2}=q$ and $r_{1}=p$, gives (since $F$ is even and thus $F(w(q))=F(w(p)))$

$$
\begin{equation*}
\frac{1}{2} q^{2} w^{\prime}(q)^{2}+F(w(p))\left[q^{2}-p^{2}\right] \leq 2 \int_{p}^{q} r F(w) d r \tag{3.3}
\end{equation*}
$$

We may assume that $F(w(r)) \not \equiv F(w(p))$ on $[p, q]$. (Otherwise, $w(r)$ would be constant, which is impossible). Thus (3.3) implies

$$
\frac{1}{2} q^{2} w^{\prime}(q)^{2}+F(w(p))\left[q^{2}-p^{2}\right] \leq 2 \int_{p}^{q} r F(w) d r<F(w(p))\left[q^{2}-p^{2}\right]
$$

or equivalently, $q^{2} w^{\prime}(q)^{2}<0$, which is absurd. This contradiction completes the proof of Lemma 3.1 in the case where $w(p)$ is positive.

To treat the situation in which $w(p)$ is negative, we note that because $f$ is odd, $\tilde{w}(r) \equiv-w(r)$ is also a solution to (1.13), and $\tilde{w}(p)>0$ is a local maximum of $\tilde{w}$. Thus our arguments apply without change to $\tilde{w}$, and complete the proof of Lemma 3.1 in this case as well.

Lemma 3.2. Suppose that $w$ is not identically zero and there exists $t \in(0, R(d))$ such that $w(t)=0$. Then, there exists $q$ with $0<q<t$ such that $|w(q)|>\gamma$.

Proof. The quantity $w^{\prime}(t)^{2}$ is strictly positive, since otherwise $w \equiv 0$ by uniqueness of solutions of initial value problems. Using identity (1.15) with $r_{2}=t$ and $r_{1}=0$, we thus obtain

$$
0<\frac{1}{2} t^{2} w^{\prime}(t)^{2} \leq 2 \int_{0}^{t} s F(w(s)) d s
$$

Thus the integrand is positive somewhere, that is, $F(w(q))>0$ for some $q \in(0, t)$. Hence $|w(q)|>\gamma$, as claimed.

LEmmA 3.3. Suppose $w^{\prime}(r) \geq 0$ on $(a, b) \subset(0, R(d)), w(a) \geq 0$, and $w \not \equiv 0$. Then in fact $w^{\prime}(r)>0$ on $(a, b)$.

Proof. Suppose there exists $p \in(a, b)$ with $w^{\prime}(p)=0$. Then $w(p) \geq w(a) \geq 0$ since $w^{\prime} \geq 0$ on $(a, b)$. In addition, $w(p)>0$ because otherwise $w \equiv 0$ by the uniqueness of solutions of initial value problems. Now, since $w^{\prime} \geq 0$ on $(a, b), w^{\prime}(r)$ has a minimum at $p$, and therefore $w^{\prime \prime}(p)=0$. We next observe that the composition $f(w(r))$ is differentiable at $r=p$ even though $f$ is only locally Lipschitz, and $\left.\frac{d}{d r} f(w(r))\right|_{r=p}=$ 0 . To see this, observe that $0 \leq \lim _{r \rightarrow p}\left|\frac{f(w(r))-f(w(p))}{r-p}\right| \leq K \lim _{r \rightarrow p}\left|\frac{w(r)-w(p)}{r-p}\right|=$ $K\left|w^{\prime}(p)\right|=0$, where $K$ is the Lipschitz constant for $f$ near $w(p)$. Thus we may differentiate (1.13) at $r=p$, to obtain $w^{\prime \prime \prime}(p)=-\frac{2 \ell(\ell+N-2)}{p^{3}} w(p)<0$. But $w^{\prime \prime \prime}(p)$ cannot be negative if $w^{\prime}(r)$ has a minimum at $r=p$. Thus there cannot be any point $p \in(a, b)$ with $w^{\prime}(p)=0$, which establishes the assertion of Lemma 3.3.

Lemma 3.4. If $w(q)=\delta$ for some finite $q \in(0, R(d)]$, then $w^{\prime}(q)>0$.
Proof. Recall that $|w(r)| \leq \delta$ for $r \in(0, R(d)]$. Thus $w^{\prime}(q) \geq 0$. Now suppose $w^{\prime}(q)=0$. Then $w^{\prime \prime}(q) \leq 0$. On the other hand, from (1.13) we have $w^{\prime \prime}(q)=$ $\frac{\ell(\ell+N-2)}{q^{2}} \delta>0$, a contradiction. Thus, $w^{\prime}(q)>0$ and the lemma is proved.

Lemma 3.5. $w(r)>-\delta$ for all $r \in(0, R(d))$. If $R(d)<\infty$, then also $w(R(d))>$ $-\delta$.

Proof. Recall that $d \geq 0$, so that (from (1.14)) $w$ is positive for small positive $r$. If there exists $r_{0} \in\left(0, R(d)\right.$ ] with $w\left(r_{0}\right)=-\delta$, then $w$ must have a local maximum, $p$, with $0<p<r_{0}$ and $0<w(p) \leq \delta$. By Lemma 3.4, $0<w(p)<\delta$. Now by Lemma 3.1, $F(w(r)) \leq F(w(p))<F(\delta)$ for $r>p$. Evaluating at $r_{0}$ gives $F(\delta)<F(\delta)$, a contradiction. The lemma is proved.

We now define

$$
\begin{equation*}
\tilde{E}(r)=\frac{\frac{1}{2} w^{\prime 2}(r)+F(w(r))-F_{0}}{r^{2 \ell-2}}+\frac{\ell(\ell+N-2)}{2} \frac{w^{2}(r)}{r^{2 \ell}} \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{0} \equiv \min _{y \in[-\delta, \delta]} F(y)<0 \tag{3.5}
\end{equation*}
$$

We note that $\tilde{E}(r) \geq 0$, and from (1.14) we see that

$$
\tilde{E}(0)=+\infty \text { if } \ell>1
$$

and

$$
\tilde{E}(0)=\frac{N}{2} d^{2}-F_{0}>0 \text { if } \ell=1
$$

A computation shows that

$$
\begin{equation*}
\tilde{E}^{\prime}=-\frac{(\ell+N-2)}{r^{2 \ell-1}}\left(w^{\prime}-\frac{\ell w}{r}\right)^{2}-\frac{2(\ell-1)\left[F(w(r))-F_{0}\right]}{r^{2 \ell-1}} \leq 0 \tag{3.6}
\end{equation*}
$$

For each solution $w(r), \tilde{E}(r)$ is thus a nonnegative, nonincreasing quantity. Since the term $F(w(r))-F_{0}$ is nonnegative, we have that

$$
\begin{equation*}
\frac{w^{\prime 2}}{r^{2 \ell-2}}+\frac{w^{2}}{r^{2 \ell}} \leq \tilde{E}\left(r_{0}\right)<\infty \tag{3.7}
\end{equation*}
$$

for $0<r_{0}<r<R(d)$. From this estimate and Lemmas 3.4 and 3.5, it follows that the only way in which a solution $w(r)$ can fail to extend to all positive $r$ is if $w(r)$ attains the value $\delta$. Furthermore, if $R(d)<\infty$ then $|w|<\delta$ on $[0, R(d))$ and $w(R(d))=\delta$. Otherwise, if $R(d)=\infty$, then $|w|<\delta$ on $[0, \infty)$.

Lemma 3.6. Let $w(r, d)$ be the solution of the initial value problem (1.13)-(1.14). If $R(d)<\infty$, then $w^{\prime}(r, d)>0$ on $(0, R(d)]$.

Proof. If $d=0$, then $w$ is identically zero, so then $R(d)=\infty$. Thus under the hypotheses here, $d>0$. From (1.12) and the relation $w(r)=r^{\ell} z(r)$, it follows that $w^{\prime}(r)>0$ for small $r>0$. Now suppose that $w$ has a local maximum, $p$, with $0<p<R(d)$ and $0<w(p)<\delta$. By Lemma 3.1, $F(w(r)) \leq F(w(p))<F(\delta)$ for $r>p$. Evaluating at $R(d)$ gives $F(\delta)<F(\delta)$, a contradiction. Hence, $w^{\prime}(r) \geq 0$ on $(0, R(d))$. Then, by Lemma 3.3, $w^{\prime}(r)>0$ on $(0, R(d))$, and by Lemma 3.4, $w^{\prime}(R(d))>0$. This completes the proof of the lemma.
4. Existence of a positive, monotone solution with limiting value $\delta$. Recall that $\ell \geq 1$ and $N \geq 2$. The proofs of Lemmas 4.1 and 4.2 below are implicit in [7, section 3].

LEMMA 4.1. For $d>0$ chosen small enough, (1.13)-(1.14) has a solution, $w(r, d)$, which satisfies $0<w(r, d)<\gamma$ for all $r>0$.

Lemma 4.2. For any $d>0$, there exists a smallest value of $r, a_{d}$, such that $w\left(a_{d}, d\right)=\alpha$, and $w^{\prime}>0$ for all $r \in\left(0, a_{d}\right)$.

Lemma 4.3. For $r \in\left(0, a_{d}\right)$ we have $w(r) \geq d r^{\ell}$. (Consequently, taking limits as $r \rightarrow a_{d}^{-}$gives $\alpha \geq d a_{d}^{\ell}$. Therefore, $a_{d} \rightarrow 0$ as $\left.d \rightarrow \infty\right)$.

Proof. On $\left[0, a_{d}\right]$ we have $f(w) \leq 0$. Hence, from (1.11) we obtain

$$
\left(r^{2 \ell+N-1} z^{\prime}\right)^{\prime} \geq 0
$$

Integrating on $(0, r)$ gives $z^{\prime} \geq 0$, that is, $\left(w(r) / r^{\ell}\right)^{\prime} \geq 0$. Thus, using (1.14) we have

$$
w(r) \geq d r^{\ell}
$$

on $\left(0, a_{d}\right)$. This completes the proof of Lemma 4.3.
Lemma 4.4. For $d>0$ large enough, we have $R(d)<\infty$.
Proof. Assume by way of contradiction that $R(d)=\infty$ for an unbounded sequence of positive values of $d$. For such values of $d$ with $R(d)=\infty$, we know by Lemma 3.4 that $|w|<\delta$ on $(0, \infty)$. Then (1.13) gives

$$
w^{\prime \prime}+\frac{N-1}{r} w^{\prime}-\frac{\ell(\ell+N-2)}{r^{2}} w+M \geq 0
$$

where $M \equiv \max _{y \in[-\delta, \delta]} f(y)$. Letting $w=r^{\ell} z$ yields

$$
\left(r^{2 \ell+N-1} z^{\prime}\right)^{\prime} \geq-M r^{\ell+N-1}
$$

Hence, integrating on $(0, r)$ and using (1.12) gives

$$
\begin{equation*}
z^{\prime} \geq-\frac{M}{\ell+N} r^{1-\ell} \tag{4.1}
\end{equation*}
$$

We now must consider three different cases.
Case I $(\ell=1)$. Integrating (4.1) on $(0, r)$ and using $z(0)=d$ give

$$
z \geq d-\frac{M}{1+N} r
$$

and thus

$$
\begin{equation*}
w \geq r\left(d-\frac{M}{1+N} r\right) . \tag{4.2}
\end{equation*}
$$

Evaluating at $r=1$ gives

$$
\begin{equation*}
w(1) \geq d-\frac{M}{1+N} . \tag{4.3}
\end{equation*}
$$

Clearly, for large enough $d$, we have $w(1)>\delta$, which is a contradiction to our assumption that $R(d)=\infty$ (for this implied that $|w|<\delta$ ). Thus, we must have that $R(d)<\infty$ for large enough $d$.

This completes the lemma for Case I.
Case II $(\ell=2)$. We begin by integrating (4.1) on $\left(a_{d}, r\right)$ and we obtain

$$
z(r) \geq z\left(a_{d}\right)-\frac{M}{2+N}\left[\log r-\log a_{d}\right] \text { for } r>a_{d} .
$$

Since $w=r^{2} z$, we have

$$
\frac{w}{r^{2}} \geq \frac{\alpha}{a_{d}^{2}}+\frac{M}{2+N} \log a_{d}-\frac{M}{2+N} \log r \text { for } r>a_{d} .
$$

By Lemma 4.3, $a_{d} \rightarrow 0$ as $d \rightarrow \infty$. Thus, $a_{d}<1$ for large enough $d$. Evaluating the above inequality at $r=1$ we obtain

$$
w(1) \geq \frac{\alpha}{a_{d}^{2}}+\frac{M}{2+N} \log a_{d}=\frac{1}{a_{d}^{2}}\left(\alpha+\frac{M}{2+N} a_{d}^{2} \log a_{d}\right) .
$$

Since $a_{d} \rightarrow 0$ as $d \rightarrow \infty$, it follows that $\lim _{d \rightarrow \infty} a_{d}^{2} \log a_{d}=0$. So, for large enough $d$, we have $w(1)>\delta$ which again is a contradiction to the fact that $R(d)=\infty$. Thus, $R(d)<\infty$ for large enough $d$. This completes Case II.

Case III $(\ell>2)$. We begin by integrating (4.1) on $\left(a_{d}, r\right)$ and obtain

$$
\begin{align*}
& \frac{w}{r^{\ell}}=z(r) \geq z\left(a_{d}\right)+\frac{M}{(\ell+N)(\ell-2)}\left[\frac{1}{r^{\ell-2}}-\frac{1}{a_{d}^{\ell-2}}\right]=\frac{\alpha}{a_{d}^{\ell}}+\frac{M}{(\ell+N)(\ell-2)}\left[\frac{1}{r^{\ell-2}}-\frac{1}{a_{d}^{\ell-2}}\right] \\
& (4.4) \quad=\frac{1}{a_{d}^{\ell-2}}\left[\frac{\alpha}{a_{d}^{2}}-\frac{M}{(\ell+N)(\ell-2)}\right]+\frac{M}{(\ell+N)(\ell-2)} \frac{1}{r^{\ell-2}} . \tag{4.4}
\end{align*}
$$

Because $a_{d} \rightarrow 0$ as $d \rightarrow \infty$, the term in brackets in (4.4) is positive if $d$ is chosen large enough. Thus for sufficiently large $d$,

$$
\begin{equation*}
w \geq \frac{M}{(\ell+N)(\ell-2)} r^{2} \text { for } r>a_{d} . \tag{4.5}
\end{equation*}
$$

Thus $w>\delta$ for large enough $r$, which contradicts the assumption that $R(d)=\infty$. Therefore, $R(d)<\infty$. This completes Case III and thus completes the proof of Lemma 4.4.

We now let $D$ be the set of $d$-values for which the solution reaches the hilltop at a finite time. That is, we define

$$
D=\{d>0 \mid R(d)<\infty\} .
$$

By Lemma 4.4, if $d$ is chosen large enough, then $R(d)<\infty$. Thus the set $D$ is nonempty. Also, by Lemma 4.1, we have $0<w<\gamma<\delta$ for all $r>0$ if $d$ is chosen small enough. Thus, $D$ is bounded away from zero.

We now let

$$
d^{*}=\inf D
$$

Note that $d^{*}>0$.
Lemma 4.5. For $d \in\left(0, d^{*}\right)$, the solution $z(r, d)$ of (1.11)-(1.12) satisfies

$$
|z(r, d)| \leq C_{1}, \quad\left|z^{\prime}(r, d)\right| \leq C_{2}, \quad \text { and } \quad\left|z^{\prime \prime}(r, d)\right| \leq C_{3}
$$

for all $r>0$, where $C_{1}, C_{2}$, and $C_{3}$ are independent of $d$.
Proof. Since $d \in\left(0, d^{*}\right)$, in particular $d \notin D$. Thus $R(d)=\infty$ which implies (by Lemma 3.4) that

$$
\begin{equation*}
|w(r, d)|<\delta \quad \text { on } \quad[0, \infty) \tag{4.6}
\end{equation*}
$$

We now estimate $z(r, d)$. Integrating (3.1) gives

$$
\begin{equation*}
z(r, d)=d-\int_{0}^{r} \frac{\int_{0}^{t} s^{\ell+N-1} f\left(s^{\ell} z(s, d)\right) d s}{t^{2 \ell+N-1}} d t \tag{4.7}
\end{equation*}
$$

Next, note that $\frac{f(u)}{u}$ is bounded (since $f$ is bounded and $\lim _{u \rightarrow 0} \frac{f(u)}{u}=-\sigma^{2}$ ) so that there is a $B>0$ such that $|f(u)| \leq B|u|$. Now let $s_{0} \in[0, \sqrt{(2 \ell+N) / B}]$ be such that

$$
\left|z\left(s_{0}, d\right)\right|=\max _{\left[0, \sqrt{\frac{2 \ell+N}{B}}\right]}|z(r, d)|
$$

Estimating (4.7) at $s_{0}$ gives
$\left|z\left(s_{0}, d\right)\right| \leq d+B\left|z\left(s_{0}, d\right)\right| \int_{0}^{s_{0}} \frac{\int_{0}^{t} s^{2 \ell+N-1} d s}{t^{2 \ell+N-1}} d t=d+\frac{B\left|z\left(s_{0}, d\right)\right| s_{0}^{2}}{2(2 \ell+N)} \leq d+\frac{1}{2}\left|z\left(s_{0}, d\right)\right|$.
Consequently,

$$
\begin{equation*}
\max _{\left[0, \sqrt{\frac{2 \ell+N}{B}}\right]}|z(r, d)| \leq 2 d \leq 2 d^{*} \tag{4.8}
\end{equation*}
$$

Further, by (4.6) we know that

$$
\begin{equation*}
\max _{\left[\sqrt{\frac{2 \ell+N}{B}}, \infty\right)}|z(r, d)|=\max _{\left[\sqrt{\frac{2 \ell+N}{B}}, \infty\right)} \frac{|w(r, d)|}{r^{\ell}}<\delta\left(\frac{B}{2 \ell+N}\right)^{\ell / 2} \tag{4.9}
\end{equation*}
$$

Combining (4.8) and (4.9), we then have for $0<d<d^{*}$,

$$
|z(r, d)| \leq 2 d^{*}+\delta\left(\frac{B}{2 \ell+N}\right)^{\ell / 2}=C_{1}\left(d^{*}, \delta, \ell, N, B\right)
$$

Next, we estimate $z^{\prime}(r, d)$. Equation (3.1) gives

$$
\begin{equation*}
\left|z^{\prime}(r, d)\right|=\left|\frac{1}{r^{2 \ell+N-1}} \int_{0}^{r} s^{\ell+N-1} f\left(s^{\ell} z(s, d)\right) d s\right| \leq \frac{B C_{1}}{2 \ell+N} r \tag{4.10}
\end{equation*}
$$

On the other hand, we may obtain a different estimate for $\left|z^{\prime}\right|$ by using the fact that $|f(y)| \leq B \delta$ for $y \in[-\delta, \delta]$. Equation (3.1) gives

$$
\begin{equation*}
\left|z^{\prime}(r, d)\right| \leq \frac{B \delta}{r^{2 \ell+N-1}} \int_{0}^{r} s^{\ell+N-1} d s=\left(\frac{B \delta}{\ell+N}\right) \frac{1}{r^{\ell-1}} . \tag{4.11}
\end{equation*}
$$

Combining the two estimates (4.10) and (4.11) by locating the intersection of the graphs of the upper bounds as functions of $r$, we obtain

$$
\left|z^{\prime}(r, d)\right| \leq B\left(\frac{\delta}{\ell+N}\right)^{1 / \ell}\left(\frac{C_{1}}{2 \ell+N}\right)^{(\ell-1) / \ell}=C_{2}\left(d^{*}, \delta, \ell, N, B\right) .
$$

Last, using (1.11) and the previous estimates, we obtain

$$
\left|z^{\prime \prime}(r, d)\right| \leq C_{3}\left(d^{*}, \delta, \ell, N, B\right) .
$$

This completes the proof of Lemma 4.5.
Lemma 4.6. $R\left(d^{*}\right)=\infty$.
Proof. For $d \in\left(0, d^{*}\right)$, Lemma 4.5 establishes that all of $|z(r, d)|,\left|z^{\prime}(r, d)\right|$, and $\left|z^{\prime \prime}(r, d)\right|$ are bounded uniformly in $d$ for all $r \geq 0$. Thus, by the Arzelá-Ascoli theorem, there exists a sequence $\left\{d_{j}\right\}$ tending to $d^{*}$ from below and a function $z^{*}(r)$ such that $z\left(r, d_{j}\right) \rightarrow z^{*}(r)$ and $z^{\prime}\left(r, d_{j}\right) \rightarrow z^{*^{\prime}}(r)$ as $j \rightarrow \infty$ (where the convergence is uniform on compact sets). In addition, taking limits in (1.11) as $d \rightarrow d^{*-}$ shows that $z^{*}$ solves (1.11) on $[0, \infty)$.

Now suppose that the assertion of the lemma is false, that is, assume that $R\left(d^{*}\right)<$ $\infty$. By uniqueness of solutions to initial value problems, we know that $z^{*}(r)$ is equal to $z\left(r, d^{*}\right)$ on $\left[0, R\left(d^{*}\right)\right]$. Thus, $w^{*}(r) \equiv r^{\ell} z^{*}(r)$ satisfies (1.13)-(1.14) on $[0, \infty)$ and $w^{*}(r)=w\left(r, d^{*}\right)$ on $\left[0, R\left(d^{*}\right)\right]$. We also have from (4.6) that $|w(r, d)|<\delta$ for $0 \leq$ $d<d^{*}$. Taking the limit as $d \rightarrow d^{*-}$, we see that $\left|w^{*}(r)\right| \leq \delta$ for all $r>0$. Since $w^{*}\left(R\left(d^{*}\right)\right)=w\left(R\left(d^{*}\right), d^{*}\right)=\delta$, we see that $w^{*}(r)$ has a local maximum at $R\left(d^{*}\right)$. This contradicts the fact that $w^{*^{\prime}}\left(R\left(d^{*}\right)\right)=w^{\prime}\left(R\left(d^{*}\right), d^{*}\right)>0$, established by Lemma 3.4. Thus we must have $R\left(d^{*}\right)=\infty$. This completes the proof of Lemma 4.6.

Lemma 4.7. $w\left(r, d^{*}\right)>0$ and $w^{\prime}\left(r, d^{*}\right)>0$ for $r>0$, and $\lim _{r \rightarrow \infty} w\left(r, d^{*}\right)=\delta$.
Proof. We adopt the shorthand $w^{*}(r) \equiv w\left(r, d^{*}\right)$. Since $R\left(d^{*}\right)=\infty$, we know that $\left|w^{*}(r)\right|<\delta$ for all $r \geq 0$. Also, since $d^{*}>0$, from (1.14) we know that $w^{*}(r)$ is positive for small positive $r$.

We claim that $w^{* \prime}(r) \geq 0$ for $r>0$. To verify this claim, we note that if $w^{* \prime}(r)<0$ for some $r$, then $w^{*}(r)$ must have a local maximum. In that case, because solutions depend continuously on initial data, $w(r, d)$ must also have a local maximum for $d \in D$ sufficiently close to $d^{*}$. But Lemma 3.6 establishes that for $d \in D, w^{\prime}(r, d)>0$ on $(0, R(d)]$. Thus $w^{*}(r)$ cannot have a local maximum, hence $w^{* \prime}(r) \geq 0$ for all $r>0$.

Lemma 3.3 then establishes that $w^{* \prime}(r)>0$ for all $r>0$. Since $w^{*}(r)$ is positive for small positive $r$, it immediately follows that $w^{*}(r)>0$ for all $r>0$.

It remains to show that $\lim _{r \rightarrow \infty} w^{*}(r)=\delta$. Since $w^{*}(r)$ is monotonically increasing and bounded above by $\delta$, the limit $L \equiv \lim _{r \rightarrow \infty} w^{*}(r)$ exists, and $L \leq \delta$.

We claim that $f(L)=0$. To verify this claim, note that (1.15) yields

$$
\frac{1}{2} w^{* \prime^{2}}+F\left(w^{*}\right) \leq \frac{\ell(\ell+N-2)}{2} \frac{w^{* 2}}{r^{2}}+\frac{2}{r^{2}} \int_{0}^{r} s F\left(w^{*}\right) d s .
$$

Since $\left|w^{*}(r)\right| \leq \delta$ we have

$$
\frac{2}{r^{2}} \int_{0}^{r} s F\left(w^{*}\right) d s \leq F(\delta)
$$

Also, $F(w)$ is bounded below by $F_{0}$. Hence,

$$
\frac{1}{2} w^{* \prime^{2}}<\frac{\ell(\ell+N-2)}{2} \frac{\delta^{2}}{r^{2}}+F(\delta)-F_{0}
$$

Since (from (1.14)) $w^{* \prime}(r)$ has a finite limit as $r \rightarrow 0$, we thus conclude that $\left|w^{* \prime}\right|$ is bounded. Taking the limit $r \rightarrow \infty$ in (1.13) then yields $\lim _{r \rightarrow \infty} w^{* \prime \prime}(r)=-f(L)$. Since $\left|w^{* \prime}\right|$ is bounded, the limiting value of $w^{* \prime \prime}$ must be zero. Therefore $f(L)=0$, as claimed.

We have thus established that $w^{*}$ limits to a positive zero $L$ of $f$. It remains to show that $L=\delta$. Recall that $f(\beta)=f(\delta)=0$ and $f(s)>0$ on $(\beta, \delta)$. We will show for $d \in D$ that $w(r, d)$ reaches $\frac{\gamma+\beta}{2}$ at $r=b_{d}$ where $b_{d}$ can be bounded independent of $d$. Given that fact, and the fact that the monotonic function $w^{*}$ is approximated arbitrarily closely on any compact interval by a solution $w(r, d)$ with $d \in D$, it follows that $L \geq \frac{\gamma+\beta}{2}>\beta$, from which we conclude (since $\delta$ is the only zero of $f$ greater than $\gamma$ ) that $L=\delta$.

To show that $b_{d}$ is bounded, consider $d \in D$. Then $w$ achieves $\delta$. Thus, $w$ reaches $\gamma$ at some finite value, $r=c_{d}$, and since $w^{\prime}>0$ (by Lemma 3.6) we have $0<w<\gamma$ on $\left(0, c_{d}\right)$. Using identity (1.15) at $c_{d}$ gives

$$
\begin{equation*}
0 \leq \frac{1}{2} c_{d}^{2} w^{\prime}\left(c_{d}\right)^{2} \leq \frac{\ell(\ell+N-2)}{2} \gamma^{2}+2 \int_{0}^{c_{d}} r F(w(r)) d r \tag{4.12}
\end{equation*}
$$

We now estimate the integral term on $\left(a_{d}, b_{d}\right)$ and obtain (since $F \leq 0$ on ( $0, c_{d}$ ) and $\left.0<a_{d}<b_{d}<c_{d}\right)$

$$
2 \int_{0}^{c_{d}} r F(w(r)) d r \leq 2 \int_{a_{d}}^{b_{d}} r F(w(r)) d r
$$

Next, on $\left(a_{d}, b_{d}\right)$ we have $\alpha<w(r)<\frac{\beta+\gamma}{2}$. In particular, since $F<0$ on $\left[\alpha, \frac{\beta+\gamma}{2}\right]$, there exists $C^{2}>0$ such that $F(s) \leq-C^{2}$ on $\left[\alpha, \frac{\beta+\gamma}{2}\right]$. Therefore,

$$
2 \int_{a_{d}}^{b_{d}} r F(w(r)) d r \leq-C^{2}\left(b_{d}^{2}-a_{d}^{2}\right)
$$

Thus, (4.12) can be rewritten as

$$
b_{d}^{2}-a_{d}^{2} \leq \frac{\ell(\ell+N-2) \gamma^{2}}{2 C^{2}}
$$

Now recall that we proved in Lemma 4.3 that

$$
a_{d}^{\ell} \leq \frac{\alpha}{d} .
$$

Since $d \in D$, we have that $d>d^{*}$. Thus,

$$
b_{d}^{2} \leq\left(\frac{\alpha}{d^{*}}\right)^{2 / \ell}+\frac{\ell(\ell+N-2) \gamma^{2}}{2 C}
$$

Therefore,

$$
b_{d}^{2} \leq K
$$

where $K$ is independent of $d \in D$, as claimed. This completes the proof of Lemma 4.7.

We now let $B$ be the set of $d$-values for which the solution approaches the hilltop asymptotically. That is, we define
$B=\left\{d>0 \mid w(r, d)>0\right.$ for $r>0, \quad w^{\prime}(r, d)>0$ for $r>0$, and $\left.\lim _{r \rightarrow \infty} w(r, d)=\delta\right\}$.
We know that $d^{*} \in B$ so that $B$ is nonempty. Also, Lemma 4.1 shows that $B$ is bounded away from zero. Now let

$$
d_{*}=\inf B
$$

Remark. We have $0<d_{*} \leq d^{*}$. We expect in general that $B=\left\{d^{*}\right\}$, so that $d_{*}=d^{*}$, but we have not proven this assertion.

We now show that $d_{*} \in B$.
LEMMA 4.8. $w\left(r, d_{*}\right)>0$ for $r>0, w^{\prime}\left(r, d_{*}\right)>0$ for $r>0$ and $\lim _{r \rightarrow \infty} w\left(r, d_{*}\right)=$ $\delta$.

Proof. If $d_{*} \in B$, then the assertion of the lemma is trivially true. So suppose $d_{*} \notin B$. Then $d_{*}<d^{*}$. Consider a sequence $\left\{d_{j} \in B\right\}$ with $d_{*}<d_{j}<d^{*}$ such that $d_{j} \rightarrow d_{*}^{+}$. Because solutions depend continuously on initial conditions, the functions $w\left(r, d_{j}\right)$ converge uniformly on compact intervals to $w\left(r, d_{*}\right)$. Because each $d_{j} \in B$, it follows that $0 \leq w\left(r, d_{*}\right) \leq \delta$ and $w^{\prime}\left(r, d_{*}\right) \geq 0$. Since $d_{*}>0, w\left(r, d_{*}\right)$ is not identically zero. So, by Lemma 3.3, $w^{\prime}\left(r, d_{*}\right)>0$, hence $w\left(r, d_{*}\right)>0$ for $r>0$. Exactly as in the proof of Lemma 4.7, it can now be shown that $\lim _{r \rightarrow \infty} w\left(r, d_{*}\right)=\delta$. This completes the proof of Lemma 4.8.

Lemma 4.9. If $d<d_{*}$ and $d$ is sufficiently close to $d_{*}$, then $w(r, d)$ has a local maximum.

Proof. Since $0<d<d_{*} \leq d^{*}$, we have that $d \notin D$ and therefore $R(d)=\infty$. Now suppose $w(r, d)$ does not have a local maximum for all $d$ sufficiently close to $d_{*}$. Then there is a sequence $\left\{d_{j}\right\}$ with $0<d_{j}<d_{*}$ and $d_{j} \rightarrow d_{*}^{-}$such that $w^{\prime}\left(r, d_{j}\right) \geq 0$ on $[0, \infty)$. By Lemma 3.3, $w^{\prime}\left(r, d_{j}\right)>0$ on $(0, \infty)$ and thus $0<w\left(r, d_{j}\right)<\delta$ on $(0, \infty)$. As in the proof of Lemma 4.7, $\lim _{r \rightarrow \infty} w\left(r, d_{j}\right)=L_{j}$, where $f\left(L_{j}\right)=0$. But also by continuity of solutions of initial value problems, $w\left(r, d_{j}\right)$ converges uniformly on compact subsets to $w\left(r, d_{*}\right)$ as $j \rightarrow \infty$. Now since $w\left(r, d_{*}\right)$ limits to $\delta$ as $r \rightarrow \infty$, we can make $L_{j}$ larger than $\beta$ for $d_{j}$ close enough to $d_{*}$. Since $f\left(L_{j}\right)=0$, we must then have $L_{j}=\delta$. Hence, $d_{j} \in B$ for all sufficiently large $j$. This contradicts the hypothesis that $d_{j}<d_{*}$. Thus $w(r, d)$ must have a local maximum for all $d$ sufficiently close to $d_{*}$. This proves Lemma 4.9.

As a consequence of Lemma 4.9, for $d$ sufficiently close to $d_{*}$, the solution $w(r, d)$ of (1.13)-(1.14) has a first local maximum at $r=M_{d}$. We now show that this first local maximum occurs later and grows in amplitude as $d$ approaches $d_{*}$ from below.

LEMMA 4.10. $\lim _{d \rightarrow d_{*}^{-}} M_{d}=\infty$ and $\lim _{d \rightarrow d_{*}^{-}} w\left(M_{d}, d\right)=\delta$.
Proof. Lemma 4.9 establishes the existence of a first local maximum $M_{d}$ for $d<d_{*}$ and $d$ close to $d_{*}$. To prove that $M_{d} \rightarrow \infty$, suppose not. Then $M_{d} \leq C<\infty$ and so there is a subsequence of the $d \mathrm{~s}$ (again labeled $d$ ) and an $M$ such that $M_{d} \rightarrow M$. By Lemma 4.5 we have then that $z(r, d) \rightarrow z\left(r, d_{*}\right)$ and $z^{\prime}(r, d) \rightarrow z^{\prime}\left(r, d_{*}\right)$ uniformly on $[0, M+1]$, and hence $w(r, d) \rightarrow w\left(r, d_{*}\right)$ and $w^{\prime}(r, d) \rightarrow w^{\prime}\left(r, d_{*}\right)$ uniformly on $[0, M+1]$. Since $M_{d}$ is a local maximum for $w(r, d)$, we have that $w^{\prime}\left(M_{d}, d\right)=0$. On the other hand, $0=w^{\prime}\left(M_{d}, d\right) \rightarrow w^{\prime}\left(M, d_{*}\right)>0$ where the last inequality is from Lemma 4.8. This contradiction shows that $M_{d} \rightarrow \infty$ as $d \rightarrow d_{*}$.

To prove the second assertion of the lemma, consider $0<d<d_{*}$ with $d$ sufficiently close to $d_{*}$ that $w(r, d)$ has a first local maximum at $r=M_{d}$. Because $w(r, d)>0$ for small $r$, it follows that $0<w(r, d)<w\left(M_{d}, d\right)<\delta$ for $r \in\left(0, M_{d}\right)$.

Since (by Lemma 4.8) $w\left(r, d_{*}\right) \rightarrow \delta$ as $r \rightarrow \infty$, given $\epsilon>0$ there is $r_{\epsilon}$ such that $w\left(r, d_{*}\right) \geq \delta-\frac{\epsilon}{2}$ for all $r \geq r_{\epsilon}$. Because $w(r, d) \rightarrow w\left(r, d_{*}\right)$ uniformly on $\left[0, r_{\epsilon}\right]$ as $d \rightarrow d_{*}^{-}$, there is a number $d_{\epsilon}<d_{*}$ such that $\left|w(r, d)-w\left(r, d_{*}\right)\right|<\frac{\epsilon}{2}$ for all $r \in\left[0, r_{\epsilon}\right]$ whenever $d_{\epsilon}<d<d_{*}$. Because $M_{d} \rightarrow \infty$ as $d \rightarrow d_{*}^{-}$, we may furthermore choose $d_{\epsilon}$ such that additionally $M_{d}>r_{\epsilon}$ whenever $d_{\epsilon}<d<d_{*}$. Thus $\delta-\epsilon<w\left(r_{\epsilon}, d\right)<$ $w\left(M_{d}, d\right)<\delta$ for $d_{\epsilon}<d<d_{*}$. Since $\epsilon$ may be chosen arbitrarily small, it follows that $w\left(M_{d}, d\right) \rightarrow \delta$ as $d \rightarrow d_{*}^{-}$, as claimed. This completes the proof of Lemma 4.10.
5. Energy analysis. We will now establish that there are solutions of the initial value problem (1.13)-(1.14) with arbitrarily many zeros. We will then finally prove the main theorem.

Lemma 5.1. Suppose that a solution $w(r)$ to (1.13) has successive local extrema $w_{1} \equiv w\left(r_{1}\right)$ and $w_{2} \equiv w\left(r_{2}\right)$, with $0<r_{1}<r_{2}<\infty\left(\right.$ and $w^{\prime}(r) \neq 0$ for all $r \in\left(r_{1}, r_{2}\right)$.) Then $\left(w_{1}-w_{2}\right)\left(f\left(w_{1}\right)-f\left(w_{2}\right)\right)>0$. Thus $f$ must be increasing somewhere in the interval between $w_{1}$ and $w_{2}$.

Proof. First suppose $w_{1}=w\left(r_{1}\right)$ is a local maximum of $w$. Then $w_{2}=w\left(r_{2}\right)$ is a local minimum, and we have $w^{\prime}\left(r_{1}\right)=0, w^{\prime \prime}\left(r_{1}\right) \leq 0, w^{\prime}\left(r_{2}\right)=0, w^{\prime \prime}\left(r_{2}\right) \geq 0$, and $w_{2}<w_{1}$. Evaluating (1.13) at $r_{1}$ and $r_{2}$ and subtracting, we obtain

$$
\begin{equation*}
\left(w^{\prime \prime}\left(r_{2}\right)-w^{\prime \prime}\left(r_{1}\right)\right)+\ell(\ell+N-2)\left[\frac{w_{1}}{r_{1}^{2}}-\frac{w_{2}}{r_{2}^{2}}\right]=f\left(w_{1}\right)-f\left(w_{2}\right) \tag{5.1}
\end{equation*}
$$

Because $\frac{1}{r_{1}^{2}}>\frac{1}{r_{2}^{2}}$ and $w_{1}>w_{2}$, the term in (5.1) in square brackets is strictly positive. Because $\left(w^{\prime \prime}\left(r_{2}\right)-w^{\prime \prime}\left(r_{1}\right)\right) \geq 0$, we see that $f\left(w_{1}\right)-f\left(w_{2}\right)>0$, as claimed. This establishes the assertion of the lemma in the case when $w_{1}$ is a local maximum.

Next suppose $w_{1}=w\left(r_{1}\right)$ is a local minimum of $w$. Then $w_{2}=w\left(r_{2}\right)$ is a local maximum, and $w_{2}>w_{1}$. Because $f$ is odd, the function $\tilde{w}(r) \equiv-w(r)$ is also a solution to (1.13), and we note that $\tilde{w}_{1} \equiv \tilde{w}\left(r_{1}\right)=-w_{1}$ is a local maximum of $\tilde{w}$, and that $\tilde{w}_{2} \equiv \tilde{w}\left(r_{2}\right)=-w_{2}$ is a local minimum of $\tilde{w}$. Thus the reasoning in the first part of our proof applies to $\tilde{w}$, and we conclude that $f\left(\tilde{w}_{1}\right)-f\left(\tilde{w}_{2}\right)>0$. Thus (again because $f$ is odd) $f\left(w_{1}\right)-f\left(w_{2}\right)<0$, while $w_{1}-w_{2}<0$ also. This completes the proof of Lemma 5.1.

LEMMA 5.2. If $w(r)=w(r, d)$ is a solution to (1.13)-(1.14) with $0<d<d_{*}$, then

$$
\begin{equation*}
\left|w^{\prime}\right| \leq \sqrt{\ell(\ell+N-2) \frac{\delta^{2}}{r^{2}}+2\left(F(\delta)-F_{0}\right)} \tag{5.2}
\end{equation*}
$$

for all $r>0$.
Proof. Identity (1.15) with the initial condition (1.14) yields

$$
\begin{equation*}
\frac{1}{2} w^{\prime 2}+F(w) \leq \frac{\ell(\ell+N-2)}{2} \frac{w^{2}}{r^{2}}+\frac{2}{r^{2}} \int_{0}^{r} s F(w(s)) d s \tag{5.3}
\end{equation*}
$$

Since we know that $|w(r)|<\delta$ for all $r \geq 0$ and since $\max _{y \in[-\delta, \delta]} F(y)=F(\delta)$, we have $\int_{0}^{r} s F(w(s)) d s \leq \frac{1}{2} r^{2} F(\delta)$. Hence (5.3) yields

$$
\begin{equation*}
\frac{1}{2} w^{\prime 2} \leq \frac{\ell(\ell+N-2)}{2} \frac{w^{2}}{r^{2}}+F(\delta)-F(w)<\frac{\ell(\ell+N-2)}{2} \frac{\delta^{2}}{r^{2}}+F(\delta)-F_{0} \tag{5.4}
\end{equation*}
$$

that is,

$$
\left|w^{\prime}\right| \leq \sqrt{\ell(\ell+N-2) \frac{\delta^{2}}{r^{2}}+2\left(F(\delta)-F_{0}\right)}
$$

as asserted.
For a solution $w(r)$ to (1.13), we define the "energy"

$$
\begin{equation*}
E(r) \equiv \frac{1}{2} w^{\prime}(r)^{2}+F(w(r)) \tag{5.5}
\end{equation*}
$$

Differentiating $E$ and using (1.13), we find

$$
\begin{equation*}
E^{\prime}=-\frac{N-1}{r} w^{\prime 2}+\frac{\ell(\ell+N-2)}{r^{2}} w w^{\prime} \tag{5.6}
\end{equation*}
$$

We now estimate the loss of energy on an interval of monotonicity for the solution. Lemma 5.3 establishes that the energy loss is bounded independent of the length of the interval.

Lemma 5.3. Suppose $w(r)=w(r, d)$ is a solution to (1.13)-(1.14) with $0<d<$ $d_{*}$, such that $w^{\prime}(r) \neq 0$ for all $r \in\left(r_{1}, r_{2}\right)$, where $0<r_{1}<r_{2}$. Then

$$
\begin{equation*}
E\left(r_{1}\right)-E\left(r_{2}\right) \leq \frac{C_{1}}{r_{1}}+\frac{C_{2}}{r_{1}^{2}} \tag{5.7}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are positive constants that are independent of $d$, $r_{1}$, and $r_{2}$.
Proof. Since $w^{\prime}(r) \neq 0$ for all $r \in\left(r_{1}, r_{2}\right)$, it follows that $w^{\prime}$ has a constant sign on $\left(r_{1}, r_{2}\right)$, and that $w$ can change sign at most once on $\left(r_{1}, r_{2}\right)$. Thus $w w^{\prime}$ can change sign at most once on $\left(r_{1}, r_{2}\right)$. Let $\left(s_{1}, s_{2}\right)$ be the maximal subinterval of $\left(r_{1}, r_{2}\right)$ on which $w w^{\prime}<0$. (The interval $\left(s_{1}, s_{2}\right)$ could be empty, in which case the corresponding integrals below are taken to be zero.) Thus $0<r_{1} \leq s_{1} \leq s_{2} \leq r_{2}$.

We now estimate $E\left(r_{1}\right)-E\left(r_{2}\right)$.

$$
\begin{align*}
E\left(r_{1}\right)-E\left(r_{2}\right) & =-\int_{r_{1}}^{r_{2}} E^{\prime}(r) d r \\
& =\int_{r_{1}}^{r_{2}} \frac{N-1}{r} w^{\prime 2} d r-\int_{r_{1}}^{r_{2}} \frac{\ell(\ell+N-2)}{r^{2}} w w^{\prime} d r \\
& \leq \int_{r_{1}}^{r_{2}} \frac{N-1}{r} w^{\prime 2} d r-\int_{s_{1}}^{s_{2}} \frac{\ell(\ell+N-2)}{r^{2}} w w^{\prime} d r \\
& \leq \frac{N-1}{r_{1}} \int_{r_{1}}^{r_{2}} w^{\prime 2} d r+\frac{\ell(\ell+N-2)}{r_{1}^{2}} \int_{s_{1}}^{s_{2}}\left(-w w^{\prime}\right) d r  \tag{5.8}\\
& =\frac{N-1}{r_{1}} \int_{r_{1}}^{r_{2}} w^{\prime 2} d r+\frac{\ell(\ell+N-2)}{2 r_{1}^{2}}\left[w\left(s_{1}\right)^{2}-w\left(s_{2}\right)^{2}\right] \\
& \leq \frac{N-1}{r_{1}} \int_{r_{1}}^{r_{2}} w^{\prime 2} d r+\frac{\ell(\ell+N-2)}{2} \frac{\delta^{2}}{r_{1}^{2}}
\end{align*}
$$

To estimate the remaining integral we note that for $r \in\left(r_{1}, r_{2}\right)$, Lemma 5.2 yields

$$
\begin{equation*}
\left|w^{\prime}(r)\right| \leq \sqrt{\ell(\ell+N-2) \frac{\delta^{2}}{r_{1}^{2}}+2\left(F(\delta)-F_{0}\right)} \tag{5.9}
\end{equation*}
$$

Thus

$$
\begin{aligned}
\int_{r_{1}}^{r_{2}} w^{\prime 2} d r & =\int_{r_{1}}^{r_{2}}\left|w^{\prime}(r)\right|\left|w^{\prime}(r)\right| d r \\
& \leq \sqrt{\ell(\ell+N-2) \delta^{2} r_{1}^{-2}+2 F(\delta)-2 F_{0}} \int_{r_{1}}^{r_{2}}\left|w^{\prime}(r)\right| d r
\end{aligned}
$$

Since $w^{\prime}(r) \neq 0$ for $r \in\left(r_{1}, r_{2}\right)$, we have

$$
\begin{align*}
\int_{r_{1}}^{r_{2}} w^{\prime 2} d r & \leq \sqrt{\ell(\ell+N-2) \delta^{2} r_{1}^{-2}+2 F(\delta)-2 F_{0}}\left|w\left(r_{2}\right)-w\left(r_{1}\right)\right| \\
& \leq 2 \delta \sqrt{\ell(\ell+N-2) \delta^{2} r_{1}^{-2}+2 F(\delta)-2 F_{0}}  \tag{5.10}\\
& \leq 2 \sqrt{2} \delta \sqrt{F(\delta)-F_{0}}+2 \delta^{2} r_{1}^{-1} \sqrt{\ell(\ell+N-2)}
\end{align*}
$$

Substituting (5.10) into (5.8), we obtain (5.7), as claimed, with

$$
C_{1}=C_{1}(N, \ell, f)=2 \sqrt{2}(N-1) \delta \sqrt{F(\delta)-F_{0}}
$$

and

$$
C_{2}=C_{2}(N, \ell, f)=\left(\frac{1}{2} \ell(\ell+N-2)+2(N-1) \sqrt{\ell(\ell+N-2)}\right) \delta^{2} .
$$

This completes the proof of Lemma 5.3.
For brevity, we define $h(r) \equiv \frac{C_{1}}{r}+\frac{C_{2}}{r^{2}}$, where $C_{1}$ and $C_{2}$ are the constants of Lemma 5.3.

Lemma 5.4. Suppose $w(r)=w(r, d)$ is a solution to (1.13)-(1.14) with $0<d<$ $d_{*}$. Suppose that $|w|$ has a local maximum at $r=p$, with $F(w(p))-h(p)>0$. Then $w^{\prime}$ has a zero for some value of $r$ larger than $p$.

Proof. Suppose by way of contradiction that $w^{\prime} \neq 0$ for all $r>p$. Then, because $|w|$ is bounded, $w$ has a limit $L \equiv \lim _{r \rightarrow \infty} w(r)$. Using the fact that $\left|w^{\prime}\right|$ is bounded and taking limits in (1.13) shows that $\lim _{r \rightarrow \infty} w^{\prime \prime}(r)=-f(L)$. As earlier, this limiting value of $w^{\prime \prime}$ must vanish because $\left|w^{\prime}\right|$ is bounded. Thus $f(L)=0$ and $w^{\prime}(r)$ has a limit as $r \rightarrow \infty$ which must then vanish because $|w|$ is bounded. It then follows that $\lim _{r \rightarrow \infty} E(r)=F(L)$.

Now from Lemma 5.3 we have $E(r) \geq E(p)-h(p)=F(w(p))-h(p)>0$ for all $r>p$. Thus $F(L)>0$, hence $\gamma<|L| \leq \delta$. Since the only zeros of $f$ with magnitude between $\gamma$ and $\delta$ are $\pm \delta$, we find that $\lim _{r \rightarrow \infty}|w(r)|=\delta$. But Lemma 3.1 asserts that $|w(r)| \leq|w(p)|<\delta$ for all $r \geq p$. Thus $|w|$ cannot have limit $\delta$. This contradiction establishes that $w^{\prime}$ must have a zero at $r>p$, and completes the proof of Lemma 5.4.

We next establish that there are solutions to the initial value problem (1.13)(1.14) with arbitrarily many zeros. This result, in Lemma 5.5, elucidates the solution set structure as a function of $d$ and is an essential part of the proof of the main theorem. Our proof of Lemma 5.5 is based on the fact, established by Lemma 5.3, that a solution's loss of energy on an interval of monotonicity is bounded independent of the length of the interval.

Lemma 5.5. Given any positive integer $n$, there is a number $e_{n}$ between 0 and $d_{*}$ such that the solution of (1.13)-(1.14) has at least n positive zeros for all $d \in\left(e_{n}, d_{*}\right)$.

Proof. By hypothesis there is a number $\lambda \in(\gamma, \delta)$ such that $f$ is strictly decreasing on $[\lambda, \delta]$. Recall that $F$ is then positive, increasing, and concave downward on $[\lambda, \delta]$.

By Lemmas 4.9 and 4.10, $w(r, d)$ has a first local maximum $r=M_{d}$ for $d$ sufficiently close to $d_{*}$, and $\lim _{d \rightarrow d_{*}^{-}} M_{d}=\infty$ and $\lim _{d \rightarrow d_{*}^{-}} w\left(M_{d}, d\right)=\delta$. Let $c \in\left(0, d_{*}\right)$ be such that $\lambda<w\left(M_{d}, d\right)<\delta$ for all $d \in\left(c, d_{*}\right)$.

Because $F(\delta)>F(\lambda)$, given $n$ we may choose $e_{n} \in\left(c, d_{*}\right)$ so close to $d_{*}$ that $F\left(w\left(M_{d}, d\right)\right)-n h\left(M_{d}\right)>F(\lambda)$ for all $d \in\left(e_{n}, d_{*}\right)$. Consider fixed $d \in\left(e_{n}, d_{*}\right)$. By Lemma 5.4, $w^{\prime}$ has a next zero $r=m_{1}>M_{d}$. By Lemma 5.3, $E\left(m_{1}\right) \geq E\left(M_{d}\right)-$ $h\left(M_{d}\right)$. Thus $F\left(w\left(m_{1}\right)\right) \geq F\left(w\left(M_{d}\right)\right)-h\left(M_{d}\right)>F(\lambda)$, and therefore $\left|w\left(m_{1}\right)\right|>\lambda$. Because $f$ is strictly decreasing on $[\lambda, \delta]$ and because $w\left(M_{d}\right) \in(\lambda, \delta)$, by Lemma 5.1 it cannot be that $w\left(m_{1}\right) \in(\lambda, \delta)$. Thus $w\left(m_{1}\right) \in(-\delta,-\lambda)$. Hence $w$ has a zero between $r=M_{d}$ and $r=m_{1}$.

If $n>1$, we may now repeat the argument: Because

$$
\begin{aligned}
F\left(w\left(m_{1}\right)\right)-h\left(m_{1}\right) & >F\left(w\left(m_{1}\right)\right)-h\left(M_{d}\right) \\
& \geq F\left(w\left(M_{d}\right)\right)-2 h\left(M_{d}\right) \\
& >F(\lambda),
\end{aligned}
$$

by Lemma 5.4, $w^{\prime}$ has a next zero $r=m_{2}>m_{1}$. By Lemma 5.3, $E\left(m_{2}\right) \geq E\left(m_{1}\right)-$ $h\left(m_{1}\right)$. Thus $F\left(w\left(m_{2}\right)\right) \geq F\left(w\left(m_{1}\right)\right)-h\left(m_{1}\right)>F(\lambda)$, and hence $\left|w\left(m_{2}\right)\right|>\lambda$. Because $f$ is strictly decreasing on $(-\delta,-\lambda)$ and because $w\left(m_{1}\right) \in(-\delta,-\lambda)$, by Lemma 5.1 we have $w\left(m_{2}\right) \in(\lambda, \delta)$. Hence $w$ has another zero between $r=m_{1}$ and $r=m_{2}$.

We may continue in this fashion to show that there are $n$ positive zeros of $w$. This concludes the proof of Lemma 5.5.

The last major result required for the proof of the main theorem is the fact that as $d$ is varied new zeros in the solution to (1.13)-(1.14) appear one at a time, and changes in the number of zeros occur at isolated values of $d$. This result is established in Lemma 5.9. The following three lemmas are used in the proof of Lemma 5.9.

Lemma 5.6. Suppose $w$ is a nontrivial solution of (1.13) with $w(t)=0$ for some $t>0$, and suppose $p<t$ is such that $w^{\prime}(p)=0$ and $w^{\prime}(r) \neq 0$ for $r \in(p, t)$. Then $|w(p)|>\gamma$.

Proof. Because $w^{\prime}(r) \neq 0$ for $r \in(p, t)$, we have $w(r) w^{\prime}(r)<0$ for $r \in(p, t)$. So by (5.6), $E^{\prime}(r)<0$ for $r \in(p, t)$. Thus $E(p)>E(t) \geq 0$, hence $F(w(p))=E(p)>0$, hence $|w(p)|>\gamma$, as asserted.

LEMMA 5.7. If $w$ is a nontrivial solution to (1.13) such that $\lim _{r \rightarrow \infty} w(r)=0$, then $w^{\prime}(r) \neq 0$ for all sufficiently large $r$.

Proof. Suppose on the contrary that $w$ is nontrivial and there is a sequence $p_{j} \rightarrow \infty$ such that $w\left(p_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$ and $w^{\prime}\left(p_{j}\right)=0$ for all $j$.

We note first that if $w^{\prime \prime}(p)=w^{\prime}(p)=0$ for some $p>0$, then, by (1.13), either $w(p)=0$, or $w(p) \neq 0$ and $f(w(p))$ has the same sign as $w$. Since $w$ is nontrivial, by uniqueness of solutions to initial value problems we cannot have $w(p)=w^{\prime}(p)=0$, so it must be that $w(p)$ and $f(w(p))$ have the same sign. Thus $|w(p)|>\alpha$. Since $w\left(p_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$, it must be that $w^{\prime \prime}\left(p_{j}\right) \neq 0$ for sufficiently large $j$.

Under our supposition, it follows that there is an increasing sequence of local maxima $M_{j}$ of $|w|$, with $M_{j} \rightarrow \infty$ and $0 \neq w\left(M_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$. Because $F(y)<0$ for $|y| \in(0, \gamma)$, we have $F\left(w\left(M_{J}\right)\right)<0$ for some sufficiently large $J$. Thus by Lemma 3.1, $F\left(w\left(M_{j}\right)\right) \leq F\left(w\left(M_{J}\right)\right)<0$ for all $j>J$. This contradicts the fact that $\lim _{j \rightarrow \infty} F\left(w\left(M_{j}\right)\right)=F(0)=0$. This contradiction shows that there cannot be a sequence $p_{j}$ with the properties that we assumed, thereby proving the lemma.

LEMMA 5.8. Suppose $w$ is a nontrivial solution to (1.13) such that $\lim _{r \rightarrow \infty} w(r)=$ 0 . Suppose $w^{\prime}(p)=0$ and $w^{\prime}(r) \neq 0$ for all $r>p$. Then $|w(p)|>\gamma$.

Proof. Since $|w|$ is monotonically decreasing to 0 on $(p, \infty)$, as in Lemma 5.6 it follows that $E^{\prime}(r)<0$ for all $r>p$. Since $E(r)$ is bounded below (by $F_{0}$ ), $E(r)=$ $\frac{1}{2} w^{\prime}(r)^{2}+F(w(r))$ has a limit as $r \rightarrow \infty$. Since $F(w(r)) \rightarrow 0$ as $r \rightarrow \infty$, it follows that $\left|w^{\prime}\right|$ has a limit, which must vanish. Thus $F(w(p))=E(p)>\lim _{r \rightarrow \infty} E(r)=0$, hence $|w(p)|>\gamma$, as asserted.

Lemma 5.9. Suppose $w(r)=w\left(r, d_{c}\right)$ is a solution to (1.13)-(1.14) with $d=d_{c} \in$ $\left(0, d_{*}\right)$, such that $w(r)$ has exactly $k$ zeros, and such that $\lim _{r \rightarrow \infty} w\left(r, d_{c}\right)=0$. If $d$ is sufficiently close to $d_{c}$ then the solution $w(r, d)$ has at most $(k+1)$ zeros.

Proof. We wish to show that for $d$ near $d_{c}, w(\cdot, d)$ has at most $(k+1)$ zeros in $(0, \infty)$. So we suppose there is a sequence of values $d_{j} \in\left(0, d_{*}\right)$ converging to $d_{c}$ as $j \rightarrow \infty$ such that $w\left(\cdot, d_{j}\right)$ has at least $(k+1)$ zeros in $(0, \infty)$. (If there is no such sequence then the lemma is proven.) We write $w_{j}(r) \equiv w\left(r, d_{j}\right)$ and we denote by $r_{j}$ the $(k+1)$ st zero of $w_{j}$, counting from the smallest. We set $w_{0}(r) \equiv w\left(r, d_{c}\right)$.

By Lemma 5.7, $\left|w_{0}(r)\right|$ decreases monotonically to zero for sufficiently large $r$. Since $\left|w_{0}(r)\right|<\delta$ for all $r$, there is a largest number $p_{0}$ for which $w_{0}^{\prime}\left(p_{0}\right)=0$. By Lemma 5.8, $\left|w_{0}\left(p_{0}\right)\right|>\gamma$. Let $q_{0}>p_{0}$ be such that $\left|w_{0}\left(q_{0}\right)\right|=\gamma$. We note that $q_{0}$ is unique because $\left|w_{0}(r)\right|$ is monotonically decreasing for $r>p_{0}$.

Let $\epsilon_{2} \equiv \min \left\{\frac{1}{2} \beta, \frac{1}{2}\left(\left|w_{0}\left(p_{0}\right)\right|-\gamma\right)\right\}$. Given $\epsilon_{1} \in\left(0, \epsilon_{2}\right)$, let $q_{0}^{+}>q_{0}$ be defined by $\left|w_{0}\left(q_{0}^{+}\right)\right|=\gamma-\epsilon_{1}$, and let $q_{0}^{-} \in\left(p_{0}, q_{0}\right)$ be defined by $\left|w_{0}\left(q_{0}^{-}\right)\right|=\gamma+\epsilon_{1}$. Note that $q_{0}^{+}$and $q_{0}^{-}$approach $q_{0}$ as $\epsilon_{1} \rightarrow 0^{+}$.

Since $w_{0}^{\prime}\left(q_{0}\right) \neq 0$, there is a number $m_{0}>0$ such that $\min _{r \in\left[q_{0}^{-}, q_{0}^{+}\right]}\left|w_{0}^{\prime}(r)\right|$ $>m_{0}>0$ independent of $\epsilon \in\left(0, \epsilon_{1}\right)$. Let $\epsilon_{0} \equiv \min \left\{\frac{1}{2} m_{0}, \epsilon_{1}\right\}$. Let $L_{0}>q_{0}$ be the unique number such that $\left|w_{0}\left(L_{0}\right)\right|=\frac{1}{2} \beta$.

Because solutions depend continuously on initial data, we know that $w_{j} \rightarrow w_{0}$ and $w_{j}^{\prime} \rightarrow w_{0}^{\prime}$ uniformly on compact sets as $j \rightarrow \infty$. Thus, given $\epsilon \in\left(0, \epsilon_{0}\right)$ and $L>L_{0}$, there is a number $J(\epsilon, L)$ so large that for all $j>J(\epsilon, L)$ we have $\sup _{r \in[0, L]}\left|w_{j}(r)-w_{0}(r)\right|<\epsilon$ and $\sup _{r \in[0, L]}\left|w_{j}^{\prime}(r)-w_{0}^{\prime}(r)\right|<\epsilon$. In particular,

$$
\left|w_{j}\left(q_{0}^{+}\right)\right| \leq\left|w_{0}\left(q_{0}^{+}\right)\right|+\left|w_{j}\left(q_{0}^{+}\right)-w_{0}\left(q_{0}^{+}\right)\right|<\gamma-\epsilon_{1}+\epsilon<\gamma
$$

and

$$
\left|w_{j}\left(q_{0}^{-}\right)\right| \geq\left|\left|w_{0}\left(q_{0}^{-}\right)\right|-\left|w_{j}\left(q_{0}^{-}\right)-w_{0}\left(q_{0}^{-}\right)\right|\right|>\gamma+\epsilon_{1}-\epsilon>\gamma
$$

and, for all $r \in\left[q_{0}^{-}, q_{0}^{+}\right]$,

Therefore, $\left|w_{j}\left(q_{j}\right)\right|=\gamma$ for a unique $q_{j} \in\left(q_{0}^{-}, q_{0}^{+}\right)$. We note that because $\epsilon_{1}$ may be chosen arbitrarily small, we have $q_{j} \rightarrow q_{0}$ as $j \rightarrow \infty$.

For $j>J(\epsilon, L)$ it also follows that $\left|w_{j}(r)\right|<\gamma$ for all $r \in\left(q_{j}, L\right]$. Furthermore, $\left|w_{j}(L)\right|<\beta$ for all $j>J(\epsilon, L)$.

Claim. For all sufficiently large $j,\left|w_{j}(r)\right|<\gamma$ for all $r>q_{j}$.
Proof of Claim. Fix $\epsilon \in\left(0, \epsilon_{0}\right)$ and $L>L_{0}$. We already know that for $j>J(\epsilon, L)$ we have $\left|w_{j}(r)\right|<\gamma$ for $r \in\left(q_{j}, L\right]$. So suppose by way of contradiction that there exists a subsequence $d_{j} \rightarrow d_{c}$ (again labeled by $j$ ) such that, for all $j>J(\epsilon, L)$, $\left|w_{j}\left(Q_{j}\right)\right|=\gamma$ for some smallest $Q_{j}>L$.

By Lemma 3.1, $\left|w_{j}\right|$ cannot have a local maximum at any point in $\left(q_{j}, Q_{j}\right)$. It follows, because $\left|w_{j}(L)\right|<\beta$, that there are numbers $s_{j}$ and $t_{j}$ with $L<s_{j}<t_{j}<Q_{j}$ such that $\left|w_{j}\left(s_{j}\right)\right|=\beta$ and $\left|w_{j}\left(t_{j}\right)\right|=\frac{1}{2}(\beta+\gamma)>\beta$ and $\left|w_{j}\right|$ is increasing on $\left(s_{j}, t_{j}\right)$.

We now apply (1.15) between $q_{j}$ and $Q_{j}$ to obtain

$$
\begin{equation*}
\frac{1}{2} Q_{j}^{2} w^{\prime}\left(Q_{j}\right)^{2}+(N-2) \int_{q_{j}}^{Q_{j}} s w_{j}^{\prime}(s)^{2} d s=\frac{1}{2} q_{j}^{2} w^{\prime}\left(q_{j}\right)^{2}+2 \int_{q_{j}}^{Q_{j}} s F(w(s)) d s \tag{5.11}
\end{equation*}
$$

We now estimate the integral term on the right side of (5.11). Because $|w(s)|<\gamma$ for $s \in\left(q_{j}, Q_{j}\right)$, we have $F(w(s)) \leq 0$ for $s \in\left(q_{j}, Q_{j}\right)$. Thus

$$
\begin{align*}
2 \int_{q_{j}}^{Q_{j}} s F(w(s)) d s & \leq 2 \int_{s_{j}}^{t_{j}} s F(w(s)) d s \leq 2 F\left(\frac{1}{2}(\beta+\gamma)\right) \int_{s_{j}}^{t_{j}} s d s  \tag{5.12}\\
& =F\left(\frac{1}{2}(\beta+\gamma)\right)\left(t_{j}-s_{j}\right)\left(t_{j}+s_{j}\right)
\end{align*}
$$

Now, Lemma 5.2 establishes that $\left|w_{j}^{\prime}(r)\right|$ is bounded for $r \geq p_{0}$ by

$$
w_{\max }^{\prime} \equiv \sqrt{\ell(\ell+N-2) \frac{\delta^{2}}{p_{0}^{2}}+2\left(F(\delta)-F_{0}\right)}
$$

independent of $j$. We thus have

$$
\frac{1}{2}(\beta+\gamma)-\beta=\left|w_{j}\left(t_{j}\right)-w_{j}\left(s_{j}\right)\right| \leq w_{\max }^{\prime}\left(t_{j}-s_{j}\right)
$$

that is, $t_{j}-s_{j} \geq \frac{(\gamma-\beta)}{2 w_{\max }^{\prime}}$. Thus, since $F\left(\frac{1}{2}(\beta+\gamma)\right)<0$ and $L<s_{j}<t_{j}$, (5.12) yields

$$
\begin{equation*}
2 \int_{q_{j}}^{Q_{j}} s F(w(s)) d s \leq \frac{(\gamma-\beta) F\left(\frac{1}{2}(\beta+\gamma)\right)}{w_{\max }^{\prime}} L \tag{5.13}
\end{equation*}
$$

Thus by choosing $L>L_{0}$ sufficiently large we may make the term $2 \int_{q_{j}}^{Q_{j}} s F(w(s)) d s$ in (5.11) negative and arbitrarily large in magnitude. Since $q_{j} \rightarrow q_{0}$ as $j \rightarrow \infty$, the term $\frac{1}{2} q_{j}^{2} w^{\prime}\left(q_{j}\right)^{2}$ on the right side of (5.11) is bounded independent of $j$. Thus by choosing $L$ sufficiently large, we can make the right side of (5.11) negative. Since the left side of (5.11) is manifestly positive, we arrive at a contradiction, thus establishing that, for sufficiently large $j,\left|w_{j}(r)\right|<\gamma$ for all $r>q_{j}$, as claimed.

To complete the proof of Lemma 5.9 , we note that if $w_{j}$ has a zero $z_{j}$ beyond $r_{j}$, then $\left|w_{j}\right|$ has a local maximum at some point $p$ between $r_{j}$ and $z_{j}$. By Lemma 5.6, this local maximum must occur at an amplitude $\left|w_{j}(p)\right|>\gamma$, which the claim shows is impossible for sufficiently large $j$. Therefore, for sufficiently large $j, w_{j}(r)$ has at most the single zero $r_{j}$ for $r>q_{j}$. This completes the proof of Lemma 5.9.

Proof of the Main Theorem. To prove the main theorem, we follow exactly the same steps as in [7, section 5]. The same proof technique applies despite the different hypotheses on the large-amplitude behavior of $f$ in [7] because the large- $r$ behavior of the solutions under study is governed by the small-amplitude features of $f$, which are exactly the same here as in [7]. The only difference in the proof is that here we use identity (1.15), which is a generalization of the Pohozaev identity used in [7].

In particular, we define

$$
A_{0}=\left\{d \in\left(0, d_{*}\right) \mid w(r, d)>0 \text { for all } r>0\right\}
$$

By Lemma 4.1, $A_{0}$ is nonempty. Also, $A_{0}$ is bounded above by $d_{*}$. Setting

$$
d_{0}=\sup A_{0}
$$

we know from Lemma 5.5 that $d_{0}<d_{*}$. As in [7, section 5], we can show that $w\left(r, d_{0}\right)>0$ for $r>0, w^{\prime}\left(r, d_{0}\right)<0$ for large $r$, and $\lim _{r \rightarrow \infty} w\left(r, d_{0}\right)=0$. Next, we define

$$
A_{1}=\left\{d \in\left(d_{0}, d_{*}\right) \mid w(r, d) \text { has exactly one zero in }(0, \infty)\right\}
$$

First, if $d_{0}<d<d_{*}$, then $w(r, d)$ must have at least one zero in $(0, \infty)$ (by definition of $d_{0}$ ). Also, by Lemma $5.9, w(r, d)$ has at most one zero in $(0, \infty)$ if $d$ is close enough to $d_{0}$. Thus, $A_{1}$ is nonempty, and clearly $A_{1}$ is bounded above by $d_{*}$. Setting

$$
d_{1}=\sup A_{1}
$$

we know from Lemma 5.5 that $d_{1}<d_{*}$. And again as in [7, section 5], we can show that $w\left(r, d_{1}\right)$ has exactly one zero and vanishes as $r \rightarrow \infty$. Continuing by induction, the main theorem is proved.
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#### Abstract

We consider the problem of asymptotic decay as $t \rightarrow+\infty$ of solutions of an abstract evolution equation of second order with a nonlinear and nonmonotone feedback. Weak asymptotic stability of the global solutions is proved. This abstract result can be applied to different types of equations (wave, beam, and plate equations) and to different types of controls (interior, boundary, or pointwise controls). In particular, we significantly improve several earlier results on the asymptotic stability of the wave equation in a bounded domain with an interior or boundary control.
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1. Introduction. We consider the problem of asymptotic decay as $t \rightarrow+\infty$ of solutions of an abstract evolution equation of second order with a nonlinear and nonmonotone feedback. More precisely, we consider some evolution equations of second order for which strong compactness of trajectories does not hold while weak compactness does. We give general conditions for which weak asymptotic stability as $t \rightarrow+\infty$ of global solutions will occur. As an illustration, let us consider the following classical control problem.

EXAMPLE 1.1. Let $\Omega$ be a bounded open subset of $\mathbb{R}^{N}, N \geq 1$ with a smooth boundary $\Gamma$, and let $\left(\Gamma_{0}, \Gamma^{*}\right)$ be a nontrivial partition of $\Gamma$ (i.e., $\Gamma_{0}, \Gamma^{*}$ are closed, $\operatorname{int}\left(\Gamma^{*}\right) \neq \emptyset$, $\operatorname{int}\left(\Gamma_{0}\right) \neq \emptyset$, and $\left.\operatorname{int}\left(\Gamma^{*}\right) \cap \operatorname{int}\left(\Gamma_{0}\right)=\emptyset\right)$. Let $q: \mathbb{R} \rightarrow \mathbb{R}$ be continuous and such that

$$
\begin{equation*}
\forall \lambda \in \mathbb{R}, \quad \lambda q(\lambda) \geq 0 \text { and } \forall \lambda>0, q(\lambda)>0 \tag{1.1}
\end{equation*}
$$

Let $a \in L^{\infty}\left(\Gamma_{0}\right)$ such that $a()>$.0 on $\Gamma_{0}$. We set $V=\left\{v \in H^{1}(\Omega) \mid v=0\right.$ on $\left.\Gamma^{*}\right\}$, and we consider the following equation:

$$
\begin{cases}u_{t t}-\Delta u=0 & \text { for }(t, x) \in \mathbb{R}_{+} \times \Omega  \tag{1.2}\\ u=0 & \text { for }(t, x) \in \mathbb{R}_{+} \times \Gamma^{*} \\ \frac{\partial u}{\partial \nu}=-a(x) q\left(u_{t}\right) & \text { for }(t, x) \in \mathbb{R}_{+} \times \Gamma_{0} \\ u(0)=u_{0}, u_{t}(0)=v_{0} & \text { for } x \in \Omega\end{cases}
$$

where the initial data $\left(u_{0}, v_{0}\right)$ are given in $V \times L^{2}(\Omega)$.

[^7]If $q$ is monotone increasing and satisfies

$$
|q(\lambda)| \leq A+B|\lambda|^{r} \begin{cases}\text { with } r \leq \min \left(\frac{N}{N-2}, 2\right) & \text { if } N \geq 3  \tag{1.3}\\ \text { with } r \leq 2 & \text { if } N=2 \\ \text { and no condition } & \text { if } N=1\end{cases}
$$

then strong asymptotic stability of the solution is known (a proof and references can be found in [1]). But if $q$ does not verify the hypothesis (1.3), the problem of strong asymptotic stability of the solution is still open even if $q$ is monotone increasing. We will prove that in this case there is at least weak asymptotic stability of the solution. Actually if we suppress the hypothesis of monotonicity of $q$, and if we suppose only that $\forall \alpha>0, \inf \{q(\lambda) \mid \lambda \geq \alpha\}>0$, then we still obtain weak asymptotic stability of all global solutions.

More generally, we will use an abstract framework and we will prove weak asymptotic stability of the global solutions of an abstract evolution equation of second order with a nonlinear and nonmonotone feedback. The use of this abstract framework underlines the essential properties of the considered equation which are necessary for the proof. Moreover, our abstract result of weak asymptotic stability can be applied to many equations (including, for example, wave- and platelike equations with interior feedbacks but also with boundary or pointwise controls). Our result improves significantly several earlier results on the subject (see, for example, [3] , [6] , [1] , [9]) insofar as we need neither hypothesis of monotonicity of the control nor condition restricting its asymptotic growth.

## 2. Results.

2.1. Abstract framework and theorem of weak asymptotic stability. We suppose the following.

- $\left(H_{1}\right)(\mathrm{i})$ : Let $X$ be a locally compact space, and let $\mu$ be a positive measure such that $\mu(X)<+\infty$. We denote by $K(X)$ the space of continuous and compactly supported functions from $X$ into $\mathbb{R}$, and we denote by $H$ the Hilbert space $L^{2}(X, \mu)$ equipped with the scalar product

$$
\forall u, v \in H, \quad(u, v)_{H}=\int_{X} u(x) v(x) d \mu(x)
$$

- $\left(H_{1}\right)($ ii): Let $A$ be a linear operator on $H$ with dense domain $D(A)$. We assume that $A$ is self-adjoint and coercive and that the resolvent of $A$ is compact. We define $V=D\left(A^{\frac{1}{2}}\right)$ equipped with the scalar product

$$
\forall u, v \in V,(u, v)_{V}=\left(A^{\frac{1}{2}} u, A^{\frac{1}{2}} v\right)_{H}=\langle\tilde{A} u, v\rangle_{V^{\prime}, V}
$$

where $\tilde{A} \in \mathcal{L}\left(V ; V^{\prime}\right)$ is defined by the bilinear form $(., .)_{V}$ and extends $A$. As usual, we identify $H$ with its dual. Then $V \hookrightarrow H \hookrightarrow V^{\prime}$ with the following relation:

$$
\forall h \in H, \forall v \in V,\langle h, v\rangle_{V^{\prime}, V}=(h, v)_{H}
$$

Moreover, we suppose that $\mathcal{E}=K(X) \cap V$ is dense in $V$.

- $\left(H_{1}\right)($ iii $)$ : Let $Y$ be a subspace of $X$ (i.e., $Y \subset X$ ), and let $m$ be a positive measure on $Y$ such that $m(Y)<+\infty$. For all $v \in K(X)$, we denote by $\tau(v)$ the restriction of $v$ to $Y$ and we suppose that

$$
\exists C>0 / \forall v \in \mathcal{E},\|\tau(v)\|_{L^{1}(Y, m)} \leq C\|v\|_{V}
$$

Consequently, the linear mapping $\tau$ can be extended to a linear continuous application from $V \rightarrow L^{1}(Y, m)$. So we can define the restriction to $Y$ of all elements of $V$. For all $v \in V$, we will simply denote by $v$ this restriction (see the remark below for various examples).

- $\left(H_{2}\right)(\mathrm{i}):$ Let $q: \mathbb{R} \rightarrow \mathbb{R}$ be continuous and such that

$$
\begin{gather*}
\forall \lambda \in \mathbb{R}, \lambda q(\lambda) \geq 0  \tag{2.1}\\
\forall \alpha>0, \inf \{q(\lambda) \mid \lambda \geq \alpha\}>0 \tag{2.2}
\end{gather*}
$$

- $\left(H_{2}\right)\left(\right.$ ii): Let $a \in L^{\infty}(Y, m)$ with $a(y) \geq 0$ almost everywhere for measure $m$. We define $Q: D(Q) \rightarrow V^{\prime}$ by

$$
\begin{gather*}
D(Q)=\left\{v \in V \mid \forall \varphi \in \mathcal{E}, a(.) q(v) \varphi \in L^{1}(Y, m)\right.  \tag{2.3}\\
\text { and } \left.\exists C_{v}>0 \text { such that }\left|\int_{Y} a q(v) \varphi d m\right| \leq C_{v}\|\varphi\|_{V} \forall \varphi \in \mathcal{E}\right\}
\end{gather*}
$$

and

$$
\begin{equation*}
\forall v \in D(Q), \quad \forall \varphi \in \mathcal{E} \cup\{v\},\langle Q(v), \varphi\rangle_{V^{\prime}, V}=\int_{Y} a(y) q(v(y)) \varphi(y) d m(y) \tag{2.4}
\end{equation*}
$$

- $(U)$ : Moreover, for asymptotic stability we will need the following "uniqueness" property:

$$
\left(\varphi \in V, A \varphi=\omega^{2} \varphi \text { and } a(y) \varphi(y)=0 \text { m-a.e. in } Y\right) \Rightarrow \varphi(x)=0 \mu \text {-a.e. } x \in X
$$

We consider the following problem for $\left(u_{0}, v_{0}\right)$ given in $V \times H$ :

$$
\begin{cases}u_{t t}+\tilde{A} u=-Q\left(u_{t}\right), & t \in \mathbb{R}_{+}  \tag{2.5}\\ u \in V, & t \in \mathbb{R}_{+} \\ u(0)=u_{0}, u_{t}(0)=v_{0}, & \end{cases}
$$

and we obtain the following result of weak asymptotic stability.
Theorem 2.1. We assume $\left(H_{1}\right),\left(H_{2}\right)$, and $(U)$ hold. Let $\left(u_{0}, v_{0}\right)$ be given in $V \times H$. We suppose that there exists $u\left(t ; u_{0}, v_{0}\right)$, a solution of the problem (2.5) in the following sense:

$$
\left\{\begin{array}{l}
\left(u, u_{t}\right) \in \mathcal{C}([0,+\infty[; V \times H)  \tag{2.6}\\
u_{t} \in L_{l o c}^{2}(] 0,+\infty[; V) \\
u_{t t} \in L_{l o c}^{2}(] 0,+\infty[; H) \\
\tilde{A} u+Q\left(u_{t}\right) \in L_{l o c}^{2}(] 0,+\infty[; H)
\end{array}\right.
$$

and $u$ satisfies the equation (2.5) almost everywhere (a.e.) $t$ in $V^{\prime}$. Then $\left(u(t), u_{t}(t)\right) \rightharpoonup$ $(0,0)$ weakly in $V \times H$ as $t \rightarrow+\infty$.

Remark. The abstract framework can be applied to the different types of controls as follows:

- In the case of an equation in a bounded open $\Omega$ of $\mathbb{R}^{N}, N \geq 1$ with an interior control, we will set $X=Y=\Omega$ and $\mu=m=d x$ where $d x$ is the Lebesgue's measure in $\mathbb{R}^{N}$.
- In the case of an equation in a bounded open $\Omega$ of $\mathbb{R}^{N}, N \geq 1$ with a boundary control on $\Gamma=\partial \Omega$, we will set $X=\bar{\Omega}, \mu=d x$, and $Y=\bar{\Gamma}, m=d \nu$ where $d \nu$ is the superficial measure on $\Gamma$.
- In the case of an equation in a bounded open $\Omega$ of $\mathbb{R}^{N}, N \geq 1$ with a pointwise control at $p \in \Omega$, we will set $X=\Omega, \mu=d x, Y=\{p\}$, and $m$ will be the Dirac masse $\delta(\cdot-p)$.
- More generally, we can choose $X=\Omega, \mu=d x$, and $Y$ a set of positive "capacity" for the capacity associated with the norm of $V$ and $m$ carried by $Y$ (see [1]).
Remark. Note that the hypothesis $(\mathrm{U})$ is a necessary condition of weak asymptotic stability of all global solutions of (2.5). Indeed, if $(\mathrm{U})$ is not satisfied then there exists $\varphi \in V$ and $\omega \in \mathbb{R}$ such that $A \varphi=\omega^{2} \varphi$ and $a(y) \varphi(y)=0 \mathrm{~m}$-a.e. in $Y$ but $\varphi \not \equiv 0$ on $X$. If we set $u(x, t)=\sin (\omega t) \varphi$, it is easy to see that $u$ is a solution of (2.5) and that $u_{t} \nrightarrow 0$ as $t \rightarrow+\infty$ weakly in $H$.

Remark. We deliberately chose here to a priori assume the existence of solutions on $(0,+\infty)$ rather than adding more or less classical assumptions ensuring existence of global solutions. Indeed, we concentrate here on the question of asymptotic stability. Note also that, in specific applications, existence may be provided by various means. For each of the examples below, we refer to the literature where existence results are given.
2.2. First example: A wave equation with a boundary control. In this section, we apply Theorem 2.1 to the example presented in the introduction. Note that we know in this example that global solutions of (1.2) exist at least if we suppose $q$ continuous increasing (see, for example, [1]).

Corollary 2.1. Let $\Omega, \Gamma_{0}, \Gamma^{*}$ be as in Example 1.1. Let $a: \Gamma_{0} \rightarrow \mathbb{R}$ be such that $a()>$.0 on $\Gamma_{0}$, and let $q: \mathbb{R} \rightarrow \mathbb{R}$ be continuous and such that $\left(H_{2}\right)(\mathrm{i})$ holds. Let $\left(u_{0}, v_{0}\right)$ be given in $V \times L^{2}(\Omega)$ (where $V$ is defined in Example 1.1). We suppose that there exists a solution of (1.2) in the following sense:

$$
\left\{\begin{array}{l}
\left(u, u_{t}\right) \in \mathcal{C}\left(\left[0,+\infty\left[; V \times L^{2}(\Omega)\right)\right.\right.  \tag{2.7}\\
u_{t} \in L_{l o c}^{2}(] 0,+\infty[; V) \\
a(.) q\left(u_{t}\right) \in L_{l o c}^{1}(] 0,+\infty\left[\times \Gamma_{0}\right) \\
u_{t t} \in L_{l o c}^{2}(] 0,+\infty\left[; L^{2}(\Omega)\right)
\end{array}\right.
$$

and

$$
\begin{cases}u_{t t}-\Delta u=0 & \text { in } \mathcal{D}^{\prime}(] 0,+\infty[\times \Omega) \text { and a.e. }(t, x) \in \mathbb{R}_{+} \times \Omega  \tag{2.8}\\ \frac{\partial u}{\partial \nu}=-a(x) q\left(u_{t}\right) & \text { a.e. }(t, x) \in \mathbb{R}_{+} \times \Gamma_{0} \\ u(0)=u_{0}, u_{t}(0)=v_{0} & \text { a.e. } x \in \Omega\end{cases}
$$

Then the solution satisfies

$$
\left(u(t), u_{t}(t)\right) \rightharpoonup(0,0) \text { weakly in } V \times L^{2}(\Omega) \text { as } t \rightarrow+\infty .
$$

Remark. In particular, this result is true for $q$ continuous monotone increasing such that $q(0)=0$ and $q(\lambda)>0 \forall \lambda>0$.

Remark. This example is also treated in [10] by another method: there we use Young's measures to handle the weak limits.
2.3. Second example: A plate equation with interior control. In this section, we apply Theorem 2.1 to the following example.

EXAMPLE 2.1. Let $\Omega$ be a connected bounded open subset of $\mathbb{R}^{N}$ with a smooth boundary $\Gamma$. Let $q: \mathbb{R} \rightarrow \mathbb{R}$ be continuous and such that $\left(H_{2}\right)(\mathrm{i})$ holds, and let $a:[0,1] \rightarrow \mathbb{R}$ be such that $a(.) \in L^{\infty}(0,1), a() \geq$.0 , and meas $(\operatorname{supp}(a))>0$. We set $V=\left\{v \in H^{2}(\Omega) \mid v=0\right.$ on $\left.\Gamma\right\}$, and we consider the following problem:

$$
\begin{cases}u_{t t}+\Delta^{2} u=-a(x) q\left(u_{t}\right) & \text { for }(t, x) \in \mathbb{R}_{+} \times \Omega  \tag{2.9}\\ u=0 & \text { on } \Gamma, t>0 \\ \Delta u=0 & \text { on } \Gamma, t>0 \\ u(0)=u_{0}, u_{t}(0)=v_{0} & \text { in } \Omega,\end{cases}
$$

where $\left(u_{0}, v_{0}\right)$ are given in $V \times L^{2}(\Omega)$.
Remark. In this case, we can prove that if we suppose $q$ continuously differentiable such that

$$
\exists m \in \mathbb{R} \mid \forall \lambda \in \mathbb{R}, q^{\prime}(\lambda) \geq-m
$$

then global solutions of (2.9) exist.
More generally, it is still true in the case of the abstract problem (2.5) with an interior control, i.e., when $X=Y=\Omega$ and $\mu=m=d x$ (for proofs, see [11]).

Applying Theorem 2.1 to this problem, we obtain the following result.
Corollary 2.2. All global solutions of Example 2.1 satisfy

$$
\left(u(t), u_{t}(t)\right) \rightharpoonup(0,0) \text { weakly in } V \times L^{2}(\Omega) \text { as } t \rightarrow+\infty .
$$

Remark. If we suppose $N=1, \Omega=] 0,1[$, and $q$ globally Lipschitz continuous, then strong asymptotic stability was obtained by E. Feireisl (see [5]), i.e., $\left(u(t), u_{t}(t)\right) \rightarrow$ $(0,0)$ strongly in $H^{2}(0,1) \times L^{2}(0,1)$ as $t \rightarrow+\infty$.
2.4. Third example: Rectangular Kirchhoff plates with an inner point control.

Example 2.2. We consider $\Omega=] 0, a[\times] 0, b[$ with $a>0, b>0$ and such that

$$
\begin{equation*}
\frac{a^{2}}{b^{2}} \notin \mathbb{Q} \tag{2.10}
\end{equation*}
$$

Let $\left(x_{0}, y_{0}\right) \in \Omega$, and let $q: \mathbb{R} \rightarrow \mathbb{R}$ be continuous and such that $\left(H_{2}\right)(\mathrm{i})$ holds. We set $V=\left\{v \in H^{2}(\Omega) \mid v=0\right.$ on $\left.\Gamma=\partial \Omega\right\}$, and we consider the following problem:

$$
\begin{cases}u_{t t}+\Delta^{2} u=-q\left(u_{t}\left(x_{0}, y_{0}\right)\right) \delta\left(\cdot-x_{0}, \cdot-y_{0}\right) & \text { for }(t, x) \in \mathbb{R}_{+} \times \Omega  \tag{2.11}\\ u=0 & \text { on } \Gamma, t>0 \\ \Delta u=0 & \text { on } \Gamma, t>0 \\ u(x, y, 0)=u_{0}(x, y), u_{t}(x, y, 0)=v_{0}(x, y) & \text { in } \Omega\end{cases}
$$

where $\left(u_{0}, v_{0}\right)$ are given in $V \times L^{2}(\Omega)$.
This problem was studied for $q=$ C.Id in [12] and in [1], and strong asymptotic stability was obtained. Note that global solutions of (2.11) exist at least if we suppose $q$ continuous increasing (see, for example, [1]). Applying Theorem 2.1, we obtain the following result.

Corollary 2.3. If (2.10) is satisfied, then all global solutions of Example 2.2 satisfy $\left(u(t), u_{t}(t)\right) \rightharpoonup(0,0)$ weakly in $V \times L^{2}(\Omega)$ as $t \rightarrow+\infty$ if and only if $\frac{x_{0}}{a} \notin \mathbb{Q}$ and $\frac{y_{0}}{b} \notin \mathbb{Q}$.

Remark. Theorem 2.1 can be applied to many other equations (see [10], [11] for other examples).
2.5. Remarks. It can be proved that in the case of an interior control ( $X=$ $Y=\Omega, m=\mu=d x)$, the hypothesis $\left(H_{2}\right)(\mathrm{i}),(2.2)$ can be replaced by the weaker hypothesis

$$
\forall \lambda>0, q(\lambda)>0
$$

(for proof, see [11]). But we do not know if it is still true in the general case (and in particular in the case of a boundary control).

However, the hypothesis $\forall \lambda>0, q(\lambda)>0$, is absolutely necessary (at least in the case of a boundary control) since we have the following counterexample.

Example 2.3. Let $q: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
\begin{cases}q(\lambda)=0 & \text { if } \lambda \leq 0 \\ q(\lambda)=\lambda & \text { if } 0 \leq \lambda \leq 1 \\ q(\lambda)=2-\lambda & \text { if } 1 \leq \lambda \leq 2 \\ q(\lambda)=0 & \text { if } 2 \leq \lambda\end{cases}
$$

and let $u$ be the solution of

$$
\begin{cases}u_{t t}-u_{x x}=0, & x \in] 0,1[, t>0 \\ u(0, t)=0, & t>0 \\ -u_{x}(1, t)=q\left(u_{t}(1, t)\right), & t>0\end{cases}
$$

with

$$
\begin{cases}u_{0}(x)=0, & x \in] 0,1[ \\ u_{1}(x)=2 \alpha, & x \in] 0,1[ \end{cases}
$$

Then, if $\alpha>1$ or $\alpha<-1$, we can prove that $u(t) \nrightarrow 0$ weakly in $H^{1}(0,1)$ as $t \rightarrow+\infty$. To prove this, we make the calculus of the solution and we remark that the support of $u_{t}$ is contained in the kernel of $q$ (for details, see [11]).

## 3. Proofs.

3.1. Proof of Theorem 2.1. Let $\left(u_{0}, v_{0}\right)$ be given in $V \times H$, and let $u\left(t ; u_{0}, v_{0}\right)$ be the solution of (2.5) associated with the initial data $\left(u_{0}, v_{0}\right)$. From (2.6) and $\left(H_{1}\right)(\mathrm{ii})$, we obtain

$$
\left\langle u_{t t}, u_{t}\right\rangle_{V^{\prime}, V}+\left\langle\tilde{A} u+Q\left(u_{t}\right), u_{t}\right\rangle_{V^{\prime}, V}=0 \text { a.e. } t \in \mathbb{R}_{+},
$$

with

$$
\left\langle u_{t t}, u_{t}\right\rangle_{V^{\prime}, V}=\frac{1}{2} \frac{d}{d t}\left\|u_{t}\right\|_{H}^{2} \text { a.e. } t \in \mathbb{R}_{+}
$$

and

$$
\left\langle\tilde{A} u, u_{t}\right\rangle_{V^{\prime}, V}=\left(u, u_{t}\right)_{V}=\frac{1}{2} \frac{d}{d t}\|u\|_{V}^{2} \text { a.e. } t \in \mathbb{R}_{+}
$$

so that, a.e. $t \in \mathbb{R}_{+}$, from (2.4) we have

$$
\begin{equation*}
\frac{d}{d t}\left(\left\|u_{t}\right\|_{H}^{2}+\|u\|_{V}^{2}\right)=-2\left\langle Q\left(u_{t}\right), u_{t}\right\rangle_{V^{\prime}, V}=-2 \int_{Y} a q\left(u_{t}\right) u_{t} d m \tag{3.1}
\end{equation*}
$$

Hence, we obtain the following "energy" equality:

$$
\begin{equation*}
\|u(t)\|_{V}^{2}+\left\|u_{t}(t)\right\|_{H}^{2}+2 \int_{0}^{t} \int_{Y} a q\left(u_{t}\right) u_{t} d m d s=\left\|u_{0}\right\|_{V}^{2}+\left\|v_{0}\right\|_{H}^{2} \text { a.e. } t \in \mathbb{R}_{+} . \tag{3.2}
\end{equation*}
$$

If we set $v=u_{t}$ and $U=\binom{u}{v}$, then the problem (2.5) may be written in the first order form

$$
\begin{cases}\frac{d U}{d t}=\mathcal{A} U+F(U), & t \in \mathbb{R}_{+}  \tag{3.3}\\ U(t) \in \mathcal{H}, & t \in \mathbb{R}_{+} \\ U(0)=U_{0}\end{cases}
$$

where

$$
\mathcal{A}=\left(\begin{array}{cc}
0 & 1 \\
-\tilde{A} & 0
\end{array}\right), \quad F(U)=\binom{0}{-Q(v)}, U_{0}=\binom{u_{0}}{v_{0}},
$$

and where $\mathcal{H}=V \times H$ is equipped with the scalar product

$$
(U, \tilde{U})_{\mathcal{H}}=(u, \tilde{u})_{V}+(v, \tilde{v})_{H} \text { for } U=\binom{u}{v}, \tilde{U}=\binom{\tilde{u}}{\tilde{v}} \in \mathcal{H}
$$

We also note that

$$
\begin{gathered}
(U, \tilde{U})_{\mathcal{H}^{\prime} \times \mathcal{H}}=\langle u, \tilde{u}\rangle_{V^{\prime}, V}+(v, \tilde{v})_{H} \\
\text { for } U=\binom{u}{v} \in \mathcal{H}^{\prime}=V^{\prime} \times H \text { and } \tilde{U}=\binom{\tilde{u}}{\tilde{v}} \in \mathcal{H}=V \times H
\end{gathered}
$$

With these notations, (3.2) becomes

$$
\begin{equation*}
\left\|U\left(t ; U_{0}\right)\right\|_{\mathcal{H}}^{2}+2 \int_{0}^{t} \int_{Y} a q\left(u_{t}\right) u_{t} d m d s=\left\|U_{0}\right\|_{\mathcal{H}}^{2} \text { a.e. } t \in \mathbb{R}_{+} \tag{3.4}
\end{equation*}
$$

By (2.1) and (3.4), we have

$$
\begin{equation*}
\left\|U\left(t ; U_{0}\right)\right\|_{\mathcal{H}} \leq\left\|U_{0}\right\|_{\mathcal{H}} \quad \text { a.e. } t \in \mathbb{R}_{+} \tag{3.5}
\end{equation*}
$$

Consequently, the weak $\omega$-limit set $\omega_{W}\left(U_{0}\right)$ is nonempty. Let $\binom{\varphi}{\psi}$ be in $\omega_{W}\left(U_{0}\right)$. By definition, there exists $t_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$ such that

$$
\begin{equation*}
U\left(t_{n} ; U_{0}\right) \rightharpoonup\binom{\varphi}{\psi} \text { in } \mathcal{H} \text { as } n \rightarrow+\infty \tag{3.6}
\end{equation*}
$$

For this sequence $t_{n}$, we consider the translates defined by

$$
\begin{equation*}
U_{n}(t)=U\left(t+t_{n} ; U_{0}\right) \tag{3.7}
\end{equation*}
$$

For any fixed $T>0$, we deduce from (3.5) that $\left(U_{n}\right)_{n}$ is a bounded sequence in $L^{\infty}(0, T ; \mathcal{H})$. Hence it possesses a subsequence also denoted by $\left(U_{n}\right)_{n}$, and there exists $\bar{U}=(\bar{u}) \in L^{\infty}(0, T ; \mathcal{H})$ such that

$$
\begin{equation*}
U_{n}=\binom{u_{n}}{v_{n}} \rightharpoonup \bar{U}=\binom{\bar{u}}{\bar{v}} \text { weakly in } L^{2}(0, T ; \mathcal{H}) \text { as } n \rightarrow+\infty \tag{3.8}
\end{equation*}
$$

In particular, we can prove that for any $W \in \mathcal{H}$, the function $t \mapsto\left(U_{n}(t), W\right)_{\mathcal{H}}$ converges in $\mathcal{D}^{\prime}(] 0, T[)$ to the function $t \mapsto(\bar{U}(t), W)_{\mathcal{H}}$.

Our purpose is to prove that $\bar{U} \equiv 0$ on $X \times \mathbb{R}_{+}$. In particular, it will give $\bar{U}(0)=\binom{\varphi}{\psi}=\binom{0}{0}$ and so $\omega_{W}\left(U_{0}\right)=\{(0,0)\}$, which implies that $U\left(t ; U_{0}\right) \rightharpoonup(0,0)$ weakly in $V \times H$. In the first part of the proof, we will write the equation satisfied by the translates $U_{n}$. Passing to the limit as $n \rightarrow+\infty$ in this equation, we will obtain an equation satisfied by $\bar{U}$. In the second part, we will use the representation of the solutions of this equation and the result of "uniqueness" (U) to prove that $\bar{U} \equiv 0$ on $X \times \mathbb{R}_{+}$.

Part 1. Since $U_{n}$ is a solution of (3.3) with the initial data $U\left(t_{n}\right)$, we have for all $n \in \mathbb{N}, t \in[0, T]$, and $W=\binom{w_{1}}{w_{2}} \in V \times \mathcal{E}$,

$$
\begin{gather*}
\left(U_{n}(t), W\right)_{\mathcal{H}}-\left(U\left(t_{n}\right), W\right)_{\mathcal{H}}  \tag{3.9}\\
=\int_{0}^{t}\left(\mathcal{A}^{*} W, U_{n}(s)\right)_{\mathcal{H}^{\prime} \times \mathcal{H}} d s+\int_{0}^{t} \int_{Y} F\left(U_{n}(s)\right) \cdot W d m(y) d s
\end{gather*}
$$

By (3.8), the first term $\left(U_{n}(t), W\right)_{\mathcal{H}}$ converges in $\mathcal{D}^{\prime}(] 0, T[)$ to $(\bar{U}(t), W)_{\mathcal{H}}$ as $n \rightarrow+\infty$. By (3.6),

$$
\left(U\left(t_{n}\right), W\right)_{\mathcal{H}} \rightarrow\left(\binom{\varphi}{\psi}, W\right)_{\mathcal{H}} \text { as } n \rightarrow+\infty
$$

and by (3.8), we have for all $t \in[0, T]$,

$$
\int_{0}^{t}\left(\mathcal{A}^{*} W, U_{n}(s)\right)_{\mathcal{H}^{\prime} \times \mathcal{H}} d s \rightarrow \int_{0}^{t}\left(\mathcal{A}^{*} W, \bar{U}(s)\right)_{\mathcal{H}^{\prime} \times \mathcal{H}} d s \text { as } n \rightarrow+\infty
$$

Moreover, the Lebesgue dominated convergence theorem implies that these two last convergences hold in $\mathcal{D}^{\prime}(] 0, T[)$.

We will now prove that

$$
\begin{equation*}
a(y) q\left(v_{n}\right) \rightarrow 0 \text { as } n \rightarrow+\infty \text { strongly in } L^{1}(Y \times[0, T]) \tag{3.10}
\end{equation*}
$$

which will imply that the last term of (3.9) converges to 0 in $\mathcal{D}^{\prime}(] 0, T[)$. Indeed, we will obtain for all $t \in[0, T]$,

$$
\int_{0}^{t} \int_{Y} F\left(U_{n}(s)\right) \cdot W d m(y) d s=\left(-\int_{0}^{t} \int_{Y} a(y) q\left(v_{n}\right) w_{2} d m(y) d s\right) \rightarrow\binom{0}{0} \text { as } n \rightarrow+\infty
$$

and the Lebesgue dominated convergence theorem will give the result since $w_{2}$ is bounded in $Y$.

To prove (3.10), we fix $\varepsilon>0$. By continuity of $q(\lambda)$ at $\lambda=0$, there exists $\eta(\varepsilon)$ such that

$$
\begin{equation*}
\iint \underset{\substack{Y \times[0, t] \\\left|v_{n}(y, s)\right| \leq \eta(\varepsilon)}}{ } a(y)\left|q\left(v_{n}\right)\right| d m(y) d s \leq \varepsilon \tag{3.11}
\end{equation*}
$$

So, we have

$$
\begin{gather*}
\leq \iint \underset{\substack{Y \times[0, t] \\
\left|v_{n}(y, s)\right| \geq \eta(\varepsilon)}}{ } a(y)\left|q\left(v_{n}\right)\right| d m(y) d s+\iiint_{\substack{Y \times[0, t] \\
\left|v_{n}(y, s)\right| \leq \eta(\varepsilon)}} a(y)\left|q\left(v_{n}\right)\right| d m(y) d s  \tag{3.12}\\
\leq \frac{1}{\eta(\varepsilon)} \int_{0}^{t} \int_{Y} a(y) q\left(v_{n}\right) v_{n} d m(y) d s+\varepsilon
\end{gather*}
$$

From (3.4), we have for all $t \in[0, T]$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|U_{n}(t)\right\|_{\mathcal{H}}^{2}-\left\|U\left(t_{n}\right)\right\|_{\mathcal{H}}^{2}=-2 \int_{0}^{t} \int_{Y} a(y) q\left(v_{n}\right) v_{n} d m(y) d s \tag{3.13}
\end{equation*}
$$

Since the function $t \mapsto\left\|U\left(t ; U_{0}\right)\right\|_{\mathcal{H}}$ is nonincreasing and bounded from below, its limit as $t \rightarrow+\infty$ exists. But since $U_{n}(t)=U\left(t+t_{n}\right)$, it follows that

$$
\lim _{n \rightarrow+\infty}\left\|U_{n}(t)\right\|_{\mathcal{H}}=\lim _{n \rightarrow+\infty}\left\|U\left(t_{n} ; U_{0}\right)\right\|_{\mathcal{H}}
$$

and hence by (3.13),

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \int_{0}^{t} \int_{Y} a(y) q\left(v_{n}\right) v_{n} d m(y) d s=0 \quad \forall t \in[0, T] \tag{3.14}
\end{equation*}
$$

We deduce from (3.12) and (3.14) that there exists $n_{0} \in \mathbb{N}$ such that, for all $n \geq n_{0}$,

$$
\int_{0}^{t} \int_{Y} a(y)\left|q\left(v_{n}\right)\right| d m(y) d s \leq 2 \varepsilon
$$

So (3.10) is proved.
We can now write the limit in $\mathcal{D}^{\prime}(] 0, T[)$ of relation (3.9) as $\forall t \in[0, T], \forall W=$ $\binom{w_{1}}{w_{2}} \in V \times \mathcal{E}$,

$$
\begin{equation*}
(\bar{U}(t), W)_{\mathcal{H}}-\left(\binom{\varphi}{\psi}, W\right)_{\mathcal{H}}=\int_{0}^{t}\left(\mathcal{A}^{*} W, \bar{U}(s)\right)_{\mathcal{H}^{\prime} \times \mathcal{H}} d s \tag{3.15}
\end{equation*}
$$

And we obtain that $\bar{U}$ is a solution of

$$
\left\{\begin{array}{l}
\frac{d}{d t}(\bar{U}(t), W)_{\mathcal{H}}=\left(\mathcal{A}^{*} W, \bar{U}(t)\right)_{\mathcal{H} \times \mathcal{H}} \quad \forall W \in D\left(\mathcal{A}^{*}\right) \forall t \in[0, T]  \tag{3.16}\\
\bar{U}(0)=\binom{\varphi}{\psi}
\end{array}\right.
$$

Indeed, (3.15) implies that this equation is verified for all $W \in V \times \mathcal{E}$, and since $\mathcal{E}$ is dense in $D(A)$, it is still true for all $W \in V \times D(A)=D\left(\mathcal{A}^{*}\right)$. Moreover, since $T$ is arbitrary and $\bar{U} \in L^{\infty}(0, \infty ; \mathcal{H})$, it is always true for $t \in[0,+\infty[$. Finally, $\bar{U}$ is a solution of the equation

$$
\left\{\begin{array}{l}
\frac{d}{d t} \bar{U}(t)=\mathcal{A} \bar{U}(t), \quad t \in \mathbb{R}_{+}  \tag{3.17}\\
\bar{U}(0)=\binom{\varphi}{\psi}
\end{array}\right.
$$

and consequently, $\bar{u}$ is a solution of

$$
\left\{\begin{array}{l}
\bar{u}_{t t}+\tilde{A} \bar{u}=0,  \tag{3.18}\\
\bar{u}(0)=\varphi, \bar{u}_{t}(0)=\psi
\end{array} \quad t \in \mathbb{R}_{+},\right.
$$

Part 2.
Step 1. Since $\left(\bar{u}, \bar{u}_{t}\right)$ is a solution of (3.18), and since $A$ satisfies $\left(H_{1}\right)(i i)$, we can write

$$
\begin{equation*}
\bar{u}(t)=\sum_{p \in \mathbb{N}}\left(-\cos \left(\omega_{p} t\right) \frac{\psi_{p}}{\omega_{p}}+\sin \left(\omega_{p} t\right) \frac{\varphi_{p}}{\omega_{p}}\right) \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{u}_{t}(t)=\sum_{p \in \mathbb{N}}\left(\cos \left(\omega_{p} t\right) \varphi_{p}+\sin \left(\omega_{p} t\right) \psi_{p}\right) \tag{3.20}
\end{equation*}
$$

where $\varphi_{p}, \psi_{p}$ are eigenfunctions of $A, \omega_{p}$ eigenvalues of $A$ and where (3.19) (resp., (3.20)) converges in $V$ (resp., in $H$ ) uniformly in $t$ (for more details, see [1] or [11]).

Step 2. Fix $p \in \mathbb{N}$ and $\eta= \pm 1$. For $T>0$, we set

$$
\begin{equation*}
\forall n \in \mathbb{N}, w_{n, T}=\frac{1}{T} \int_{0}^{T} \frac{1+\eta \cos \left(\omega_{p} t\right)}{2} v_{n}(x, t) d t \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{w}_{T}=\frac{1}{T} \int_{0}^{T} \frac{1+\eta \cos \left(\omega_{p} t\right)}{2} \bar{u}_{t}(x, t) d t \tag{3.22}
\end{equation*}
$$

The following convergence results can be proved (the proof appears later in this paper).
Lemma 3.1.

$$
\begin{gather*}
\forall T>1, w_{n, T}(y) \rightharpoonup \bar{w}_{T}(y) \text { weakly in } V \text { as } n \rightarrow+\infty  \tag{3.23}\\
\bar{w}_{T}(y) \rightharpoonup \frac{1}{4} \eta \varphi_{p}(y) \text { weakly in } V \text { as } T \rightarrow+\infty \tag{3.24}
\end{gather*}
$$

Step 3. Since $q$ is such that $\left(H_{2}\right)(\mathrm{i})$ holds, we can construct $\hat{q}: \mathbb{R} \rightarrow \mathbb{R}$ continuous increasing such that

$$
\begin{cases}\forall \lambda \in \mathbb{R}, & 0 \leq \hat{q}(\lambda) \lambda \leq q(\lambda) \lambda \\ \forall \lambda>0, & \hat{q}(\lambda)>0\end{cases}
$$

(indeed, we can choose $\hat{q}(\lambda)=0$ for $\lambda \leq 0$ and $\hat{q}(\lambda)=\inf \{q(s) \mid s \geq \lambda\}$ for $\lambda>0$ ).
Then we denote by $\hat{\jmath}: \mathbb{R} \rightarrow[0,+\infty[$ the primitive of $\hat{q}$ such that $\hat{\jmath}(0)=0$, and we set $\hat{\Psi}(v)=\int_{Y} a(y) \hat{\jmath}(v(y)) d m(y)$ for $v \in V$.
$\hat{\Psi}: V \rightarrow]-\infty,+\infty]$ is proper, convex (since $\hat{\jmath}$ is convex), lower semicontinuous (l.s.c.). Indeed, since $\hat{\Psi}$ is convex, we just have to prove that

$$
\begin{equation*}
\left(v_{n} \rightarrow v \text { strongly in } V \text { as } n \rightarrow \infty\right) \Longrightarrow\left(\hat{\Psi}(v) \leq \liminf _{n \rightarrow+\infty} \hat{\Psi}\left(v_{n}\right)\right) \tag{3.25}
\end{equation*}
$$

By $\left(H_{1}\right)($ iii $), v_{n} \rightarrow v$ strongly in $V$ as $n \rightarrow+\infty$ implies that $v_{n} \rightarrow v$ strongly in $L^{1}(Y, m)$ as $n \rightarrow+\infty$ and so $v_{n} \rightarrow v$ m-a.e. in $Y$ as $n \rightarrow+\infty$ for a subsequence still denoted by $\left(v_{n}\right)_{n}$. Then (3.25) is verified by Fatou's lemma.

Since $\forall \lambda \in \mathbb{R}, \hat{\jmath}(\lambda) \leq \lambda \hat{q}(\lambda)$, we can prove that

$$
\forall n \in \mathbb{N}, 0 \leq \hat{\Psi}\left(v_{n}\right) \leq \int_{Y} a \hat{q}\left(v_{n}\right) v_{n} d m \leq \int_{Y} a q\left(v_{n}\right) v_{n} d m
$$

which gives, for all $T>0$,

$$
\forall n \in \mathbb{N}, \quad \int_{0}^{T} \hat{\Psi}\left(v_{n}\right) d t \leq \int_{0}^{T} \int_{Y} a q\left(v_{n}\right) v_{n} d m d t
$$

So from (3.14), we deduce that

$$
\begin{equation*}
\forall T>0, \quad \int_{0}^{T} \hat{\Psi}\left(v_{n}\right) d t \rightarrow 0 \text { as } n \rightarrow+\infty \tag{3.26}
\end{equation*}
$$

Moreover, since $\hat{\Psi}$ is convex with $\hat{\Psi}(0)=0$ and since $0 \leq \frac{1+\eta \cos \left(\omega_{p} t\right)}{2} \leq 1$ for all $t \in[0, T]$, we have

$$
\begin{gathered}
\forall n \in \mathbb{N}, 0 \leq \hat{\Psi}\left(\frac{1}{T} \int_{0}^{T} \frac{1+\eta \cos \left(\omega_{p} t\right)}{2} v_{n} d t\right) \leq \frac{1}{T} \int_{0}^{T} \frac{1+\eta \cos \left(\omega_{p} t\right)}{2} \hat{\Psi}\left(v_{n}\right) d t \\
\leq \frac{1}{T} \int_{0}^{T} \hat{\Psi}\left(v_{n}\right) d t
\end{gathered}
$$

Therefore, by (3.26), all these integrals tend to 0 as $n \rightarrow+\infty$. From Lemma 3.1, and since $\hat{\Psi}$ is l.s.c. on $V$, we have for all $T>0$,

$$
\hat{\Psi}\left(\bar{w}_{T}\right) \leq \liminf _{n \rightarrow+\infty} \hat{\Psi}\left(w_{n, T}\right)=0
$$

and similarly

$$
\hat{\Psi}\left(\frac{\eta}{4} \varphi_{p}\right) \leq \liminf _{T \rightarrow+\infty} \hat{\Psi}\left(\bar{w}_{T}\right)=0
$$

So, we obtain

$$
\hat{\Psi}\left(\frac{\eta}{4} \varphi_{p}\right)=\int_{Y} a(y) \hat{\jmath}\left(\frac{\eta}{4} \varphi_{p}(y)\right) d m(y)=0
$$

which implies

$$
\begin{equation*}
a(y) \hat{\jmath}\left(\frac{ \pm 1}{4} \varphi_{p}(y)\right)=0 \text { m-a.e. on } Y \text {. } \tag{3.27}
\end{equation*}
$$

Since $\hat{\jmath}^{\prime}(\lambda)=\hat{q}(\lambda)>0 \forall \lambda>0$, we know that $\hat{\jmath}$ is strictly increasing on $\mathbb{R}_{+}$. But $\hat{\jmath}(0)=0$, so $\hat{\jmath}(\lambda)>0 \forall \lambda>0$. In particular, $\hat{\jmath}(\lambda)=\hat{\jmath}(-\lambda)=0$ implies $\lambda=0$. So, (3.27) implies that

$$
a(y) \varphi_{p}(y)=0 \mathrm{~m} \text {-a.e. on } Y
$$

And from the "uniqueness" hypothesis (U), we obtain

$$
\begin{equation*}
\varphi_{p}(x)=0 \text { a.e. } x \in X \forall p \in \mathbb{N} \tag{3.28}
\end{equation*}
$$

Similarly, multiplying $v_{n}$ by $\frac{1+\eta \sin \left(\omega_{p} t\right)}{2}$ instead of $\frac{1+\eta \cos \left(\omega_{p} t\right)}{2}$, we get

$$
\begin{equation*}
\psi_{p}(x)=0 \text { a.e. } x \in X \forall p \in \mathbb{N} \tag{3.29}
\end{equation*}
$$

Finally, from (3.19) and (3.20), we get $\left(\bar{u}, \bar{u}_{t}\right) \equiv(0,0)$ on $X \times \mathbb{R}_{+}$, which ends the proof of Theorem 2.1.

Proof of Lemma 3.1. First, we will prove that

$$
\begin{equation*}
\exists C_{p}>0 \text { such that } \forall n \in \mathbb{N}, \forall T>1,\left\|w_{n, T}\right\|_{V} \leq C_{p} \tag{3.30}
\end{equation*}
$$

Indeed, for all $n \in \mathbb{N}$ and $T>0$,

$$
\begin{gathered}
w_{n, T}(x)=\frac{1}{T} \int_{0}^{T} \frac{1+\eta \cos \left(\omega_{p} t\right)}{2} v_{n}(x, t) \mathrm{dt} \\
=\frac{1}{T}\left[\frac{1+\eta \cos \left(\omega_{p} t\right)}{2} u_{n}(x, t)\right]_{0}^{T}+\frac{1}{T} \int_{0}^{T} \frac{\eta \omega_{p} \sin \left(\omega_{p} t\right)}{2} u_{n}(x, t) \mathrm{dt}
\end{gathered}
$$

Hence,

$$
\left\|w_{n, T}\right\|_{V} \leq \frac{1}{T}\left(\frac{1+\eta \cos \left(\omega_{p} t\right)}{2}\left\|u_{n}(T)\right\|_{V}+\frac{1+\eta}{2}\left\|u_{n}(0)\right\|_{V}\right)+\frac{1}{T} \int_{0}^{T} \frac{1}{2} \omega_{p}\left\|u_{n}(t)\right\|_{V} \mathrm{dt}
$$

From (3.5), we know that there exists $C>0$ such that

$$
\left\|u_{n}(t)\right\|_{V} \leq C \forall n \in \mathbb{N}, \forall t \in \mathbb{R}_{+}
$$

Consequently,

$$
\left\|w_{n, T}\right\|_{V} \leq \frac{2 C}{T}+\frac{1}{2} \omega_{p} C \leq 2 C+\frac{1}{2} \omega_{p} C=C_{p} \text { for } T>1
$$

which proves (3.30).
From (3.30), we deduce that for $T>1, w_{n, T}$ converges weakly in $V$ as $n \rightarrow+\infty$ (for a subsequence still denoted by $\left.w_{n, T}\right)$. But $v_{n} \rightharpoonup \bar{v}=\bar{u}_{t}$ weakly in $L^{2}(0, T ; H)$ as $n \rightarrow+\infty$, hence for all $T>1$, we have

$$
w_{n, T} \rightharpoonup \bar{w}_{T} \text { weakly in } H \text { as } n \rightarrow+\infty
$$

So by uniqueness of the limit for the weak convergence in $H$, we obtain

$$
\begin{equation*}
w_{n, T} \rightharpoonup \bar{w}_{T} \text { weakly in } V \text { as } n \rightarrow+\infty \tag{3.31}
\end{equation*}
$$

which proves the first part of Lemma 3.1.
Using (3.31) and (3.30), we obtain

$$
\begin{equation*}
\left\|\bar{w}_{T}\right\| \leq C_{p} \text { for all } T>1 \tag{3.32}
\end{equation*}
$$

We deduce that $\bar{w}_{T}$ converges weakly in $V$ as $T \rightarrow+\infty$ (for a subsequence still denoted $\left.\bar{w}_{T}\right)$. But it can be proved that, for $\eta= \pm 1$ and for all $p \in \mathbb{N}$,

$$
\begin{gather*}
\frac{1}{T} \int_{0}^{T} \frac{1+\eta \cos \left(\omega_{p} t\right)}{2} \bar{u}_{t}(t) \mathrm{dt} \longrightarrow \frac{1}{4} \eta \varphi_{p} \text { strongly in } H \text { as } T \rightarrow+\infty  \tag{3.33}\\
\text { i.e., } \bar{w}_{T} \longrightarrow \frac{1}{4} \eta \varphi_{p} \text { strongly in } H \text { as } T \rightarrow+\infty
\end{gather*}
$$

This convergence is a consequence of the fact that (3.20) converges in $H$ uniformly in $t$. It consists as in [1] in multiplying (3.20) by $\frac{1+\eta \cos \left(\omega_{p} t\right)}{2}$ and computing the limit. In [1], (3.20) converges in $V$ uniformly in $t$ and the convergence (3.33) is proved in $V$. Here the convergence is only true in $H$, but the proof is the same (for details, see [11]). So by uniqueness of the limit, we deduce that

$$
\bar{w}_{T} \rightharpoonup \frac{1}{4} \eta \varphi_{p} \text { weakly in } V \text { as } T \rightarrow+\infty
$$

which proves the second part of Lemma 3.1.
3.2. Remark concerning the definition of $\boldsymbol{Q}$. In the following examples, for all $v \in D(Q), Q(v)$ will be defined on $\mathcal{E}$ by

$$
\begin{equation*}
\forall \varphi \in \mathcal{E},\langle Q(v), \varphi\rangle_{V^{\prime}, V}=\int_{Y} a(y) q(v(y)) \varphi(y) d m(y) \tag{3.34}
\end{equation*}
$$

(see $\left.\left(H_{2}\right)(\mathrm{ii})\right)$.
$Q(v)$ is linear continuous from $\mathcal{E}$ into $\mathbb{R}$ and it can be extended to a linear continuous application from $V$ into $\mathbb{R}$ still denoted $Q(v)$. So for all $v \in D(Q), Q(v)$ is defined and $Q(v) \in V^{\prime}$. But in order to verify hypothesis $\left(H_{2}\right)(i i)$, we still have to verify that equation (3.34) is still true for $\varphi=v$, i.e., we have to prove that

$$
\begin{equation*}
\forall v \in D(Q),\langle Q(v), v\rangle_{V^{\prime}, V}=\int_{Y} a(y) q(v(y)) v(y) d m(y) \tag{3.35}
\end{equation*}
$$

In this paper, we will omit this technical point in the proofs of Corollaries 2.1, 2.2 , and 2.3. It is generally based on "smooth truncation" results in Sobolev spaces. For details, see [11].

Note that, in the proof of Theorem 2.1, relation (3.35) is only used in (3.1) in order to obtain the "energy equality" (3.2). In most examples, if we add assumptions ensuring existence of global solutions, the "energy equality" (3.2) will be obtained naturally, and consequently, it will not be necessary to verify (3.35).
3.3. Proof of Corollary 2.1. We set the following:

- $(X, \mu)=(\bar{\Omega}, d x)$ where $d x$ is the Lebesgue's measure on $\mathbb{R}^{N}$. $H=L^{2}(\Omega, d x)$.
- $V=\left\{v \in H^{1}(\Omega) \mid v_{\mid \Gamma^{*}}=0\right\}$.
$D(A)=\left\{u \in V \mid \Delta u \in L^{2}(\Omega)\right.$ and $\frac{\partial u}{\partial \nu}=0$ on $\left.\Gamma_{0}\right\}$ (note that $\frac{\partial u}{\partial \nu \mid \Gamma}$ is defined and $\left.\frac{\partial u}{\partial \nu \mid \Gamma} \right\rvert\, \in H^{-\frac{1}{2}}(\Gamma)$ because $u \in H^{1}(\Omega)$ with $\Delta u \in L^{2}(\Omega)$, see [8] or [4]).
For $u \in D(A), A u=-\Delta u$, and for $(u, v) \in V \times V,\langle\tilde{A} u, v\rangle_{V^{\prime}, V}=\int_{\Omega} \nabla u \nabla v d x$.
- $(Y, m)=(\Gamma, d \sigma)$ where $d \sigma$ is the superficial measure on $\Gamma$.

The trace mapping $\tau: V \rightarrow L^{1}(\Gamma, d \sigma)$ is continuous (it is actually continuous into $\left.H^{\frac{1}{2}}(\Gamma, d \sigma)\right)$.

- $a($.$) is defined on \Gamma_{0}$ and we extend it in a function still denoted by $a($.$) and$ defined on $\Gamma$ by $a(x)$ for $x \in \Gamma_{0}$ and 0 for $x \in \Gamma^{*}$.
Then we can apply Theorem 2.1, and weak asymptotic stability is obtained if the following "uniqueness" result is true:

$$
\left(-\Delta \varphi=\omega^{2} \varphi \text { in } \Omega, \varphi=0 \text { on } \Gamma^{*}, \frac{\partial \varphi}{\partial \nu}=0 \text { on } \Gamma_{0} \text { and } \varphi=0 \text { on } \Gamma_{0}\right) \Longrightarrow \varphi \equiv 0 \text { in } \Omega
$$

This result is true because $\Gamma_{0}$ is not too "thin" (for example $\Gamma_{0}$ contains $B\left(x_{0}, \varepsilon\right) \cap \Gamma$ where $x_{0} \in \Gamma$, see [1]).
3.4. Proof of Corollary 2.2. We set the following:

- $(X, \mu)=(Y, m)=(\Omega, d x)$ where $d x$ is the Lebesgue's measure on $\mathbb{R}^{N}$. $H=L^{2}(\Omega, d x)$.
- $V=\left\{v \in H^{2}(\Omega) \mid v=0\right.$ on $\left.\Gamma\right\}$.
$D(A)=\left\{u \in V \mid \Delta^{2} u \in L^{2}(\Omega)\right.$ and $\Delta u_{\mid \Gamma}=0$ on $\left.\Gamma\right\}$ (note that $\Delta u_{\mid \Gamma}$ is defined and $\Delta u_{\mid \Gamma} \in H^{-\frac{1}{2}}(\Gamma)$ because $\Delta u \in L^{2}(\Omega)$ with $\Delta^{2} u \in L^{2}(\Omega)$, see [8]).
For $u \in D(A), A u=\Delta^{2} u$ and for $(u, v) \in V \times V,\langle\tilde{A} u, v\rangle_{V^{\prime}, V}=\int_{\Omega} \Delta u \Delta v d x$.
Then we can apply Theorem 2.1 and weak asymptotic stability is obtained because the following "uniqueness" result is true:

$$
\left(\varphi \in V, \Delta^{2} \varphi=\omega^{2} \varphi \text { in } \Omega, \text { and } \varphi(x)=0 \text { a.e. } x \in \operatorname{supp}(a)\right) \Longrightarrow \varphi \equiv 0 \text { in } \Omega
$$

Indeed it implies that $\varphi$ is analytic on $\Omega$ (see [4]), and consequently, $\varphi \equiv 0$ in $\Omega$ since $\Omega$ is connected and meas $(\operatorname{supp}(a))>0$.
3.5. Proof of Corollary 2.3. We set the following:

- $(X, \mu)=(\Omega, d x d y)=(] 0, a[\times] 0, b[, d x d y)$ where $d x d y$ is the Lebesgue's measure in $\mathbb{R}^{2}$. $H=L^{2}(] 0, a[\times] 0, b[, d x d y)$.
- $V=\left\{v \in H^{2}(\Omega) \mid v=0\right.$ on $\left.\Gamma=\partial \Omega\right\}$. $D(A)=\left\{u \in V \mid \Delta^{2} u \in H\right.$ and $\Delta u=0$ on $\left.\Gamma\right\}$.
For $u \in D(A), A u=\Delta^{2} u$ and for $(u, v) \in V \times V,\langle\tilde{A} u, v\rangle_{V^{\prime}, V}=\int_{\Omega} \Delta u \Delta v d x d y$.
- $Y=\left\{\left(x_{0}, y_{0}\right)\right\}$ and $m$ is the Dirac masse $\delta\left(\cdot-x_{0}, \cdot-y_{0}\right)$.
- We define $a: Y \rightarrow \mathbb{R}$ by $a\left(x_{0}, y_{0}\right)=1$.

Then we can verify that $\left(H_{1}\right)$ and $\left(H_{2}\right)$ are satisfied. Indeed, $A$ is self-adjoint, coercive on $H$, and the resolvent of $A$ is compact (see, for example, [12]). Moreover, $V \subset H^{2}(\Omega) \hookrightarrow \mathcal{C}^{0}(\bar{\Omega})$ (because $\left.\Omega \subset \mathbb{R}^{2}\right)$ so that $\forall v \in V, v\left(x_{0}, y_{0}\right)$ exists and $v \mapsto$ $v\left(x_{0}, y_{0}\right)$ is linear continuous from $V \rightarrow \mathbb{R}$. Finally, Theorem 2.1 can be applied and we obtain weak asymptotic stability of all global solutions if and only if the following "uniqueness" result is true:

$$
\begin{equation*}
\left(\varphi \in V, A \varphi=\omega^{2} \varphi \text { on } \Omega \text { and } \varphi\left(x_{0}, y_{0}\right)=0\right) \Longrightarrow \varphi \equiv 0 \text { on } \Omega \tag{3.36}
\end{equation*}
$$

As in [1], we can prove that (3.36) is verified as follows: let $\varphi \in V$ be such that $A \varphi=\omega^{2} \varphi$ on $\Omega$. Then, we have

$$
\varphi(x, y)=\sum_{r, s} \alpha_{r, s} \sin \frac{r \pi x}{a} \sin \frac{s \pi y}{b}
$$

where $r, s \in \mathbb{N}$ are such that $\omega^{4}=\left(\frac{r^{2}}{a^{2}}+\frac{s^{2}}{b^{2}}\right)^{2} \pi^{4}$. But the eigenvalues are all simple because $\frac{a^{2}}{b^{2}} \notin \mathbb{Q}$. Indeed, if $\omega$ is not a simple eigenvalue, then there exists $(m, n) \in \mathbb{N}^{2}$ and $\left(m^{\prime}, n^{\prime}\right) \in \mathbb{N}^{2}$ such that $\left(m^{\prime}, n^{\prime}\right) \neq(m, n)$ and $\omega^{2}=\left(\frac{m^{2}}{a^{2}}+\frac{n^{2}}{b^{2}}\right) \pi^{2}=\left(\frac{m^{\prime 2}}{a^{2}}+\frac{n^{\prime 2}}{b^{2}}\right) \pi^{2}$. So, we obtain $\frac{m^{2}-m^{\prime 2}}{n^{\prime 2}-n^{2}}=\frac{a^{2}}{b^{2}} \notin \mathbb{Q}$, which is absurd. So the hypothesis (2.10) implies that

$$
\varphi(x, y)=\alpha_{m, n} \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b}
$$

with $\omega^{2}=\left(\frac{r^{2}}{a^{2}}+\frac{s^{2}}{b^{2}}\right) \pi^{2}$. Clearly, $\sin \frac{m \pi x_{0}}{a} \sin \frac{n \pi y_{0}}{b} \neq 0$ if and only if $\frac{x_{0}}{a} \notin \mathbb{Q}$ and $\frac{y_{0}}{b} \notin \mathbb{Q}$, so (3.36) is true if and only if $\frac{x_{0}}{a} \notin \mathbb{Q}$ and $\frac{y_{0}}{b} \notin \mathbb{Q}$, which ends the proof.
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# APPROXIMATION BY RIDGE FUNCTIONS AND NEURAL NETWORKS* 
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#### Abstract

We investigate the efficiency of approximation by linear combinations of ridge functions in the metric of $L_{2}\left(\mathbf{B}^{d}\right)$ with $\mathbf{B}^{d}$ the unit ball in $\mathbf{R}^{d}$. If $X_{n}$ is an $n$-dimensional linear space of univariate functions in $L_{2}(I), I=[-1,1]$, and $\Omega$ is a subset of the unit sphere $\mathbf{S}^{d-1}$ in $\mathbf{R}^{d}$ of cardinality $m$, then the space $Y_{n}:=\operatorname{span}\left\{r(\mathbf{x} \cdot \xi): r \in X_{n}, \omega \in \Omega\right\}$ is a linear space of ridge functions of dimension $\leq m n$. We show that if $X_{n}$ provides order of approximation $O\left(n^{-r}\right)$ for univariate functions with $r$ derivatives in $L_{2}(I)$, and $\Omega$ are properly chosen sets of cardinality $O\left(n^{d-1}\right)$, then $Y_{n}$ will provide approximation of order $O\left(n^{-r-d / 2+1 / 2}\right)$ for every function $f \in L_{2}\left(\mathbf{B}^{d}\right)$ with smoothness of order $r+d / 2-1 / 2$ in $L_{2}\left(\mathbf{B}^{d}\right)$. Thus, the theorems we obtain show that this form of ridge approximation has the same efficiency of approximation as other more traditional methods of multivariate approximation such as polynomials, splines, or wavelets. The theorems we obtain can be applied to show that a feed-forward neural network with one hidden layer of computational nodes given by certain sigmoidal function $\sigma$ will also have this approximation efficiency. Minimal requirements are made of the sigmoidal functions and in particular our results hold for the unit-impulse function $\sigma=\chi_{[0, \infty)}$.
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1. Introduction. A ridge function is a multivariate function of the form $r(\mathbf{x} \cdot \omega)$, where $r$ is a univariate function, $\omega$ is a fixed vector in $\mathbf{R}^{d}$, the variable $\mathbf{x} \in \mathbf{R}^{d}$, and $\mathbf{x} \cdot \omega$ is the inner product of $\mathbf{x}$ and $\omega$. These functions appear naturally in harmonic analysis, special function theory, and in several applications such as tomography and neural networks. In most applications, we are interested in representing or approximating a general function $f$ on a domain $\boldsymbol{\Omega} \subset \mathbf{R}^{d}$ by linear combinations of ridge functions. It is surprising therefore that the most fundamental questions concerning the efficiency of approximation by ridge functions are unanswered.

In this paper, we shall consider approximating functions in $L_{2}\left(\mathbf{B}^{d}\right), \mathbf{B}^{d}$ the unit ball in $\mathbf{R}^{d}, d \geq 2$, by linear combinations of ridge functions. Using extension theorems, the set $\mathbf{B}^{d}$ can be replaced by more general sets $\boldsymbol{\Omega} \subset \mathbf{R}^{d}$.

Let $X_{n}$ be a linear space of univariate functions in $L_{2}(I), I:=[-1,1]$ and let $\Omega_{n} \subset \mathbf{S}^{d-1}$ be a finite subset of the unit sphere $\mathbf{S}^{d-1}$ in $\mathbf{R}^{d}$. Then

$$
\begin{equation*}
Y_{n}:=\operatorname{span}\left\{r(\mathbf{x} \cdot \omega): r \in X_{n}, \omega \in \Omega_{n}\right\} \tag{1.1}
\end{equation*}
$$

is a space of multivariate ridge functions of dimension $\leq n \# \Omega_{n}$, where $\# \Omega_{n}$ is the cardinality of $\Omega_{n}$. We shall relate the approximation efficiency of $Y_{n}$ to that of $X_{n}$ and the distribution of the vectors of $\Omega_{n}$ in $\mathbf{S}^{d-1}$.

Let $W^{s}\left(L_{2}(I)\right)$ denote the univariate Sobolev spaces. We say that a sequence of spaces $X_{n}, n=1,2, \ldots, \operatorname{dim}\left(X_{n}\right)=n$, provides approximation of order $s$ if

$$
\begin{equation*}
E\left(g, X_{n}\right)_{L_{2}(I)} \leq c(s) n^{-s}\|g\|_{W^{s}\left(L_{2}(I)\right)}, \quad g \in W^{s}\left(L_{2}(I)\right), \tag{1.2}
\end{equation*}
$$

[^8]where
$$
E\left(g, X_{n}\right)_{L_{2}(I)}:=\inf _{r \in X_{n}}\|g-r\|_{L_{2}(I)}
$$
is the error in approximating the univariate function $g$ in the $L_{2}(I)$ norm by the elements of $X_{n}$. We denote similarly the multivariate Sobolev space $W^{s}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)$ on $\mathbf{B}^{d}$ and the approximation error
$$
E\left(f, Y_{n}\right)_{L_{2}\left(\mathbf{B}^{d}\right)}:=\inf _{R \in Y_{n}}\|f-R\|_{L_{2}\left(\mathbf{B}^{d}\right)}
$$
for any $f \in L_{2}\left(\mathbf{B}^{d}\right)$. Our main result, given in section 8 , shows that for any sequence of spaces $X_{n}, n=1,2, \ldots$, which provide approximation of order $s$, and for appropriately chosen sets $\Omega_{n}$ with $\# \Omega_{n}=O\left(n^{d-1}\right)$, the sequence of spaces $Y_{n}, n=1,2, \ldots$, given in (1.1), provide the following approximation: for $\lambda:=s+(d-1) / 2$,
\[

$$
\begin{equation*}
E\left(f, Y_{n}\right)_{L_{2}\left(\mathbf{B}^{d}\right)} \leq c(\lambda) n^{-\lambda}\|f\|_{W^{\lambda}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}, \quad f \in W^{\lambda}\left(L_{2}\left(\mathbf{B}^{d}\right)\right) \tag{1.3}
\end{equation*}
$$

\]

Note that there is in a certain sense an unexpected gain in the multivariate approximation order $s+(d-1) / 2$ over the univariate order $s$. This gain will be explained later (see section 9).

One can generate the space $Y_{n}$ appearing in (1.3) by using very general univariate spaces $X_{n}$ such as splines or wavelets. In particular, our results apply to feed-forward neural networks using a very general activation function $\sigma$. A complete discussion of the application to neural networks is given in section 9. In this introduction, we wish to illustrate the typical result by considering the following simple example. Let $\sigma=$ $\chi_{[0, \infty)}$ and define $X_{n}$ as the univariate space spanned by $\sigma(x-k / n), 0 \leq k<n$. Then, defining $Y_{n}$ for this $X_{n}$ as described above, we obtain a space of dimension $O\left(n^{d}\right)$ of certain piecewise constant functions. The space $Y_{n}$ can be realized computationally by a feed-forward neural network with $O\left(n^{d-1}\right)$ computational nodes. In this case (see section 9 for details), (1.3) provides the approximation order $1+\frac{d-1}{2}$. One might expect the estimate (1.3) to be 1 since we are using piecewise constants in the approximation. As noted in (1.3), the gain of $\frac{d-1}{2}$ in the approximation rate persists in general (see also Theorem 8.2).

There is a standard method in approximation theory (see [DL, Chapter 7]) which derives from (1.3) the estimate

$$
\begin{equation*}
E\left(f, Y_{n}\right)_{L_{2}\left(\mathbf{B}^{d}\right)} \leq c\left(\omega_{r}\left(f, n^{-1}\right)_{L_{2}\left(\mathbf{B}^{d}\right)}+\|f\|_{L_{2}\left(\mathbf{B}^{d}\right)} n^{-r}\right), \quad f \in L_{2}\left(\mathbf{B}^{d}\right) \tag{1.4}
\end{equation*}
$$

with $\omega_{r}$ the $r$ th order modulus of smoothness of $f$. In the case that $Y_{n}$ contains all polynomials of total degree $<r$ (in $d$ variables), the last term on the right can be eliminated.

Since $Y_{n}$ is a linear space of dimension $O\left(n^{d}\right)$ then it follows from the general theory of $n$-widths that for all $m>0$,

$$
\begin{equation*}
\sup _{\|f\|_{W^{m}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)} \leq 1} E\left(f, Y_{n}\right) \geq c_{0} n^{-m} \tag{1.5}
\end{equation*}
$$

with $c_{0}>0$ a constant depending only on $m$ and $d$. In this sense, the estimates (1.3) cannot be improved.

We also note that (1.3) shows that, in general, linear spaces of ridge functions are at least as efficient as other methods of multivariate approximation such as polynomials, wavelets, and splines.

This paper is an extension of the results from [DOP], where we considered the case $d=2$. Throughout the paper we assume that $d>2$, although most of the statements hold when $d=2$.

The results of this paper differ from other work in this field in the following respects. We are able to begin with a very general class of univariate spaces $X_{n}$. Other authors (most notably Mhaskar and Micchelli [MM], [MM1], and Mhaskar [M]) have also considered approximation problems of the type treated here. The work of Mhaskar and Micchelli does not give the best order of approximation. Mhaskar [M] has given best possible results but only in the case that $X_{n}$ is generated using a rather restrictive class of sigmoidal functions.

Our results are, for the present, limited to approximation in $L_{2}$, and it remains an important open question in ridge approximation to understand to what extent results such as those presented in this paper are valid in $L_{p}, p \neq 2$.

It is also an interesting question to understand which sets $\Omega_{n} \subset \mathbf{S}^{d-1}$, when used in defining the spaces $Y_{n}$, will provide the approximation order of (1.3). In the case $d=2$, as was shown in [DOP], $n$ equally spaced points on $\mathbf{S}^{1}$ are the most natural choice. There is no direct analogy of equally spaced points in $\mathbf{S}^{d-1}, d>2$. It will become clear from section 4 that any set $\Omega_{n}$ which permits a cubature formula that is exact for spherical polynomials of degree $\leq n$ and with good localization properties will provide spaces $Y_{n}$ which satisfy (1.3). Since we could not find in the literature examples of such sets $\Omega_{n}$, we construct some in section 4 . There should be more elegant and more natural constructions than ours. In some sense, one might expect that a natural quadrature formula might provide the analogue of equally spaced points in $\mathbf{S}^{d-1}, d>2$.

We prove (1.3) by first understanding well the structure of ridge polynomials. Our main vehicle (given in section 3) is a fundamental orthogonal decomposition of a general function $f \in L_{2}\left(\mathbf{B}^{d}\right)$ into ridge polynomials. This decomposition uses the univariate Gegenbauer polynomials.

An outline of this paper is the following. The properties we need about Gegenbauer polynomials are given in section 2. In section 3, we give the fundamental orthogonal decomposition of functions in $L_{2}\left(\mathbf{B}^{d}\right)$ in terms of ridge polynomials. In section 4, we give our construction of cubature (quadrature) formulas. In sections 5-6, we introduce smoothness spaces (the Sobolev spaces) and recall their characterization by polynomial approximation. In section 7, we prove the main theorem about approximation by ridge functions. In section 8 , we discuss how to improve the theorem of section 7 to be more amenable to applications. In section 9, we give some applications of our results, in particular to feed-forward neural networks.

Throughout the paper, the constants are denoted by $c, c_{1}, \ldots$ and they may vary at every occurrence. The constants usually depend on some parameters (like the dimension $d$ ) that will be sometimes indicated explicitly.
2. The Gegenbauer (ultraspherical) polynomials. Special functions appear naturally when we represent a general function in terms of ridge polynomials as will be done in the next section. In particular, the Gegenbauer polynomials will play an important role in this paper. In this section, we shall present the essential properties of Gegenbauer polynomials and bring out their role in the Radon transform. We refer the reader to $[\mathrm{E}]$ and $[\mathrm{Sz}]$ as general references for this section.

The Gegenbauer polynomials are usually defined by the following generating function

$$
\left(1-2 t z+z^{2}\right)^{-\lambda}=\sum_{m=0}^{\infty} C_{m}^{\lambda}(t) z^{m}
$$

where $|z|<1,|t| \leq 1$, and $\lambda>0$. The coefficients $C_{m}^{\lambda}(t)$ are algebraic polynomials of degree $m$ which are called the Gegenbauer polynomials associated with $\lambda$. The family of polynomials $\left\{C_{m}^{\lambda}\right\}_{m=0}^{\infty}$ is a complete orthogonal system for the weighted space $L_{2}(I, w), I:=[-1,1], w(t):=w_{\lambda}(t):=\left(1-t^{2}\right)^{\lambda-\frac{1}{2}}$ and we have

$$
\int_{I} C_{m}^{\lambda}(t) C_{n}^{\lambda}(t) w(t) d t=\left\{\begin{array}{ll}
0, & m \neq n  \tag{2.1}\\
h_{n, \lambda}, & m=n
\end{array} \quad \text { with } h_{n, \lambda}:=\frac{\pi^{1 / 2}(2 \lambda)_{n} \Gamma\left(\lambda+\frac{1}{2}\right)}{(n+\lambda) n!\Gamma(\lambda)}\right.
$$

where we use here and later the standard notation

$$
(a)_{0}:=0, \quad(a)_{n}:=a(a+1) \ldots(a+n-1)=\Gamma(a+n) / \Gamma(a)
$$

Also, we have

$$
\begin{equation*}
C_{n}^{\lambda}(-t)=(-1)^{n} C_{n}^{\lambda}(t), \quad C_{n}^{\lambda}(1)=\frac{(2 \lambda)_{n}}{n!}, \quad \text { and } \quad C_{0}^{\lambda}(t)=1 \tag{2.2}
\end{equation*}
$$

The Gegenbauer polynomials can also be defined by the following identity (called Rodrigues' formula):

$$
\begin{equation*}
C_{n}^{\lambda}(t)=(-1)^{n} \alpha_{n, \lambda}\left(1-t^{2}\right)^{-\lambda+\frac{1}{2}}\left(\frac{d}{d t}\right)^{n}\left(1-t^{2}\right)^{n+\lambda-\frac{1}{2}}, \alpha_{n, \lambda}:=\frac{(2 \lambda)_{n}}{n!2^{n}\left(\lambda+\frac{1}{2}\right)_{n}} \tag{2.3}
\end{equation*}
$$

There is an identity that relates Gegenbauer polynomials with different weights:

$$
\begin{equation*}
\left(\frac{d}{d t}\right)^{m} C_{n}^{\lambda}(t)=2^{m}(\lambda)_{m} C_{n-m}^{\lambda+m}(t), \quad m=1,2, \ldots, n \tag{2.4}
\end{equation*}
$$

Special cases of the Gegenbauer polynomials are the Legendre polynomials $P_{n}$ and the Chebyshev polynomials of second kind $U_{n}$ which correspond to $\lambda=1 / 2$ and $\lambda=1$, respectively. Namely,

$$
\begin{aligned}
P_{n}(t) & :=\frac{(-1)^{n}}{2^{n} n!}\left(\frac{d}{d t}\right)^{n}\left(1-t^{2}\right)^{n}=C_{n}^{1 / 2}(t) \\
U_{n}(t) & :=\frac{\sin (n+1) \arccos t}{\sqrt{1-t^{2}}}=C_{n}^{1}(t)
\end{aligned}
$$

The Chebyshev polynomials of the first kind $T_{n}(t):=\cos n \arccos t$ can be considered as the Gegenbauer polynomials $C_{n}^{0}$ associated with the weight $w_{0}(t)=\left(1-t^{2}\right)^{-\frac{1}{2}}$.

We shall also need the Gegenbauer polynomials $C_{n}^{\lambda}$ when $\lambda<0$ and, in particular, when $\lambda=-1,-2, \ldots$ Note that $\alpha_{n, \lambda}=0$ when $\lambda=-1,-2, \ldots$ and $n>2 \nu$. Therefore, we cannot use (2.3) to define $C_{n}^{-\nu}$ when $\nu=1,2, \ldots$ However, we can define (see [Sz, Chapter IV ])

$$
\begin{equation*}
C_{n}^{\lambda}(t):=\alpha\left(1-t^{2}\right)^{-\lambda+\frac{1}{2}}\left(\frac{d}{d t}\right)^{n}\left(1-t^{2}\right)^{n+\lambda-\frac{1}{2}}, \quad \lambda<0 \tag{2.5}
\end{equation*}
$$

where $\alpha$ is any constant independent of $t$. To our goals the normalization of $C_{n}^{\lambda}$ $(\lambda<0)$ is not essential. Identity (2.4) remains valid except for a constant factor (see [Sz, Chapter IV ]): for any $\lambda$, we have

$$
\begin{equation*}
\left(\frac{d}{d t}\right)^{m} C_{n}^{\lambda}(t)=c C_{n-m}^{\lambda+m}(t), \quad m=1,2, \ldots, n \tag{2.6}
\end{equation*}
$$

where $c$ is independent of $t$.

The Gegenbauer polynomials play a fundamental role in inverting the Radon transform. We shall show in Lemma 2.1 that follows that the Gegenbauer polynomials $C_{n}^{\lambda}$ for $\lambda=k$ and $\lambda=k+1 / 2$ ( $k$ an integer) are eigenfunctions for certain differential operators that occur in the Radon transform inversion formula. These operators will play an important role in defining an equivalent norm for the weighted Sobolev spaces $W^{s}\left(L_{2}(I, w)\right)$ (see section 8$)$.

We begin with a brief discussion of the Hilbert transform $H$ on $\mathbf{R}$ and its analogue $\mathbf{H}$ for the interval $I:=[-1,1]$. For any $g \in L_{1}(I)$ we define

$$
\mathbf{H} g:=H g^{\diamond} \quad \text { with } \quad g^{\diamond}(t):= \begin{cases}g(t), & t \in I  \tag{2.7}\\ 0, & t \in(-\infty, \infty) \backslash I\end{cases}
$$

where $H g^{\diamond}$ is the Hilbert transform of $g^{\diamond}$. It follows that

$$
\mathbf{H} g(t)=\frac{1}{\pi} \text { p.v. } \int_{\mathbf{R}^{1}} \frac{g^{\diamond}(s)}{t-s} d s=\frac{1}{\pi} \text { p.v. } \int_{I} \frac{g(s)}{t-s} d s .
$$

The analogue of the Hilbert transform on the circle $\mathbf{T}$ is the conjugate operator (see [Z, Chapter II]). If $g \in L_{1}(\mathbf{T})$, we denote its conjugate function by

$$
\tilde{g}(\tau):=\frac{1}{2 \pi} \text { p.v. } \int_{\mathbf{T}} g(\theta) \cot \frac{\tau-\theta}{2} d \theta
$$

For any (nonnegative) weight function $w$, let $L_{2}^{0}(I, w)$ be the space of all $g \in$ $L_{2}(I, w)$ with weighted mean value zero: $\int_{I} g(t) w(t) d t=0$. The following proposition gives some properties of $\mathbf{H}$ which we shall use.

Proposition 2.1. If $g \in L_{1}(I)$, we define $T g(\theta):=\operatorname{sgn} \theta g(\cos \theta) \sin \theta$ for $\theta \in$ $[-\pi, \pi)$. The Hilbert transform $\mathbf{H}$ satisfies the following properties:
(a) If $g \in L_{1}(I)$ then

$$
\begin{equation*}
\mathbf{H} g(\cos \tau)=-\frac{1}{\sin \tau} \widetilde{T g}(\tau) \quad \text { a.e. on }(0, \pi) \tag{2.8}
\end{equation*}
$$

(b) We have, on $(-1,1), \mathbf{H} w_{1}^{-1}=0$,

$$
\begin{equation*}
\mathbf{H}\left[w_{1}^{-1} T_{n+1}\right]=-U_{n} \quad \text { and } \quad \mathbf{H}\left[w_{1} U_{n}\right]=T_{n+1} \quad \text { for } n=0,1, \ldots, \tag{2.9}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\mathbf{H} \frac{d}{d t}\left[w_{1} U_{n}\right]=(n+1) U_{n} . \tag{2.10}
\end{equation*}
$$

(c) The functions $V_{n}:=w_{1}^{-1} T_{n}, n=0,1, \ldots$ (in analogy to $\left\{U_{n}\right\}_{n=0}^{\infty}$ ) form a complete orthogonal system for $L_{2}\left(I, w_{1}\right)$.
(d) $\mathbf{H}$ is a one-to-one mapping of $L_{2}^{0}\left(I, w_{1}\right)$ onto $L_{2}\left(I, w_{1}\right)$ with

$$
\mathbf{H}^{-1} h=-\frac{1}{w_{1}} \mathbf{H}\left(w_{1} h\right) \quad \text { for } h \in L_{2}\left(I, w_{1}\right)
$$

and

$$
\begin{equation*}
\|\mathbf{H} g\|_{L_{2}\left(I, w_{1}\right)}=\|g\|_{L_{2}\left(I, w_{1}\right)} \quad \text { for } g \in L_{2}^{0}\left(I, w_{1}\right) \tag{2.11}
\end{equation*}
$$

(e) The operators $\mathbf{H}$ and $\frac{d}{d t}$ commute: for any polynomial $P$, we have

$$
\mathbf{H}\left(\frac{d}{d t}\left(w_{1} P\right)\right)=\frac{d}{d t}\left(\mathbf{H}\left(w_{1} P\right)\right) .
$$

Proof. (a) We apply the substitution $s=\cos \theta$ to the integral that defines $\mathbf{H} g$ and replace $t$ by $\cos \tau, 0<\tau<\pi$ and obtain

$$
\begin{aligned}
\mathbf{H} g(\cos \tau) & =\frac{1}{\pi} \text { p.v. } \int_{0}^{\pi} \frac{T g(\theta)}{\cos \tau-\cos \theta} d \theta \\
& =\frac{1}{2 \pi} \text { p.v. } \int_{-\pi}^{\pi} \frac{T g(\theta)}{\cos \tau-\cos \theta} d \theta
\end{aligned}
$$

since the integrand is even. Note that p.v. $\int_{I} \ldots d s=$ p.v. $\int_{0}^{\pi} \ldots d \theta$ above since the substituting function and its inverse are smooth enough. Now, we use the identity

$$
\frac{1}{\cos \tau-\cos \theta}=-\frac{1}{2 \sin \tau}\left(\cot \frac{\tau-\theta}{2}+\cot \frac{\tau+\theta}{2}\right)
$$

to obtain
$\mathbf{H} g(\cos \tau)=-\frac{1}{2 \sin \tau}\left[\frac{1}{2 \pi}\right.$ p.v. $\int_{-\pi}^{\pi} T g(\theta) \cot \frac{\tau-\theta}{2} d \theta+\frac{1}{2 \pi}$ p.v. $\left.\int_{-\pi}^{\pi} T g(\theta) \cot \frac{\tau+\theta}{2} d \theta\right]$.
After substituting $\theta=-\theta^{\prime}$ in the second integral above and using that $T g$ is even, we see that the two integrals are equal and, therefore, we obtain (a).
(b) For any function $g \in L_{1}\left(I, w_{1}^{-1}\right)$, we have $T\left[w_{1}^{-1} g\right](\theta)=g(\cos \theta)$. Since the conjugate function of $\cos n \theta$ is $\sin n \theta, n=0,1, \ldots$, the first two statements in (b) follow from (a). Similar calculations give the last two statements.
(c) This is trivial.
(d) This follows from (b) by using the two bases for $L_{2}\left(I, w_{1}\right)$ given in (c).
(e) This follows from (2.10).

We shall next show that the Gegenbauer polynomials are eigenfunctions of certain differential operators that arise in inverting the Radon transform. For functions $g$ defined on $\mathbf{B}^{d}$, we introduce the following differential operators:

$$
\begin{equation*}
\Lambda g:=\left(\frac{d}{d t}\right)^{d-1}\left[w_{d / 2} g\right] \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D}:=\Lambda, d \text { odd }, \quad \mathcal{D}:=\mathbf{H} \Lambda, d \text { even. } \tag{2.13}
\end{equation*}
$$

LEMMA 2.1. Let $d \geq 2$ and define $\mathcal{U}_{n}:=C_{n}^{d / 2}$ for $n=0,1, \ldots$. Then we have

$$
\begin{equation*}
\mathcal{D} \mathcal{U}_{n}=(-1)^{\left[\frac{d-1}{2}\right]} \mu_{n} \mathcal{U}_{n}, \quad n=0,1, \ldots, \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda^{2} \mathcal{U}_{n}=(-1)^{d-1} \mu_{n}^{2} \mathcal{U}_{n}, \quad n=0,1, \ldots \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{n}=(n+1)_{d-1} \asymp n^{d-1}, \quad n=0,1, \ldots \tag{2.16}
\end{equation*}
$$

Proof. We first consider (2.14) in the case when $d$ is odd, $d=2 k+1$. From (2.3) and (2.4), we find

$$
\begin{aligned}
\mathcal{D} \mathcal{U}_{n} & =\mathcal{D} C_{n}^{k+1 / 2}=\left(\frac{d}{d t}\right)^{2 k}\left[w_{1}^{2 k} C_{n}^{k+1 / 2}\right]=c\left(\frac{d}{d t}\right)^{n+2 k} w_{1}^{2 n+2 k} \\
& =c_{1}\left(\frac{d}{d t}\right)^{k} C_{n+k}^{1 / 2}=c_{2} C_{n}^{k+1 / 2}=c_{2} \mathcal{U}_{n}
\end{aligned}
$$

By examining the coefficients of $t^{n}$ we obtain that $c_{2}=(-1)^{k} \mu_{n}$. Thus (2.14) is proved in this case.

Assume now that $d$ is even, $d=: 2 k$. Then, again using (2.3), (2.4), and (2.10) (recall that $C_{n}^{1}=U_{n}$ ) and the commutativity of $\frac{d}{d t}$ and $\mathbf{H}$, we obtain

$$
\begin{aligned}
& \mathcal{D} \mathcal{U}_{n}=\mathcal{D} C_{n}^{k}=\left(\frac{d}{d t}\right)^{2 k-1} \mathbf{H}\left[w_{1}^{2 k-1} C_{n}^{k}\right]=c\left(\frac{d}{d t}\right)^{2 k-1} \mathbf{H}\left(\frac{d}{d t}\right)^{n} w_{1}^{2 n+2 k-1} \\
= & c\left(\frac{d}{d t}\right)^{k-1} \mathbf{H}\left(\frac{d}{d t}\right)^{n+k} w_{1}^{2 n+2 k-1}=c_{1}\left(\frac{d}{d t}\right)^{k-1} \mathbf{H} \frac{d}{d t}\left[w_{1} C_{n+k-1}^{1}\right] \\
= & c_{2}\left(\frac{d}{d t}\right)^{k-1} C_{n+k-1}^{1}=c_{3} C_{n}^{k}=c_{3} C_{n}^{d / 2}=c_{3} \mathcal{U}_{n} .
\end{aligned}
$$

We can calculate $c_{3}$ as follows. Let $C_{n}^{k}(t)=: c_{n} t^{n}+\cdots$ and $U_{r}(t)=: a_{r} t^{r}+\cdots$ with $r:=n+2 k-2$. We find

$$
\begin{aligned}
& \left(\frac{d}{d t}\right)^{2 k-1} \mathbf{H}\left[w_{1}^{2 k-1} C_{n}^{k}(t)\right]=c_{n}\left(\frac{d}{d t}\right)^{2 k-1} \mathbf{H}\left[w_{1}(t)\left((-1)^{k-1} t^{n+2 k-2}+\cdots\right)\right] \\
= & (-1)^{k-1} \frac{c_{n}}{a_{r}}\left(\frac{d}{d t}\right)^{2 k-2}\left[\mathbf{H} \frac{d}{d t}\left[w_{1}(t) U_{n+k-2}(t)+\cdots\right]\right] \\
= & (-1)^{k-1} \frac{c_{n}}{a_{r}}(n+2 k-1)\left(\frac{d}{d t}\right)^{2 k-2}\left[U_{n+2 k-2}(t)+\cdots\right] \\
= & (-1)^{k-1} c_{n}(n+2 k-1)\left(\frac{d}{d t}\right)^{2 k-2}\left(t^{n+2 k-2}+\cdots\right) \\
= & (-1)^{k-1}(n+1)_{2 k-1} c_{n}\left(t^{n}+\cdots\right)=(-1)^{k-1}(n+1)_{2 k-1} C_{n}^{k}(t),
\end{aligned}
$$

where we used identities $(2.3),(2.4)$, and (2.10). Thus (2.14) is proved in this case as well.

Finally, we consider (2.15). From (2.3) and (2.5), respectively, we have

$$
\begin{aligned}
\Lambda \mathcal{U}_{n} & =\Lambda C_{n}^{d / 2}=c\left(\frac{d}{d t}\right)^{n+d-1}\left[\left(1-t^{2}\right)^{n+d / 2-1 / 2}\right] \\
& =c\left(\frac{d}{d t}\right)^{n+d-1}\left[\left(1-t^{2}\right)^{n+d-1}\left(1-t^{2}\right)^{-d / 2+1 / 2}\right] \\
& =c_{1}\left(1-t^{2}\right)^{-d / 2+1 / 2} C_{n+d-1}^{-d / 2+1}
\end{aligned}
$$

Hence, applying $\Lambda$ once again and using (2.6) gives

$$
\Lambda^{2} \mathcal{U}_{n}=\Lambda^{2} C_{n}^{d / 2}=c_{1}\left(\frac{d}{d t}\right)^{d-1} C_{n+d-1}^{-d / 2+1}=c_{2} C_{n}^{d / 2}=c_{2} \mathcal{U}_{n}
$$

By calculating the coefficients of $t^{n}$, we find that $c_{2}=(-1)^{d-1} \mu_{n}^{2}$ and we arrive at (2.15).
3. An orthogonal decomposition of $L_{2}\left(\mathrm{~B}^{d}\right)$ in terms of ridge polynomials. Since we are interested in approximating functions $f \in L_{2}\left(\mathbf{B}^{d}\right)$ by elements from spaces of ridge functions, it is natural to find a decomposition of $f$ in terms of fundamental building blocks of ridge functions. We shall show in this section that we can take as the building blocks certain ridge polynomials. We begin by describing this decomposition.

If $f, g \in L_{2}\left(\mathbf{B}^{d}\right)$, we define the inner product

$$
\begin{equation*}
\langle f, g\rangle:=\int_{\mathbf{B}^{d}} f(\mathbf{x}) \overline{g(\mathbf{x})} d \mathbf{x} \tag{3.1}
\end{equation*}
$$

This inner product induces the norm

$$
\|f\|_{L_{2}\left(\mathbf{B}^{d}\right)}:=\left(\int_{\mathbf{B}^{d}}|f(\mathbf{x})|^{2} d \mathbf{x}\right)^{1 / 2}
$$

We also define, for $f, g \in L_{2}\left(\mathbf{S}^{d-1}\right)$, the inner product

$$
\begin{equation*}
(f, g):=\int_{\mathbf{S}^{d-1}} f(\xi) \overline{g(\xi)} d \xi \tag{3.2}
\end{equation*}
$$

and the norm

$$
\|f\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}:=\left(\int_{\mathbf{S}^{d-1}}|f(\xi)|^{2} d \xi\right)^{1 / 2}
$$

where $d \xi$ stands for the area (volume) element on $\mathbf{S}^{d-1}$ the unit sphere in $\mathbf{R}^{d}$.
The Gegenbauer polynomials $C_{n}^{d / 2}$ are the building blocks for our decomposition. Let

$$
\begin{equation*}
\mathcal{U}_{n}:=\left(h_{n, d / 2}\right)^{-1 / 2} C_{n}^{d / 2}, \quad n=0,1, \ldots, \tag{3.3}
\end{equation*}
$$

where $h_{n, d / 2}$ is from (2.1). Then $\left\|\mathcal{U}_{n}\right\|_{L_{2}(I, w)}=1$ and hence $\left\{\mathcal{U}_{n}\right\}_{n=0}^{\infty}$ is a complete orthonormal system for the weighted space $L_{2}(I, w), w(t):=w_{d / 2}(t)=\left(1-t^{2}\right)^{\frac{d-1}{2}}$. Of course, $\mathcal{U}_{n}$ depends on the space dimension $d$, but we are suppressing this dependence in our notation. The reader should think of the space dimension $d$ as arbitrary but fixed throughout.

Let $\mathcal{P}_{n}$ denote the set of all algebraic polynomials of total degree $n$ in $d$ real variables. That is, each $P \in \mathcal{P}_{n}$ is a linear combination of monomials $\mathbf{x}^{\mathbf{m}}:=x_{1}^{m_{1}} \ldots x_{d}^{m_{d}}$ with $\mathbf{x}:=\left(x_{1}, \ldots, x_{d}\right), \mathbf{m}$ is a $d$-tuple $\left(m_{1}, \ldots, m_{d}\right)$ of nonnegative integers, and $|\mathbf{m}|:=m_{1}+\cdots+m_{d} \leq n$.

The polynomials $\overline{\mathcal{U}}_{n}(\xi \cdot \mathbf{x}), \xi \in \mathbf{S}^{d-1}$, are in $\mathcal{P}_{n}$ and $\mathcal{U}_{n}(\xi \cdot \mathbf{x})$ are orthogonal to $\mathcal{P}_{n-1}$ in $L_{2}\left(\mathbf{B}^{d}\right)$ (proved in the appendix):

$$
\begin{equation*}
\int_{\mathbf{B}^{d}} \mathcal{U}_{n}(\xi \cdot \mathbf{x}) P(\mathbf{x}) d \mathbf{x}=0 \quad \text { for } \xi \in \mathbf{S}^{d-1} \text { and } P \in \mathcal{P}_{n-1} \tag{3.4}
\end{equation*}
$$

This is why the ridge polynomials $\mathcal{U}_{n}(\xi \cdot \mathbf{x})$ occur in our decomposition of $L_{2}\left(\mathbf{B}^{d}\right)$.
THEOREM 3.1. Each function $f \in L_{2}\left(\mathbf{B}^{d}\right)$ can be represented uniquely as

$$
\begin{equation*}
f \stackrel{L_{2}}{=} \sum_{n=0}^{\infty} Q_{n}(f) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{n}(f, \mathbf{x}):=\nu_{n} \int_{\mathbf{S}^{d-1}} A_{n}(f, \xi) \mathcal{U}_{n}(\xi \cdot \mathbf{x}) d \xi \tag{3.6}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{n}(f, \xi):=\int_{\mathbf{B}^{d}} f(\mathbf{y}) \mathcal{U}_{n}(\xi \cdot \mathbf{y}) d \mathbf{y} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu_{n}:=\frac{(n+1)_{d-1}}{2(2 \pi)^{d-1}}=\frac{(n+1)(n+2) \cdots(n+d-1)}{2(2 \pi)^{d-1}} . \tag{3.8}
\end{equation*}
$$

Moreover, the operators $Q_{n}, n=0,1, \ldots$, are the orthogonal projectors from $L_{2}\left(\mathbf{B}^{d}\right)$ onto $\mathcal{P}_{n} \ominus \mathcal{P}_{n-1}$ and the following Parseval identity holds

$$
\begin{equation*}
\|f\|_{L_{2}\left(\mathbf{B}^{d}\right)}^{2}=\sum_{n=0}^{\infty}\left\|Q_{n}(f)\right\|_{L_{2}\left(\mathbf{B}^{d}\right)}^{2}=\sum_{n=0}^{\infty} \nu_{n}\left\|A_{n}\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2} \tag{3.9}
\end{equation*}
$$

Next we make a few remarks which will help explain the nature of this decomposition.
(i) For each $n=0,1, \ldots$, the function $Q_{n}(f)$ is an algebraic polynomial (in $d$ variables) of degree $n$. Indeed, each of the $\mathcal{U}_{n}(\xi \cdot \mathbf{x})$ is a ridge polynomial of degree $n$ and $Q_{n}(f)$ is a linear combination of these.
(ii) For each $n=0,1, \ldots$, the function $A_{n}(f, \xi), \xi \in \mathbf{S}^{d-1}$, is a spherical polynomial of degree $n$. This follows from the fact that each of the $\mathcal{U}_{n}(\xi \cdot \mathbf{x}), x \in \mathbf{B}^{d}$, is of this type.
(iii) The constants $\nu_{n}, n=0,1, \ldots$, are eigenvalues which occur in the Radon inversion formula (see (3.26)).
(iv) Among other reasons, the polynomials $\mathcal{U}_{n}$ occur in this formula because for each $\xi \in \mathbf{S}^{d-1}$ the weight $w_{d / 2}(t)=\left(1-t^{2}\right)^{(d-1) / 2}$ is a constant multiple of the $d$-1-dimensional volume of the intersection of $\mathbf{B}^{d}$ with the hyperplane $\mathbf{x} \cdot \xi=t$.
(v) The orthogonality of the functions $Q_{n}(f)$ occurs because for each $\xi \in \mathbf{S}^{d-1}$, the polynomial $\mathcal{U}_{n}(\mathbf{x} \cdot \xi)$ is orthogonal to all algebraic polynomials of degree $<n$ on $\mathbf{B}^{d}$ (see (3.4)).
(vi) One can imagine that the integral representation of $Q_{n}(f)$ can be rewritten as a discrete sum by using some sort of quadrature formula on $\mathbf{S}^{d-1}$ and thereby obtain a discrete decomposition of $f$ in terms of ridge polynomials. In the case $d=2$, one can simply take the canonical quadrature formula for integrating spherical polynomials (i.e., trigonometric polynomials) which uses equally spaced points on the unit circle. This then gives the orthonormal system $\left\{\mathcal{U}_{n}(\omega \cdot \mathbf{x})\right\}, \omega \in \Omega_{n}, n=0,1, \ldots$, where $\Omega_{n}:=\{(\cos k \pi / n, \sin k \pi / n)\}_{k=1}^{n}$. This was used in [DOP] as the vehicle for proving approximation results for ridge functions in two variables. In the case $d \geq 3$, we know no analogous quadrature formula. This necessitates a substantial effort (executed in the following section) to derive (less elegant) quadrature formulas which can be used to discretize the integral representation of $Q_{n}(f)$.
(vii) The decomposition of Theorem 3.1 is in essence known (see, e.g., $[R K]$ and [LS] for the case $d=2$ ). However, we could find no reference which gives it in the above form.

There are several ways in which the decomposition of Theorem 3.1 can be derived. One approach is to derive it from the theory of spherical harmonics. A second approach is Radon transforms and in particular (3.5) is a rewriting of the Radon inversion formula (see [RK]). We shall briefly explain this at the end of this section.

We shall give a simple and direct proof of this decomposition using fundamental identities for the ridge polynomials $\mathcal{U}_{n}(\xi \cdot \mathbf{x}), \xi \in \mathbf{S}^{d-1}$. To keep our exposition more fluid, we shall state these identities without proof and relegate the proofs to the appendix.

We start with the following two fundamental identities (proved in the appendix): for each $\xi, \eta \in \mathbf{S}^{d-1}$, we have

$$
\begin{equation*}
\int_{\mathbf{B}^{d}} \mathcal{U}_{n}(\xi \cdot \mathbf{x}) \mathcal{U}_{n}(\eta \cdot \mathbf{x}) d \mathbf{x}=\frac{\mathcal{U}_{n}(\xi \cdot \eta)}{\mathcal{U}_{n}(1)} \tag{3.10}
\end{equation*}
$$

and, for each $\eta \in \mathbf{S}^{d-1}$, we have

$$
\begin{equation*}
\int_{\mathbf{S}^{d-1}} \mathcal{U}_{n}(\xi \cdot \mathbf{x}) \mathcal{U}_{n}(\xi \cdot \eta) d \xi=\frac{\mathcal{U}_{n}(1)}{\nu_{n}} \mathcal{U}_{n}(\eta \cdot \mathbf{x}) \tag{3.11}
\end{equation*}
$$

Proof of Theorem 3.1. Let $f \in L_{2}\left(\mathbf{B}^{d}\right), d>2$. From remark (i) and (3.4), it follows that $Q_{n}(f)$ is in $\mathcal{P}_{n} \ominus \mathcal{P}_{n-1}$. From identities (3.10) and (3.11), we have $Q_{n}(g)=g$ whenever $g(\mathbf{x})=\mathcal{U}_{n}(\eta \cdot \mathbf{x}), \eta \in \mathbf{S}^{d-1}$. Therefore, $Q_{n}^{2}=Q_{n}$ and hence $Q_{n}$ is a projector onto a subspace $Y_{n}$ of $\mathcal{P}_{n} \ominus \mathcal{P}_{n-1}$. Thus, to prove (3.5), it remains only to show that

$$
\begin{equation*}
\operatorname{dim}\left(Y_{n}\right)=\operatorname{dim}\left(\mathcal{P}_{n} \ominus \mathcal{P}_{n-1}\right)=\operatorname{dim}\left(\mathcal{P}_{n}^{h}\right) \tag{3.12}
\end{equation*}
$$

where $\mathcal{P}_{n}^{h}$ denotes the space of all homogeneous polynomials of degree $n$.
To prove (3.12), we recall a few well-known facts about spherical harmonics which can be found in Stein and Weiss [SW, Chapter 4]; see also [Se]. Let $\mathcal{H}_{n}$ denote the space of spherical harmonics of degree $n$; i.e., $\mathcal{H}_{n}$ is the set of those functions on $\mathbf{S}^{d-1}$ which are the restriction to $\mathbf{S}^{d-1}$ of a function from $\mathcal{P}_{n}^{h}$ which is harmonic in $\mathbf{B}^{d}$. The spherical harmonics of degree $n$ are orthogonal to those of dimension $m \neq n$ with respect to the inner product (3.2). We have

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{H}_{n}\right)=N(d, n):=\binom{n+d-1}{n}-\binom{n+d-3}{n-2} \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{P}_{n}^{h}\right)=\operatorname{dim}\left(\mathcal{H}_{n} \oplus \mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}\right) \tag{3.14}
\end{equation*}
$$

where $\epsilon=0$ if $n$ is even and $\epsilon=1$ if $n$ is odd.
Write

$$
K_{n}(t):=\frac{N(d, n)}{\left|\mathbf{S}^{d-1}\right| C_{n}^{(d-2) / 2}(1)} C_{n}^{(d-2) / 2}(t)
$$

where $\left|\mathbf{S}^{d-1}\right|:=\int_{\mathbf{S}^{d-1}} 1 d \xi=\frac{2 \pi^{d / 2}}{\Gamma(d / 2)}$ is the surface area of $\mathbf{S}^{d-1}$. The function $K_{n}(\xi \cdot \eta)$ is the reproducing kernel for $\mathcal{H}_{n}$; i.e.,

$$
\begin{equation*}
\int_{\mathbf{S}^{d-1}} S(\xi) K_{n}(\xi \cdot \eta) d \xi=S(\eta), \quad S \in \mathcal{H}_{n} \tag{3.15}
\end{equation*}
$$

Moreover, a simple identity for Gegenbauer polynomials (see Appendix A3) gives that

$$
\begin{equation*}
K_{n}+K_{n-2}+\cdots+K_{\epsilon}=\frac{C_{n}^{d / 2}}{\left|\mathbf{S}^{d-1}\right|}=\frac{\nu_{n} \mathcal{U}_{n}}{\mathcal{U}_{n}(1)} \tag{3.16}
\end{equation*}
$$

Hence, the right side of (3.16) is the reproducing kernel for $\mathcal{H}_{n} \oplus \mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}$; i.e.,

$$
\begin{equation*}
\int_{\mathbf{S}^{d-1}} S(\xi) \frac{\nu_{n}}{\mathcal{U}_{n}(1)} \mathcal{U}_{n}(\xi \cdot \eta) d \xi=S(\eta), \quad S \in \mathcal{H}_{n} \oplus \mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon} \tag{3.17}
\end{equation*}
$$

Note that $A_{n}(f, \xi)$ is a spherical polynomial of degree $n$ since $\mathcal{U}_{n}(\xi \cdot \mathbf{y})$ is a spherical polynomial of degree $n$ in $\xi$. We have $\mathcal{U}_{n}(-t)=(-1)^{n} \mathcal{U}_{n}(t)$ (see (2.2)) and hence $A_{n}(f,-\xi)=(-1)^{n} A_{n}(f, \xi)$. Therefore, $A_{n}(f) \in \mathcal{H}_{n} \oplus \mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}$. Thus, $Q_{n}$ can be considered as a linear operator mapping $\mathcal{H}_{n} \oplus \mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}$ into $Y_{n}$. On the other hand, after multiplying both sides of (3.6) by $\mathcal{U}_{n}(\eta \cdot \mathbf{x})$ and integrating over $\mathbf{B}^{d}$ we obtain

$$
\begin{aligned}
\int_{\mathbf{B}^{d}} Q_{n}(f, \mathbf{x}) \mathcal{U}_{n}(\eta \cdot \mathbf{x}) d \mathbf{x} & =\int_{\mathbf{S}^{d-1}} A_{n}(f, \xi)\left(\nu_{n} \int_{\mathbf{B}^{d}} \mathcal{U}_{n}(\eta \cdot \mathbf{x}) \mathcal{U}_{n}(\xi \cdot \mathbf{x}) d \mathbf{x}\right) d \xi \\
& =\int_{\mathbf{S}^{d-1}} A_{n}(f, \xi) \frac{\nu_{n}}{\mathcal{U}_{n}(1)} \mathcal{U}_{n}(\eta \cdot \xi) d \xi=A_{n}(f, \xi)
\end{aligned}
$$

where we used (3.10) and (3.17). Hence, $A_{n}$ is an operator mapping $Y_{n}$ onto $\mathcal{H}_{n} \oplus$ $\mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}$ and it is the inverse operator of $Q_{n}$. Therefore, $\operatorname{dim}\left(Y_{n}\right)=\operatorname{dim}\left(\mathcal{H}_{n} \oplus\right.$ $\mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}$ ) which together with (3.14) implies (3.12).

Since $Q_{n}(f)$ is in $\mathcal{P}_{n} \ominus \mathcal{P}_{n-1}$, it is orthogonal to $Q_{j}(f), j \neq n$, and therefore we have the first equality in (3.9). For the proof of the second equality in (3.9), we use (3.10) to write

$$
\begin{aligned}
\int_{\mathbf{B}^{d}} Q_{n}(f, \mathbf{x})^{2} d \mathbf{x} & =\nu_{n}^{2} \int_{\mathbf{S}^{d-1}} \int_{\mathbf{S}^{d-1}} \int_{\mathbf{B}^{d}} A_{n}(f, \xi) A_{n}(f, \eta) \mathcal{U}_{n}(\xi \cdot \mathbf{x}) U_{n}(\eta \cdot \mathbf{x}) d \mathbf{x} d \xi d \eta \\
& =\nu_{n}^{2} \int_{\mathbf{S}^{d-1}} \int_{\mathbf{S}^{d-1}} A_{n}(f, \xi) A_{n}(f, \eta) \frac{\mathcal{U}_{n}(\xi \cdot \eta)}{\mathcal{U}_{n}(1)} d \xi d \eta
\end{aligned}
$$

Since $A_{n}(f) \in \mathcal{H}_{n} \oplus \mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}$, then we can use (3.17) to complete the integral with respect to $\eta$ above. We get

$$
\int_{\mathbf{B}^{d}} Q_{n}(f, \mathbf{x})^{2} d \mathbf{x}=\nu_{n} \int_{\mathbf{S}^{d-1}} A_{n}(f, \xi)^{2} d \xi
$$

This completes the proof of (3.9) and the theorem.
In the same way that we have proved (3.9) of Theorem 3.1 we obtain the following formulas for calculating inner products:

$$
\begin{equation*}
\langle f, g\rangle=\sum_{n=0}^{\infty} \nu_{n} \int_{\mathbf{S}^{d-1}} A_{n}(f, \xi) A_{n}(g, \xi) d \xi \tag{3.18}
\end{equation*}
$$

We next consider the decomposition (3.5) for ridge functions. Let $r$ be a univariate function in $L_{2}(I, w), w:=w_{d / 2}$. Then

$$
\begin{equation*}
r(t)=\sum_{n=0}^{\infty} \hat{r}(n) \mathcal{U}_{n}(t), \quad \hat{r}(n):=\int_{I} r(t) \mathcal{U}_{n}(t) w(t) d t \tag{3.19}
\end{equation*}
$$

It follows that for any $\rho \in \mathbf{S}^{d-1}$, the ridge function $R(\mathbf{x}):=r(\rho \cdot \mathbf{x})$ has the representation

$$
\begin{equation*}
R(\mathbf{x})=\sum_{n=0}^{\infty} \hat{r}(n) \mathcal{U}_{n}(\rho \cdot \mathbf{x}) \tag{3.20}
\end{equation*}
$$

Using (3.10) and (3.4), we see that

$$
\begin{equation*}
A_{n}(R, \xi)=\hat{r}(n) \frac{\mathcal{U}_{n}(\rho \cdot \xi)}{\mathcal{U}_{n}(1)} \tag{3.21}
\end{equation*}
$$

Moreover, if $R_{1}$ and $R_{2}$ are two such ridge functions corresponding to $r_{1}, \rho_{1}$ and $r_{2}$, $\rho_{2}$, respectively, then from (3.4), (3.11), and (3.18) we have

$$
\begin{equation*}
\left\langle R_{1}, R_{2}\right\rangle=\sum_{n=0}^{\infty} \hat{r}_{1}(n) \hat{r}_{2}(n) \frac{\mathcal{U}_{n}\left(\rho_{1} \cdot \rho_{2}\right)}{\mathcal{U}_{n}(1)} \tag{3.22}
\end{equation*}
$$

There is another approach to deducing the decomposition of Theorem 3.1 which we want to mention since it brings out the connections between this paper and Radon transforms. For each $f \in L_{1}\left(\mathbf{B}^{d}\right)$ the Radon transform is defined by

$$
\begin{equation*}
\mathcal{R}(f ; \xi, t):=\int_{\xi^{\perp} \bigcap \mathbf{B}^{d}} f(t \xi+\mathbf{y}) d \mathbf{y} \tag{3.23}
\end{equation*}
$$

where $\xi \in \mathbf{S}^{d-1}, t \in[-1,1]$, and $\xi^{\perp}:=\left\{\mathbf{y} \in \mathbf{R}^{d}: \mathbf{y} \cdot \xi=0\right\}$. So, the integration is over the intersection of the hyperplane $\mathbf{y} \cdot \xi=t$ and $\mathbf{B}^{d}$.

We can recover $f$ from its Radon transform by using the Radon transform inversion formula. The Radon transform inversion formula uses the operator (see, e.g., [L])

$$
K g(t):=K_{t} g(t):= \begin{cases}\frac{(-1)^{\frac{d-1}{2}}}{2(2 \pi)^{d-1}}\left(\frac{d}{d t}\right)^{d-1} g(t) & \text { for } d \text { odd }  \tag{3.24}\\ \frac{(-1)^{\frac{d}{2}-1}}{2(2 \pi)^{d-1}} \mathbf{H}\left(\frac{d}{d t}\right)^{d-1} g(t) & \text { for } d \text { even }\end{cases}
$$

where $\mathbf{H}$ is the Hilbert transform (see (2.7)). The following relation is the Radon inversion formula for functions defined on $\mathbf{B}^{d}$ : for every sufficiently smooth function $f$ supported on $\mathbf{B}^{d}$

$$
\begin{equation*}
f(\mathbf{x})=\int_{\mathbf{S}^{d-1}} h(\xi, \mathbf{x} \cdot \xi) d \xi \quad \text { with } \quad h(\xi, t):=K_{t} \mathcal{R}(f ; \xi, t) \tag{3.25}
\end{equation*}
$$

Lemma 2.1 gives that the functions $\mathcal{U}_{n}$ are eigenfunctions for the operator $K(w \bullet)$ :

$$
\begin{equation*}
K\left(w \mathcal{U}_{n}\right)=\nu_{n} \mathcal{U}_{n} \tag{3.26}
\end{equation*}
$$

We now show the idea of using the Radon inversion formula to derive a representation of $f$ in terms of the ridge polynomials $\left\{\mathcal{U}_{n}(\mathbf{x} \cdot \xi)\right\}$. Since $\left\{\mathcal{U}_{n}\right\}_{n=0}^{\infty}$ is a complete orthonormal system for $L_{2}(I, w)$, we can expand $\mathcal{R}(f ; \xi, \bullet) / w$ in terms of the $\left\{\mathcal{U}_{n}\right\}_{n=0}^{\infty}$ to obtain

$$
\begin{equation*}
\frac{\mathcal{R}(f ; \xi, \bullet)}{w}=\sum_{n=0}^{\infty} A_{n}(\xi) \mathcal{U}_{n} \tag{3.27}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{n}(\xi):=\int_{I} \mathcal{R}(f ; \xi, t) \mathcal{U}_{n}(t) d t=\int_{\mathbf{B}^{d}} f(\mathbf{y}) \mathcal{U}_{n}(\mathbf{y} \cdot \xi) d \mathbf{y} . \tag{3.28}
\end{equation*}
$$

After multiplying both sides of (3.27) by the weight $w$ and applying the operator $K:=K_{t}$ we get

$$
K \mathcal{R}(f ; \xi, \bullet)=\sum_{n=0}^{\infty} A_{n}(\xi) K\left[w \mathcal{U}_{n}\right]=\sum_{n=0}^{\infty} \nu_{n} A_{n}(\xi) \mathcal{U}_{n}
$$

where we used (3.26). Finally, we insert the above in (3.25) and find

$$
f(\mathbf{x})=\int_{\mathbf{S}^{d-1}} K \mathcal{R}(f ; \xi, \mathbf{x} \cdot \xi) d \xi=\sum_{n=0}^{\infty} \nu_{n} \int_{\mathbf{S}^{d-1}} A_{n}(\xi) \mathcal{U}_{n}(\mathbf{x} \cdot \xi) d \xi
$$

which is the decomposition from Theorem 3.1. We leave the details of verifying this approach to the reader.
4. Discrete representation of functions and norms. In this section we shall deduce from Theorem 3.1 a discrete representation of functions by ridge polynomials. To this end we shall use a cubature formula for integration on $\mathbf{S}^{d-1}, d>2$. We need a cubature formula that is exact for all spherical polynomials of degree $n$. In the case $d=2$ we used in [DOP] a quadrature formula with equally spaced nodes on the unit circle. Unfortunately, we do not know any "equally spaced points" on $\mathbf{S}^{d-1}, d>2$. Also, we do not know effectively any cubature formula with near equally spaced nodes on $\mathbf{S}^{d-1}$. For this reason we shall use a cubature formula, determined by using spherical coordinates on $\mathbf{S}^{d-1}$. The results of this section are somewhat technical and the reader may just wish to read them briefly at first and proceed to section 5.

The spherical coordinates $(\theta, \phi):=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{d-2}, \phi\right)$ on $\mathbf{S}^{d-1}$ are defined as usual by

$$
\begin{aligned}
& \xi_{1}=\cos \theta_{1}, \quad \xi_{2}=\sin \theta_{1} \cos \theta_{2}, \ldots, \xi_{d-2}=\sin \theta_{1} \sin \theta_{2} \ldots \sin \theta_{d-3} \cos \theta_{d-2} \\
& \xi_{d-1}=\sin \theta_{1} \sin \theta_{2} \ldots \sin \theta_{d-3} \sin \theta_{d-2} \cos \phi, \xi_{d}=\sin \theta_{1} \sin \theta_{2} \ldots \sin \theta_{d-3} \sin \theta_{d-2} \sin \phi
\end{aligned}
$$

$0 \leq \theta_{j} \leq \pi, j=1,2, \ldots, d-2 ; 0 \leq \phi<2 \pi$. We shall denote these identities in vector form briefly by $\xi:=\xi(\theta, \phi)$. In these coordinates, the surface element $d \xi$ of $\mathbf{S}^{d-1}$ becomes

$$
\begin{equation*}
d \xi=\left(\sin \theta_{1}\right)^{d-2}\left(\sin \theta_{2}\right)^{d-3} \ldots \sin \theta_{d-2} d \theta_{1} d \theta_{2} \ldots d \theta_{d-2} d \phi=: J(\theta) d \theta d \phi \tag{4.1}
\end{equation*}
$$

We have the following identity for integration in spherical coordinates

$$
\begin{equation*}
\int_{\mathbf{S}^{d-1}} f(\xi) d \xi=\int_{0}^{\pi} \ldots \int_{0}^{\pi} \int_{0}^{2 \pi} f(\xi(\theta, \phi)) J(\theta) d \theta_{1} \ldots d \theta_{d-2} d \phi \tag{4.2}
\end{equation*}
$$

where $J(\theta)$ is the Jacobian given by (4.1). We shall use this to define our cubature.
We wish to construct a cubature that is exact for all spherical polynomials of degree $2 n$. Every spherical polynomial of degree $2 n$ can obviously be represented in spherical coordinates as a linear combination of terms

$$
\begin{equation*}
(\cos \phi)^{k_{d-1}}(\sin \phi)^{\ell_{d-1}} \prod_{j=1}^{d-2}\left(\cos \theta_{j}\right)^{k_{j}}\left(\sin \theta_{j}\right)^{\ell_{j}} \tag{4.3}
\end{equation*}
$$

where $k_{j}, \ell_{j} \geq 0$, and $\max \left\{k_{j}+\ell_{j}: j=1,2, \ldots, d-1\right\} \leq 2(d-1) n$. Also, the Jacobian $J$ is represented in the same terms (see (4.1)). So, we need quadrature formulas for integration over $[0,2 \pi]$ and $[0, \pi]$ that are exact for trigonometric polynomial of degree $2(d-1) n+d-2$.

We shall use the following quadrature formula for integration on $[0,2 \pi]$ with respect to $\phi$

$$
\begin{equation*}
Q_{\phi, k}(g):=\sum_{j=0}^{2 k} \varrho_{j} g\left(\gamma_{j}\right) \quad \sim \quad \int_{0}^{2 \pi} g(\phi) d \phi \tag{4.4}
\end{equation*}
$$

where $\gamma_{j}:=\frac{\pi}{2 k+1}+\frac{2 \pi j}{2 k+1}$ and $\varrho_{j}:=\frac{2 \pi}{2 k+1}$. The quadrature (4.4) is exact for all trigonometric polynomials of degree $k$ (see [Z, Chapter X]).

Since $0 \leq \theta_{j} \leq \pi$, we need a quadrature for integration over $[0, \pi]$ that is exact for all trigonometric polynomials of degree $k$. In addition to this, the quadrature should have good localization properties. We also need to control (asymptotically) the nodes and the coefficients of the quadrature. Since we do not know any quadrature like this, we shall construct one in the following lemma.

Lemma 4.1. For any $k=1,2, \ldots$, there exists a quadrature

$$
\begin{equation*}
Q_{\theta, k}(g)=\sum_{j=0}^{2 k} \lambda_{j} g\left(\beta_{j}\right) \quad \sim \quad \int_{0}^{\pi} g(\theta) d \theta \tag{4.5}
\end{equation*}
$$

with the following properties:
(a) $Q_{\theta, k}(g)$ is exact for all trigonometric polynomials of degree $k$;
(b) $0<\beta_{0}<\beta_{1}<\cdots<\beta_{2 k}<\pi$,

$$
\begin{equation*}
\beta_{j}-\beta_{j-1} \leq \pi k^{-1}, \quad j=0,1, \ldots, 2 k+1 \tag{4.6}
\end{equation*}
$$

(c)

$$
\begin{equation*}
0<\lambda_{j} \leq c\left(\beta_{j+1}-\beta_{j-1}\right), \quad j=0,1, \ldots, 2 k \tag{4.7}
\end{equation*}
$$

where $\beta_{-1}:=0, \beta_{2 k+1}:=\pi$, and $c$ is an absolute constant.
The exact values of the nodes $\beta_{j}$ and the coefficients $\lambda_{j}$ of the quadrature (4.5) are given in Remark 4.1 below.

Proof. For symmetry reasons we shall prove the lemma with the interval of integration $[0, \pi]$ replaced by $[-\pi / 2, \pi / 2]$. We shall build a quadrature

$$
\begin{equation*}
Q_{k}(g)=\sum_{j=-k}^{k} \lambda_{j} g\left(\theta_{j}\right) \quad \sim \quad \int_{-\pi / 2}^{\pi / 2} g(\theta) d \theta \tag{4.8}
\end{equation*}
$$

with symmetric nodes $\theta_{j}$ and coefficients $\lambda_{j}\left(\theta_{-j}=\theta_{j}, \theta_{0}:=0\right.$, and $\left.\lambda_{-j}=\lambda_{j}\right)$. Then $Q_{k}(g)$ will be automatically exact for odd polynomials. Therefore, it is enough to construct $Q_{k}(g)$ exact only for all even trigonometric polynomials of degree $k$. To this end it is sufficient to have

$$
\begin{equation*}
Q_{k}(P(\cos \theta)):=\sum_{j=-k}^{k} \lambda_{j} P\left(\cos \theta_{j}\right)=\int_{-\pi / 2}^{\pi / 2} P(\cos \theta) d \theta=2 \int_{0}^{\pi / 2} P(\cos \theta) d \theta \tag{4.9}
\end{equation*}
$$

for each algebraic polynomial $P$ of degree $k$. We shall apply the substitution $\quad \theta:=$ $\theta(\alpha):=\arccos \left(\cos ^{2} \frac{\alpha}{2}\right)$ to the last integral in (4.9). Simple calculations show that

$$
\begin{equation*}
\Delta(\alpha):=\frac{d}{d \alpha} \theta(\alpha)=\frac{\cos \frac{\alpha}{2}}{\sqrt{1+\cos ^{2} \frac{\alpha}{2}}} \tag{4.10}
\end{equation*}
$$

and hence $\theta(\alpha)$ is increasing on $[0, \pi]$ and maps $[0, \pi]$ on $[0, \pi / 2]$. We obtain

$$
\begin{equation*}
\int_{0}^{\pi / 2} P(\cos \theta) d \theta=\int_{0}^{\pi} P\left(\cos ^{2} \frac{\alpha}{2}\right) \Delta(\alpha) d \alpha=\frac{1}{2} \int_{-\pi}^{\pi} P\left(\cos ^{2} \frac{\alpha}{2}\right) \Delta(\alpha) d \alpha \tag{4.11}
\end{equation*}
$$

where we used that the integrand is even. We now extend $\Delta(\alpha) 2 \pi$-periodically by $\Delta(\alpha):=\left|\cos \frac{\alpha}{2}\right| / \sqrt{1+\cos ^{2} \frac{\alpha}{2}}$.

We shall use the Dirichlet kernel $D_{k}(u):=\frac{\sin (k+1 / 2) u}{2 \sin u / 2}$ to interpolate the trigonometric polynomial of degree $m: \quad P\left(\cos ^{2} \frac{\alpha}{2}\right)=P\left(\frac{1+\cos \alpha}{2}\right)$ at the points $\alpha_{j}:=$ $\frac{2 \pi j}{2 k+1}, \quad j=0, \pm 1, \ldots, \pm k$. We have (see $[\mathrm{Z}$, Chapter X])

$$
P\left(\cos ^{2} \frac{\alpha}{2}\right)=\frac{2}{2 k+1} \sum_{j=-k}^{k} P\left(\cos ^{2} \frac{\alpha_{j}}{2}\right) D_{k}\left(\alpha-\alpha_{j}\right)
$$

This and (4.11) imply

$$
\begin{align*}
\int_{0}^{\pi / 2} P(\cos \alpha) d \alpha & =\frac{1}{2 k+1} \sum_{j=-k}^{k} P\left(\cos ^{2} \frac{\alpha_{j}}{2}\right) \int_{-\pi}^{\pi} \Delta(\alpha) D_{k}\left(\alpha-\alpha_{j}\right) d \alpha \\
& =\sum_{j=-k}^{k} \eta_{j} P\left(\cos ^{2} \frac{\alpha_{j}}{2}\right)  \tag{4.12}\\
& =\eta_{0} P\left(\cos ^{2} \frac{\alpha_{0}}{2}\right)+\sum_{j=1}^{k} 2 \eta_{j} P\left(\cos ^{2} \frac{\alpha_{j}}{2}\right)
\end{align*}
$$

where

$$
\begin{equation*}
\eta_{j}:=\frac{1}{2 k+1} \int_{-\pi}^{\pi} \Delta(\alpha) D_{k}\left(\alpha-\alpha_{j}\right) d \alpha \tag{4.13}
\end{equation*}
$$

and we used that $\eta_{-j}=\eta_{j}$ since $\Delta$ is even and $\alpha_{-j}=-\alpha_{j}$.
We now define the nodes and the coefficients of our quadrature. Set

$$
\theta_{j}:=\arccos \left(\cos ^{2} \frac{\alpha_{j}}{2}\right) \text { for } j=0,1, \ldots, k \text { and } \theta_{j}:=-\theta_{-j} \text { for } j=-1,-2, \ldots,-k
$$

Also, set

$$
\lambda_{j}:=2 \eta_{j} \text { for } j=0,1, \ldots, k \text { and } \lambda_{j}:=\lambda_{-j} \text { for } j=-1,-2, \ldots,-k
$$

We obtain by (4.9), (4.12) and the symmetry that quadrature (4.8) with the above defined nodes and coefficients is exact for all trigonometric polynomials of degree $m$. It remains to prove that the nodes and the coefficients of the quadrature satisfy the required properties.

We have $\theta_{j}-\theta_{j-1}=\theta^{\prime}\left(\zeta_{j}\right)\left(\alpha_{j}-\alpha_{j-1}\right)=\Delta\left(\zeta_{j}\right)\left(\alpha_{j}-\alpha_{j-1}\right)$ for some $\zeta_{j} \in$ ( $\alpha_{j-1}, \alpha_{j}$ ) and hence, by (4.10),

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(\cos \frac{\alpha_{j}}{2}\right) \frac{2 \pi}{2 k+1} \leq \theta_{j}-\theta_{j-1} \leq\left(\cos \frac{\alpha_{j}}{2}\right) \frac{2 \pi}{2 k+1}<\frac{\pi}{k}, \quad j=1,2, \ldots, k \tag{4.14}
\end{equation*}
$$

Therefore, the proof will be completed if we show that

$$
\begin{equation*}
0<\eta_{j} \leq c k^{-1} \cos \frac{\alpha_{j}}{2}, \quad j=1,2, \ldots, k \tag{4.15}
\end{equation*}
$$

By (4.13) it follows that

$$
\eta_{j}=\pi(2 k+1)^{-1} S_{k}(\Delta)\left(\alpha_{j}\right), \quad \text { where } \quad S_{k}(\Delta)(\alpha):=\frac{1}{\pi} \int_{-\pi}^{\pi} \Delta(\beta) D_{k}(\beta-\alpha) d \beta
$$

is the $k$ th partial Fourier sum of $\Delta$. In order to simplify our further calculations we shift $\Delta$ by $\pi$ and obtain

$$
\varphi(\alpha):=\Delta(\alpha+\pi)=\left|\sin \frac{\alpha}{2}\right| / \sqrt{1+\sin ^{2} \frac{\alpha}{2}} .
$$

The function $\varphi$ is even and, therefore, its Fourier coefficients associated with $\sin \nu \alpha$ are all equal to zero. Let

$$
a_{0}:=\frac{1}{2 \pi} \int_{0}^{2 \pi} \varphi(\alpha) d \alpha \quad \text { and } \quad a_{\nu}:=\frac{1}{\pi} \int_{0}^{2 \pi} \varphi(\alpha) \cos \nu \alpha d \alpha, \quad \nu=1,2, \ldots
$$

be the Fourier coefficients of $\varphi$ associated with $\cos \nu \alpha$. Obviously, $a_{0}>0$. Let $\nu=1,2, \ldots$. Then using integration by parts (twice) we get

$$
\begin{aligned}
a_{\nu} & =-\frac{1}{\pi \nu} \int_{0}^{2 \pi} \varphi^{\prime}(\alpha) \sin \nu \alpha d \alpha \\
& =\frac{1}{\pi \nu^{2}}\left[\varphi^{\prime}\left(2 \pi^{-}\right)-\varphi^{\prime}\left(0^{+}\right)\right]-\frac{1}{\pi \nu^{2}} \int_{0}^{2 \pi} \varphi^{\prime \prime}(\alpha) \cos \nu \alpha d \alpha \\
& =\frac{1}{\pi \nu^{2}} \int_{0}^{2 \pi} \varphi^{\prime \prime}(\alpha)(1-\cos \nu \alpha) d \alpha .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
a_{\nu}=\frac{2}{\pi \nu^{2}} \int_{0}^{2 \pi} \varphi^{\prime \prime}(\alpha) \sin ^{2} \frac{\nu \alpha}{2} d \alpha . \tag{4.16}
\end{equation*}
$$

Simple calculations show that

$$
\varphi^{\prime}(\alpha)=\frac{1}{2} \cos \frac{\alpha}{2} /\left(1+\sin \frac{\alpha}{2}\right)^{3 / 2} \text { and } \varphi^{\prime \prime}(\alpha)<0 \text { for } 0<\alpha<2 \pi .
$$

This and (4.16) imply that $a_{\nu}<0$ and

$$
\left|a_{\nu}\right| \leq \frac{2}{\pi \nu^{2}} \int_{0}^{2 \pi}\left|\varphi^{\prime \prime}(\alpha)\right| d \alpha=-\frac{2}{\pi \nu^{2}} \int_{0}^{2 \pi} \varphi^{\prime \prime}(\alpha) d \alpha=-\frac{2}{\pi \nu^{2}}\left[\varphi^{\prime}\left(2 \pi^{-}\right)-\varphi^{\prime}\left(0^{+}\right)\right]=\frac{2}{\pi \nu^{2}} .
$$

Thus, we have

$$
\begin{equation*}
-\frac{2}{\pi \nu^{2}} \leq a_{\nu}<0, \quad \nu=1,2, \ldots \tag{4.17}
\end{equation*}
$$

Therefore $\varphi(\alpha)=a_{0}+\sum_{\nu=1}^{\infty} a_{\nu} \cos \nu \alpha$, where $a_{0}>0$ and $a_{\nu}<0, \nu=1,2, \ldots$, and hence

$$
\begin{aligned}
S_{k}(\varphi)(\alpha) & =a_{0}+\sum_{\nu=1}^{k} a_{\nu} \cos \nu \alpha \geq a_{0}+\sum_{\nu=1}^{k} a_{\nu}=S_{k}(\varphi)(0) \\
& =S_{k}(\varphi)(0)-\varphi(0)=-\sum_{\nu=k+1}^{\infty} a_{\nu}>0
\end{aligned}
$$

Thus $S_{k}(\varphi)(\alpha)>0$ for $\alpha \in[-\pi, \pi)$ and hence $S_{k}(\Delta)(\alpha)>0$ for $\alpha \in[-\pi, \pi)$ which implies the lower bound in (4.15).

The inequalities (4.17) imply

$$
\left\|\Delta-S_{k}(\Delta)\right\|_{C}=\left\|\varphi-S_{k}(\varphi)\right\|_{C} \leq c k^{-1}
$$

Using this, we obtain

$$
\begin{aligned}
\left|\eta_{j}\right| & \leq c k^{-1}\left|S_{k}(\Delta)\left(\alpha_{j}\right)\right| \leq c k^{-1}\left(\left|\Delta\left(\alpha_{j}\right)\right|+\left\|\Delta-S_{k}(\Delta)\right\|_{C}\right) \\
& \leq c k^{-1}\left(\cos \frac{\alpha_{j}}{2}+k^{-1}\right) \leq c k^{-1}\left(\cos \frac{\alpha_{j}}{2}+\cos \frac{\alpha_{k}}{2}\right) \leq c k^{-1} \cos \frac{\alpha_{j}}{2}
\end{aligned}
$$

where we used that $\cos \left(\alpha_{k} / 2\right)=\cos (\pi k /(2 k+1))>c k^{-1}$. Thus the upper estimate in (4.15) is proved. Lemma 4.1 is proved.

REMARK 4.1. The exact values of the nodes $\beta_{j}$ and the coefficients $\lambda_{j}$ of the quadrature (4.5) from Lemma 4.1 are the following:

$$
\beta_{j}=\frac{\pi}{2}-\arccos \left(\cos ^{2} \frac{(k-j) \pi}{2 k+1}\right), \quad j=0,1, \ldots, k
$$

and $\beta_{j}=\pi-\beta_{2 k-j}, \quad j=k+1, k+2, \ldots, 2 k ;$

$$
\lambda_{j}=\frac{2}{2 k+1} \int_{-\pi}^{\pi} \cos \frac{\alpha}{2}\left(1+\cos ^{2} \frac{\alpha}{2}\right)^{-1 / 2} D_{k}\left(\alpha-\frac{2 \pi(k-j)}{2 k+1}\right) d \alpha, \quad j=0,1, \ldots, k
$$

and $\lambda_{j}=\lambda_{2 k-j}, \quad j=k+1, k+2, \ldots, 2 k$, where $D_{k}$ is the Dirichlet kernel of degree $k$.

We are now in a position to construct our cubature formula for integration over $\mathbf{S}^{d-1}(d>2)$. We shall use (4.2), (4.3), and the quadratures from (4.4) and (4.5).

Definition of cubature $\mathbf{Q}_{n}$. Given $n=1,2, \ldots$ we select $k:=2(d-1) n+d-2$. Let $\mathcal{J}_{n}$ be the set of all indices $\mathbf{j}:=\left(j_{1}, \ldots, j_{d-1}\right)$ such that $0 \leq j_{\nu} \leq 2 k$; i.e., $\mathcal{J}_{n}:=\{0,1, \ldots, 2 k\}^{d-1}$. Note that the cardinality of $\mathcal{J}_{n}$ is $\# \mathcal{J}_{n}=(2 k+1)^{d-1} \asymp n^{d-1}$. Set $\beta_{\mathbf{j}}:=\left(\beta_{j_{1}}, \ldots, \beta_{j_{d-2}}\right), \gamma_{\mathbf{j}}:=\gamma_{j_{d-1}}, \omega_{\mathbf{j}}:=\xi\left(\beta_{\mathbf{j}}, \gamma_{\mathbf{j}}\right)$, and $\lambda_{\mathbf{j}}:=J\left(\beta_{\mathbf{j}}\right) \varrho_{j_{d-1}} \prod_{\nu=1}^{d-2} \lambda_{j_{\nu}}$, where $\gamma_{j}, \varrho_{j}, \beta_{j}$, and $\lambda_{j}$ are the nodes and the coefficients of quadratures (4.4) and (4.5), respectively, and $J$ is from (4.1). We define

$$
\begin{equation*}
\mathbf{Q}_{n}(f):=\sum_{\mathbf{j} \in \mathcal{J}_{n}} \lambda_{\mathbf{j}} f\left(\omega_{\mathbf{j}}\right) \quad \sim \int_{\mathbf{S}^{d-1}} f(\xi) d \xi \tag{4.18}
\end{equation*}
$$

When it is possible we shall write this cubature with the following simpler indices. Let $\Omega_{n}$ be the set of all nodes $\omega=\omega_{\mathbf{j}}$, and $\lambda_{\omega}:=\lambda_{\omega_{\mathbf{j}}}:=\lambda_{\mathbf{j}}, \quad \mathbf{j} \in \mathcal{J}_{n}$. Then cubature (4.18) can be rewritten in the form

$$
\begin{equation*}
\mathbf{Q}_{n}(f):=\sum_{\omega \in \Omega_{n}} \lambda_{\omega} f(\omega) \sim \int_{\mathbf{S}^{d-1}} f(\xi) d \xi \tag{4.19}
\end{equation*}
$$

Observe that $\# \Omega_{n} \asymp n^{d-1}$.

As we mentioned in the beginning of this section, every spherical polynomial of degree $2 n$ can be represented in spherical coordinates as a linear combination of terms like those in (4.3) and the Jacobian $J$ is represented in a similar way (see (4.1)). On the other hand, quadratures (4.4) and (4.5) are exact for trigonometric polynomials of degree $k:=2(d-1) n+d-2$. Therefore (see (4.2)), cubature (4.18) (or (4.19)) is exact for all spherical polynomials of degree $2 n$; i.e., for every spherical polynomial $S$ of degree $\leq 2 n$ we have

$$
\begin{equation*}
\mathbf{Q}_{n}(S):=\sum_{\omega \in \Omega_{n}} \lambda_{\omega} S(\omega)=\int_{\mathbf{S}^{d-1}} S(\xi) d \xi . \tag{4.20}
\end{equation*}
$$

Note that $\lambda_{\omega}>0$ and, since (4.20) holds for $S=1$, then

$$
\begin{equation*}
\sum_{\omega \in \Omega_{n}} \lambda_{\omega}=\int_{\mathbf{S}^{d-1}} 1 d \xi=:\left|\mathbf{S}^{d-1}\right| . \tag{4.21}
\end{equation*}
$$

Identity (4.20) implies discrete representations of the projection $Q_{m}(f)$ of any $f \in$ $L_{2}\left(\mathbf{B}^{d}\right)$ onto $\mathcal{P}_{m} \ominus \mathcal{P}_{m-1}$ and $\left\|A_{m}(f)\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}$ (see (3.6) and (3.7) from Theorem 3.1). Namely, since $A_{m}(f, \xi) \mathcal{U}_{m}(\mathbf{x} \cdot \xi)$ and $A_{m}^{2}(f, \xi)$, for $m \leq n$, are spherical polynomials of degree $\leq 2 m \leq 2 n$, then

$$
\begin{equation*}
Q_{m}(f, \mathbf{x}):=\nu_{m} \int_{\mathbf{S}^{d-1}} A_{m}(f, \xi) \mathcal{U}_{m}(\mathbf{x} \cdot \xi) d \xi=\nu_{m} \sum_{\omega \in \Omega_{n}} \lambda_{\omega} A_{m}(f, \omega) \mathcal{U}_{m}(\mathbf{x} \cdot \omega) \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|A_{m}\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2}:=\int_{\mathbf{S}^{d-1}}\left|A_{m}(f, \xi)\right|^{2} d \xi=\sum_{\omega \in \Omega_{n}} \lambda_{\omega}\left|A_{m}(f, \omega)\right|^{2} . \tag{4.23}
\end{equation*}
$$

Since quadratures (4.4) and (4.5) have good localization properties, then cubature (4.18) (or (4.19)) has such properties. We shall use them to prove the following lemma.

Lemma 4.2. Let $n=1,2, \ldots, m=1,2, \ldots$, and let, for $\gamma \in(0, \pi], \mathcal{K}_{m}(\cos \gamma):=$ $c_{0} \min \left\{m^{d-1}, m^{d-1} /(m \gamma)^{d}\right\}$ with $c_{0}>0$ a constant. Then we have

$$
\begin{equation*}
\mathbf{Q}_{n}\left(\mathcal{K}_{m}(\bullet \cdot \eta)\right) \leq c\left[1+(m / n)^{d-1}\right] \quad \text { for } \eta \in \mathbf{S}^{d-1}, \tag{4.24}
\end{equation*}
$$

where $\mathbf{Q}_{n}$ is the cubature from (4.19) and $c$ depends only on $d$ and $c_{0}$.
Proof. In what follows, we shall assume that $n>n_{0}$, where $n_{0}$ is sufficiently large and depends only on the dimension $d$. Estimate (4.24) obviously holds for $n \leq n_{0}$ by (4.21). We first construct a tiling of $\mathbf{S}^{d-1}$ which is determined by the nodes of cubature (4.18). We associate with each node $\omega_{\mathbf{j}}$ the spherical box (tile) $T_{\mathbf{j}}$ consisting of all points $\xi \in \mathbf{S}^{d-1}$ for which $\xi=\xi(\theta, \phi)$ with

$$
(\theta, \phi) \in\left[a_{j_{1}}, a_{j_{1}+1}\right) \times \cdots \times\left[a_{j_{d-2}}, a_{j_{d-2}+1}\right) \times\left[b_{j_{d-1}}, b_{j_{d-1}+1}\right),
$$

where $a_{j}:=\frac{1}{2}\left(\beta_{j}+\beta_{j-1}\right)$ and $b_{j}:=\frac{1}{2}\left(\gamma_{j}+\gamma_{j-1}\right)$ with $\beta_{j}$ from (4.5) and $\gamma_{j}$ from (4.4). Observe that $\omega_{\mathbf{j}} \in T_{\mathbf{j}}$ is the (spherical) center of $T_{\mathbf{j}}$. Obviously $T_{\mathbf{j}} \cap T_{\mathbf{i}}=\emptyset, \mathbf{j} \neq \mathbf{i}$, and the tiles $T_{\mathbf{j}}$ cover $\mathbf{S}^{d-1}$ excluding small regions around the poles. The most important property of our cubature is that

$$
\begin{equation*}
0<\lambda_{\mathbf{j}} \leq c \int_{T_{\mathbf{j}}} 1 d \xi=: c\left|T_{\mathbf{j}}\right| \quad \text { for } \mathbf{j} \in \mathcal{J}_{n} . \tag{4.25}
\end{equation*}
$$

This property follows readily by (4.7), the definition of $\gamma_{j}$ from (4.4), and the definition of our cubature (see (4.18)).

The second important property of our tiling is that the diameter of each tile $T_{\mathbf{j}}$ is $\leq c n^{-1}$. We let $\rho(\xi, \eta):=\arccos \xi \cdot \eta, \xi, \eta \in \mathbf{S}^{d-1}$ denote the angular distance on $\mathbf{S}^{d-1}$ (the angle between vectors $\xi$ and $\eta$ ). It is easily seen that $\rho(\xi, \eta)$ satisfies the axioms for a distance on $\mathbf{S}^{d-1}$. Since $\beta_{j}-\beta_{j-1} \leq c n^{-1}$, by (4.6), and $\gamma_{j}-\gamma_{j-1} \leq c n^{-1}$, by the definition of $\gamma_{j}$, then

$$
\begin{equation*}
\sup \left\{\rho(\xi, \eta): \xi, \eta \in T_{\mathbf{j}}\right\}<c_{1} n^{-1} \tag{4.26}
\end{equation*}
$$

where $c_{1}$ depends only on $d$.
Suppose that $\eta \in \mathbf{S}^{d-1}$ is fixed. We select a new coordinate system such that $\eta=$ $\mathbf{e}_{1}^{\prime}:=(1,0, \ldots, 0)$ is its first coordinate vector. This can be done by a suitable rotation of the old coordinate system. For $\xi \in \mathbf{S}^{d-1}$, we shall denote by $\theta^{\prime}:=\left(\theta_{1}^{\prime}, \ldots, \theta_{d-2}^{\prime}\right)$ and $\phi^{\prime}$ the new spherical coordinates of $\xi$.

We define, for $\nu=1,2, \ldots, n$,

$$
\begin{aligned}
\mathcal{Z}_{\nu} & :=\left\{\xi \in \mathbf{S}^{d-1}: \frac{\pi(\nu-1)}{n} \leq \rho\left(\xi, \mathbf{e}_{1}^{\prime}\right) \leq \frac{\pi \nu}{n}\right\} \\
& =\left\{\xi \in \mathbf{S}^{d-1}: \frac{\pi(\nu-1)}{n} \leq \theta_{1}^{\prime} \leq \frac{\pi \nu}{n}\right\}
\end{aligned}
$$

and

$$
\mathcal{Z}_{\nu}^{*}:=\left\{\xi \in \mathbf{S}^{d-1}: \max \left\{\frac{\pi(\nu-1)-c_{1}}{n},-\pi\right\} \leq \theta_{1}^{\prime} \leq \min \left\{\frac{\pi \nu+c_{1}}{n}, \pi\right\}\right\}
$$

where $c_{1}$ is from (4.26). Obviously $\bigcup_{\nu=1}^{n} \mathcal{Z}_{\nu}=\mathbf{S}^{d-1}$.
Let $\mathcal{T}_{\nu}$ be the set of all tiles $T_{\mathbf{j}}$ with centers $\omega_{\mathbf{j}} \in \mathcal{Z}_{\nu}$. It follows by (4.26) that $\bigcup_{T \in \mathcal{T}_{\nu}} T \subset \mathcal{Z}_{\nu}^{*}$ and hence

$$
\begin{equation*}
\sum_{T \in \mathcal{T}_{\nu}}|T| \leq\left|\mathcal{Z}_{\nu}^{*}\right|:=\int_{\mathcal{Z}_{\nu}^{*}} 1 d \xi \leq c \int_{\mathcal{Z}_{\nu}} 1 d \xi=: c\left|\mathcal{Z}_{\nu}\right|, \quad \nu=1,2, \ldots, n \tag{4.27}
\end{equation*}
$$

We are now ready to estimate $\mathbf{Q}_{n}\left(\mathcal{K}_{m}(\bullet \cdot \eta)\right)$. If $\nu=1$, then we obtain, using (4.25), (4.27), and the assumptions of the lemma,

$$
\begin{aligned}
& \sum_{\omega_{\mathbf{j}} \in \mathcal{Z}_{1}} \lambda_{\mathbf{j}} \mathcal{K}_{m}\left(\omega_{\mathbf{j}} \cdot \mathbf{e}_{1}^{\prime}\right) \leq c \max \left\{\mathcal{K}_{m}\left(\cos \theta_{1}\right): 0 \leq \theta_{1}^{\prime} \leq \pi / n\right\} \sum_{T \in \mathcal{T}_{1}}|T| \\
& \leq c m^{d-1}\left|\mathcal{Z}_{1}\right| \leq c m^{d-1} \int_{0}^{\pi / n} \sin ^{d-2} \theta_{1}^{\prime} d \theta_{1}^{\prime} \leq c(m / n)^{d-1}
\end{aligned}
$$

If $\nu \geq 2$, then

$$
\begin{aligned}
& \sum_{\omega_{\mathbf{j}} \in \mathcal{Z}_{\nu}} \lambda_{\mathbf{j}} \mathcal{K}_{m}\left(\omega_{\mathbf{j}} \cdot \mathbf{e}_{1}^{\prime}\right) \leq c \max \left\{\mathcal{K}_{m}\left(\cos \theta_{1}^{\prime}\right): \pi(\nu-1) / n \leq \theta_{1}^{\prime} \leq \pi \nu / n\right\} \sum_{T \in \mathcal{T}_{\nu}}|T| \\
& \leq c \mathcal{K}_{m}\left(\cos \frac{\pi(\nu-1)}{n}\right)\left|\mathcal{Z}_{\nu}^{*}\right| \leq c \mathcal{K}_{m}\left(\cos \frac{\pi \nu}{n}\right)\left|\mathcal{Z}_{\nu}\right| \leq c \int_{\mathcal{Z}_{\nu}} \mathcal{K}_{m}\left(\xi \cdot \mathbf{e}_{1}^{\prime}\right) d \xi
\end{aligned}
$$

where we used that $\mathcal{K}_{m}\left(\cos \frac{\pi(\nu-1)}{n}\right) \leq c \mathcal{K}_{m}\left(\cos \frac{\pi \nu}{n}\right), \nu \geq 2$, which follows by the definition of $\mathcal{K}_{m}(\cos \gamma)$ from the assumptions of the lemma. Therefore,

$$
\begin{equation*}
\sum_{\mathbf{j} \in \mathcal{J}_{n}} \lambda_{\mathbf{j}} \mathcal{K}_{m}\left(\omega_{\mathbf{j}} \cdot \mathbf{e}_{1}^{\prime}\right) \leq c(m / n)^{d-1}+c \int_{\mathcal{Z}} \mathcal{K}_{m}\left(\xi \cdot \mathbf{e}_{1}^{\prime}\right) d \xi \tag{4.28}
\end{equation*}
$$

where $\mathcal{Z}:=\bigcup_{\nu=2}^{n} \mathcal{Z}_{\nu}$. We obtain, using again the definition of $\mathcal{K}_{m}(\cos \gamma)$,

$$
\begin{aligned}
\int_{\mathcal{Z}} \mathcal{K}_{m}\left(\xi \cdot \mathbf{e}_{1}^{\prime}\right) d \xi= & \left|\mathbf{S}^{d-2}\right| \int_{\pi / n}^{\pi} \mathcal{K}_{m}\left(\cos \theta_{1}^{\prime}\right) \sin ^{d-2} \theta_{1}^{\prime} d \theta_{1}^{\prime} \\
& \leq c \int_{0}^{\infty} \min \left\{m^{d-1}, m^{d-1} /\left(m \theta_{1}^{\prime}\right)^{d}\right\}\left(\theta_{1}^{\prime}\right)^{d-2} d \theta_{1}^{\prime} \leq c<\infty
\end{aligned}
$$

The above estimates and (4.28) imply (4.24).
We shall deal with discrete sums of spherical polynomial values. For this, we need a rapidly decaying reproducing kernel for the space of spherical polynomials of degree $m$. The following well-known proposition gives us such a kernel.

Proposition 4.1. There exists a constant $m_{0}=m_{0}(d)$ such that for every $m \geq m_{0}$ there exists an algebraic polynomial $W_{m}$ of degree dm with the properties:
(a)

$$
S(\eta)=\int_{\mathbf{S}^{d-1}} W_{m}(\eta \cdot \xi) S(\xi) d \xi, \quad \eta \in \mathbf{S}^{d-1}
$$

for each spherical polynomial $S$ of degree $\leq m$;
(b)

$$
\begin{equation*}
\left|W_{m}(\cos \tau)\right| \leq c_{0} \min \left\{m^{d-1}, m^{d-1} /(m \tau)^{d}\right\} \quad \text { for } \quad 0<\tau \leq \pi \tag{4.29}
\end{equation*}
$$

and hence
(c)

$$
\begin{equation*}
\int_{\mathbf{S}^{d-1}}\left|W_{m}(\eta \cdot \xi)\right| d \xi \leq c<\infty, \quad \eta \in \mathbf{S}^{d-1} \tag{4.30}
\end{equation*}
$$

where $c_{0}$ and $c$ are independent of $m$ and $\eta$.
Since we do not have a good reference for Proposition 4.1, we shall show how it can be deduced from the following results of Kogbetliantz and Stein (see also [P]).

Proposition 4.2 (see $[\mathrm{K}])$. Let $S_{m}(t):=\sum_{\nu=0}^{m}(\nu+\lambda) C_{\nu}^{\lambda}(t), \lambda>0$, $m=$ $0,1, \ldots$, and let $\sigma_{m}^{(\delta)}$ be the Cesàro means of order $\delta$ of $S_{m}$; i.e.,

$$
\begin{equation*}
\sigma_{m}^{(\delta)}(t):=\left(A_{m}^{\delta}\right)^{-1} \sum_{\nu=0}^{m} A_{m-\nu}^{\delta}(\nu+\lambda) C_{\nu}^{\lambda}(t) \quad \text { with } A_{\nu}^{\delta}:=\frac{\Gamma(\nu+\delta+1)}{\Gamma(\delta+1) \Gamma(\nu+1)} . \tag{4.31}
\end{equation*}
$$

Then, for $-1<\delta \leq 2 \lambda+1$,

$$
\begin{equation*}
\left|\sigma_{m}^{(\delta)}(\cos \gamma)\right| \leq c \min \left\{(m+1)^{2 \lambda+1},(m+1)^{2 \lambda-\delta} /\left(\sin \frac{\gamma}{2}\right)^{\delta+1}\right\}, 0<\gamma \leq \pi \tag{4.32}
\end{equation*}
$$

with $c$ depending only on $\lambda$.
Proposition 4.3 (see [St]). For each positive integer $r$ and for $m=0,1, \ldots$, there exist $r+1$ parameters $\alpha_{1}(m), \ldots, \alpha_{r+1}(m)$ (depending only on $m$ and $r$ ) which are uniformly bounded: $\left|\alpha_{\nu}(m)\right| \leq A, A$ independent of $m$, and there exists a fixed integer $N$, so that the following holds:

If $\sum_{\nu=0}^{\infty} a_{\nu}$ is a series of real numbers and if $\sigma_{m}^{(r)}, m=0,1, \ldots$, are the Cesàro means of order $r$ of the partial sums $S_{m}, m=0,1, \ldots$, of this series (see (4.31)), then

$$
\tau_{m}^{(r)}:=\alpha_{1}(m) \sigma_{m-1}^{(r)}+\alpha_{2}(m) \sigma_{2 m-1}^{(r)}+\cdots+\alpha_{r+1}(m) \sigma_{(r+1) m-1}^{(r)}
$$

can be represented in the form

$$
\tau_{m}^{(r)}=\sum_{\nu=0}^{m} a_{\nu}+\sum_{\nu=m+1}^{(r+1) m} \beta_{\nu} a_{\nu} \quad \text { if } m \geq N
$$

where $\beta_{\nu}$ are constants depending on $m$ and $r$.
Proof of Proposition 4.1. We have already mentioned in (3.15) that

$$
K_{m}(t):=\frac{N(d, m)}{\left|\mathbf{S}^{d-1}\right| C_{m}^{(d-2) / 2}(1)} C_{m}^{(d-2) / 2}(t)
$$

gives the reproducing kernel $K_{m}(\xi \cdot \eta)$ for $\mathcal{H}_{m}$. Therefore, $\sum_{\nu=0}^{m} K_{\nu}(\xi \cdot \eta)$ is a reproducing kernel for all spherical polynomials of degree $\leq m$. Simple calculations show that

$$
K_{m}(t)=2\left[\left|\mathbf{S}^{d-1}\right|(d-2)\right]^{-1}(m+\lambda) C_{m}^{\lambda}(t) \quad \text { with } \lambda:=(d-2) / 2
$$

Therefore, $2\left[\left|\mathbf{S}^{d-1}\right|(d-2)\right]^{-1} \sum_{\nu=0}^{m}(\nu+\lambda) C_{\nu}^{\lambda}(t)$ gives a reproducing kernel for the spherical polynomials of degree $\leq m$.

We now apply Proposition 4.2 with $\lambda:=(d-2) / 2$ and $\delta:=2 \lambda+1=d-1$. Then we apply Proposition 4.3 to the resulting Cesàro means $\left\{\sigma_{\nu}^{(r)}\right\}$ with $r:=\delta=d-1$ to conclude that $W_{m}:=2\left[\left|\mathbf{S}^{d-1}\right|(d-2)\right]^{-1} \tau_{m}^{(r)}$ satisfies (4.29) (by (4.32) and since $\alpha_{\nu}(m)$ are uniformly bounded) and $W_{m}(\xi \cdot \eta)$ is a reproducing kernel for the spherical polynomials of degree $\leq m$ (by Proposition 4.3).

Lemma 4.2 and Proposition 4.1 allow us to estimate discrete $l_{p}\left(\Omega_{n}\right)$ norms of spherical polynomials by their $L_{p}\left(\mathbf{S}^{d-1}\right)$ norms. In this part we use ideas from [O].

Lemma 4.3. Let $n=1,2, \ldots$, and let $m \geq m_{0}$, where $m_{0}$ is from Proposition 4.1. Then for every spherical polynomial $S$ of degree $m$ and for $1 \leq p \leq \infty$ we have

$$
\begin{equation*}
\sum_{\omega \in \Omega_{n}} \lambda_{\omega}|S(\omega)|^{p} \leq c\left[1+(m / n)^{d-1}\right] \int_{\mathbf{S}^{d-1}}|S(\xi)|^{p} d \xi \tag{4.33}
\end{equation*}
$$

where $\lambda_{\omega}$ and $\Omega_{n}$ are from (4.19), and $c$ is independent of $S$, $n$, and $m$.
Proof. By Proposition 4.1 we get $S(\omega)=\int_{\mathbf{S}^{d-1}} W_{m}(\omega \cdot \xi) S(\xi) d \xi, \omega \in \Omega_{n}$. We obtain, using Hölder's inequality,

$$
\begin{aligned}
|S(\omega)| & \leq \int_{\mathbf{S}^{d-1}}\left|W_{m}(\omega \cdot \xi) S(\xi)\right| d \xi=\int_{\mathbf{S}^{d-1}}\left|W_{m}(\eta \cdot \xi)\right|^{1-1 / p}\left|W_{m}(\omega \cdot \xi)\right|^{1 / p}|S(\xi)| d \xi \\
& \leq\left(\int_{\mathbf{S}^{d-1}}\left|W_{m}(\omega \cdot \xi)\right| d \xi\right)^{1-1 / p}\left(\int_{\mathbf{S}^{d-1}}\left|W_{m}(\omega \cdot \xi)\right||S(\xi)|^{p} d \xi\right)^{1 / p}
\end{aligned}
$$

and hence

$$
|S(\omega)|^{p} \leq A^{p-1} \int_{\mathbf{S}^{d-1}}\left|W_{m}(\omega \cdot \xi)\right||S(\xi)|^{p} d \xi, \quad \text { where } A:=\int_{\mathbf{S}^{d-1}}\left|W_{m}(\omega \cdot \xi)\right| d \xi
$$

We now multiply both sides of the above inequality by $\lambda_{\omega}$ and sum over $\omega \in \Omega_{n}$ to obtain

$$
\begin{aligned}
& \sum_{\omega \in \Omega_{n}} \lambda_{\omega}|S(\omega)|^{p} \leq A^{p-1} \int_{\mathbf{S}^{d-1}}\left(\sum_{\omega \in \Omega_{n}} \lambda_{\omega}\left|W_{m}(\omega \cdot \xi)\right|\right)|S(\xi)|^{p} d \xi \\
& \leq A^{p-1} \max _{\xi \in \mathbf{S}^{d-1}} \mathbf{Q}_{n}\left(\left|W_{m}(\bullet \cdot \xi)\right|\right) \int_{\mathbf{S}^{d-1}}|S(\xi)|^{p} d \xi
\end{aligned}
$$

It follows, by $(4.29)$, that $\left|W_{m}(\bullet \cdot \xi)\right| \leq \mathcal{K}_{m}(\bullet \cdot \xi)$, where $\mathcal{K}_{m}$ is defined in Lemma 4.2 with $c_{0}$ from Proposition 4.1. Then Proposition 4.1 and Lemma 4.2 imply

$$
\max _{\xi \in \mathbf{S}^{d-1}} \mathbf{Q}_{n}\left(\left|W_{m}(\bullet \cdot \xi)\right|\right) \leq \max _{\xi \in \mathbf{S}^{d-1}} \mathbf{Q}_{n}\left(\mathcal{K}_{m}(\bullet \cdot \xi)\right) \leq c\left[1+(m / n)^{d-1}\right] \quad \text { and } \quad A \leq c
$$

which completes the proof of Lemma 4.3.
The following lemma relates the $L_{2}\left(\mathbf{S}^{d-1}\right)$ norms and discrete $l_{2}\left(\Omega_{n}\right)$ norms of spherical polynomials written in terms of $\nu_{m} \mathcal{U}_{m}(\xi \cdot \omega) / \mathcal{U}_{m}(1)$, the reproducing kernel for the space $\mathcal{H}_{m} \oplus \mathcal{H}_{m-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}$ (see (3.17)).

LEMMA 4.4. Let $n=1,2, \ldots$, and let $c(\omega), \omega \in \Omega_{n}$, be real constants. Let $m \geq m_{0}$, where $m_{0}$ is from Proposition 4.1. Then the spherical polynomial

$$
S(\xi):=\sum_{\omega \in \Omega_{n}} \lambda_{\omega} c(\omega) \frac{\nu_{m}}{\mathcal{U}_{m}(1)} \mathcal{U}_{m}(\xi \cdot \omega)
$$

satisfies

$$
\begin{equation*}
\|S\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2} \leq c\left[1+(m / n)^{d-1}\right] \sum_{\omega \in \Omega_{n}} \lambda_{\omega}|c(\omega)|^{2} \tag{4.34}
\end{equation*}
$$

Proof. Using (3.11) we get

$$
\begin{aligned}
\|S\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2} & =\int_{\mathbf{S}^{d-1}}|S(\xi)|^{2} d \xi \\
& =\sum_{\omega \in \Omega_{n}} \sum_{\eta \in \Omega_{n}} \lambda_{\omega} \lambda_{\eta} c(\omega) c(\eta)\left(\frac{\nu_{m}}{\mathcal{U}_{m}(1)}\right)^{2} \int_{\mathbf{S}^{d-1}} \mathcal{U}_{m}(\xi \cdot \omega) \mathcal{U}_{m}(\xi \cdot \eta) d \xi \\
& =\sum_{\omega \in \Omega_{n}} \sum_{\eta \in \Omega_{n}} \lambda_{\omega} \lambda_{\eta} c(\omega) c(\eta) \frac{\nu_{m}}{\mathcal{U}_{m}(1)} \mathcal{U}_{m}(\omega \cdot \eta)=\sum_{\eta \in \Omega_{n}} \lambda_{\eta} c(\eta) S(\eta) \\
& \leq\left(\sum_{\eta \in \Omega_{n}} \lambda_{\eta}|c(\eta)|^{2}\right)^{1 / 2}\left(\sum_{\eta \in \Omega_{n}} \lambda_{\eta}|S(\eta)|^{2}\right)^{1 / 2}
\end{aligned}
$$

By Lemma 4.3, the last quantity above does not exceed $c\left[1+(m / n)^{d-1}\right]^{\frac{1}{2}}\|S\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}$. Finally, we divide by $\|S\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}$ to complete the proof of the lemma.
5. Smoothness spaces in $L_{2}\left(\mathbf{B}^{d}\right)$. In this section, we shall recall results about approximation by algebraic polynomials. As earlier, we let $\mathcal{P}_{n}$ denote the space of algebraic polynomials in $d$-variables. For $n \geq 1$, let

$$
E_{n}(f):=E_{n}(f)_{L_{2}\left(\mathbf{B}^{d}\right)}:=\inf _{P \in \mathcal{P}_{n}}\|f-P\|_{L_{2}\left(\mathbf{B}^{d}\right)}
$$

be the error in approximating $f \in L_{2}\left(\mathbf{B}^{d}\right)$ by algebraic polynomials $P$ of degree $\leq n$. By Theorem 3.1 we have the following representation of the polynomial $P_{n}(f, \mathbf{x})$ of best $L_{2}\left(\mathbf{B}^{d}\right)$-approximation to $f$ :

$$
\begin{equation*}
P_{n}(f, \mathbf{x})=\sum_{m=0}^{n} \nu_{m} \int_{\mathbf{S}^{d-1}} A_{m}(\xi) \mathcal{U}_{m}(\mathbf{x} \cdot \xi) d \xi \tag{5.1}
\end{equation*}
$$

where

$$
A_{n}(\xi):=A_{n}(f, \xi):=\int_{\mathbf{B}^{d}} f(\mathbf{y}) \mathcal{U}_{m}(\mathbf{y} \cdot \xi) d \mathbf{y}
$$

Since $A_{m}(\xi) U_{m}(\mathbf{x} \cdot \xi)$ is a spherical polynomial of degree $\leq 2 m \leq 2 n$ in $\xi$, we can use the quadrature formula (4.19) to obtain

$$
\begin{equation*}
P_{n}(f, \mathbf{x})=\sum_{\omega \in \Omega_{n}} \lambda_{\omega} \sum_{m=0}^{n} \nu_{m} A_{m}(\omega) \mathcal{U}_{m}(\mathbf{x} \cdot \omega) . \tag{5.2}
\end{equation*}
$$

From Theorem 3.1, we have

$$
\begin{align*}
E_{n}(f)^{2} & =\left\|f-P_{n}(f)\right\|_{L_{2}\left(\mathbf{B}^{d}\right)}^{2}=\sum_{m>n} \nu_{m}\left\|A_{m}(f)\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2} \\
& \asymp \sum_{m>n} m^{d-1}\left\|A_{m}(f)\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2} . \tag{5.3}
\end{align*}
$$

For $\alpha>0$, let $W^{\alpha}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)$ be the Sobolev space for the domain $\mathbf{B}^{d}$. When $\alpha=k$ is an integer, then a function $f \in L_{2}\left(\mathbf{B}^{d}\right)$ is in $W^{k}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)$ if and only if its distributional derivatives $D^{\nu} f$ of order $k$ are in $L_{2}\left(\mathbf{B}^{d}\right)$, and

$$
|f|_{W^{k}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}^{2}:=\sum_{|\nu|=k}\left\|D^{\nu} f\right\|_{L_{2}\left(\mathbf{B}^{d}\right)}^{2}
$$

gives the seminorm for $W^{k}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)$. The norm for $W^{k}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)$ is obtained by adding $\|f\|_{L_{2}\left(\mathbf{B}^{d}\right)}$ to $|f|_{W^{k}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}$. For other values of $\alpha$, we obtain $W^{\alpha}$ as the interpolation space

$$
W^{\alpha}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)=\left(L_{2}\left(\mathbf{B}^{d}\right), W^{k}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)\right)_{\theta, 2}, \quad \theta=\alpha / k, 0<\alpha<k
$$

given by the real method of interpolation (see, e.g., Bennett and Sharpley [BS]).
A fundamental result in approximation known as the Jackson theorem states that

$$
\begin{equation*}
E_{n}(f) \leq c(k) n^{-k}\|f\|_{W^{k}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}, \tag{5.4}
\end{equation*}
$$

where the norm on the right can be replaced by the seminorm if $k$ is an integer. This theorem can be deduced easily from the results on univariate approximation in Chapter 7 of [DL]. By interpolation (see, e.g., [DL, Chapter 7]), one obtains

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left[n^{\alpha} E_{n}(f)\right]^{2} n^{-1} \leq c(\alpha)\|f\|_{W^{\alpha}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}^{2}, \quad \alpha>0 \tag{5.5}
\end{equation*}
$$

with $c(\alpha)$ depending at most on $\alpha$. From (5.3) and (5.5), it is easy to deduce that

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{2 \alpha+d-1}\left\|A_{n}(f)\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2} \leq c(\alpha)\|f\|_{W^{\alpha}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}^{2}, \quad \alpha>0, \tag{5.6}
\end{equation*}
$$

with $c(\alpha)$ depending at most on $\alpha$.
6. Approximation of functions in $L_{2}(I, w)$. We shall also need certain results about the approximation of univariate functions in $L_{2}(I, w)$ where $I:=[-1,1]$ and $w:=w_{d / 2}$. As we know by section 2 , the Gegenbauer polynomials $\left\{\mathcal{U}_{m}\right\}_{m=0}^{\infty}$ form a complete orthonormal system for $L_{2}(I, w)$ (see (3.3)). For any $g \in L_{2}(I, w)$ we have

$$
\begin{equation*}
g=\sum_{m=0}^{n} \hat{g}(m) \mathcal{U}_{m} \quad \text { with } \quad \hat{g}(m):=\int_{I} g(s) \mathcal{U}_{m}(s) w(s) d s \tag{6.1}
\end{equation*}
$$

We shall use approximation of functions in $L_{2}(I, w)$ as an intermediate tool in establishing our results on ridge approximation. Let $\mathcal{P}_{n}(I)$ denote the space of univariate algebraic polynomials of degree $\leq n$. For a function $g \in L_{2}(I, w)$, we let

$$
E_{n}(g)_{L_{2}(I, w)}:=\inf _{p \in \mathcal{P}_{n}(I)}\|g-p\|_{L_{2}(I, w)}
$$

be the error in approximating $g$ by the elements of $\mathcal{P}_{n}(I)$. The polynomial

$$
\begin{equation*}
p_{n}:=\sum_{m=0}^{n} \hat{g}(m) \mathcal{U}_{m} \tag{6.2}
\end{equation*}
$$

is the best $L_{2}(I, w)$ approximation to $g$ by elements of $\mathcal{P}_{n}(I)$, and we have

$$
\begin{equation*}
E_{n}(g)_{L_{2}(I, w)}^{2}=\left\|g-p_{n}\right\|_{L_{2}(I, w)}^{2}=\sum_{m>n}|\hat{g}(m)|^{2} \tag{6.3}
\end{equation*}
$$

We introduce the univariate Sobolev spaces $W^{\alpha}\left(L_{2}(I, w)\right), \alpha \in \mathbf{R}$, whose norms are defined by

$$
\begin{equation*}
\|g\|_{W^{\alpha}\left(L_{2}(I, w)\right)}^{2}:=\sum_{m=0}^{\infty}\left[(m+1)^{\alpha}|\hat{g}(m)|\right]^{2} . \tag{6.4}
\end{equation*}
$$

It follows that for each $g \in W^{\alpha}\left(L_{2}(I, w)\right)$,

$$
\begin{equation*}
E_{n}(g)_{L_{2}(I, w)} \leq c(\alpha) n^{-\alpha}\|g\|_{W^{\alpha}\left(L_{2}(I, w)\right)} \tag{6.5}
\end{equation*}
$$

Moreover, similar to (5.5), we have

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left[n^{\alpha} E_{n}(g)_{L_{2}(I, w)}\right]^{2} n^{-1} \leq c(\alpha)\|g\|_{W^{\alpha}\left(L_{2}(I, w)\right)}^{2}, \quad \alpha>0 \tag{6.6}
\end{equation*}
$$

There is also a Bernstein-type inequality for polynomials in $\mathcal{P}_{n}(I)$ with respect to $L_{2}(I, w)$ which follows trivially from the definition: for every $p \in \mathcal{P}_{n}(I)$ and $\alpha>0$,

$$
\begin{equation*}
\|p\|_{W^{\alpha}\left(L_{2}(I, w)\right)} \leq(n+1)^{\alpha}\|p\|_{L_{2}(I, w)} . \tag{6.7}
\end{equation*}
$$

It is well known (see [DL, Chapter 7]) that companion inequalities like (6.5) and (6.7) imply a characterization of approximation spaces by interpolation spaces. In our context, the approximation spaces are the Sobolev spaces $W^{\alpha}\left(L_{2}(I, w)\right)$ defined by (6.4) and we therefore obtain for each $0<\alpha<k$,

$$
\begin{equation*}
W^{\alpha}\left(L_{2}(I, w)\right)=\left(L_{2}(I, w), W^{k}\left(L_{2}(I, w)\right)\right)_{\theta, 2}, \quad \theta=\alpha / k \tag{6.8}
\end{equation*}
$$

Further properties of the spaces $W^{\alpha}\left(L_{2}(I, w)\right)$ are given in section 7 .
7. Approximation by ridge functions. In this section, we assume that $X_{n}$ is a subspace of $L_{2}(I, w), w=w_{d / 2}$, of dimension $n$ with the following property. There is a real number $s>0$ such that, for each univariate function $g \in W^{s}\left(L_{2}(I, w)\right)$, there is a function $r \in X_{n}$ which provides the Jackson estimate

$$
\begin{equation*}
\|g-r\|_{L_{2}(I, w)} \leq c_{0} n^{-s}\|g\|_{W^{s}\left(L_{2}(I, w)\right)} \tag{7.1}
\end{equation*}
$$

with $c_{0}$ a constant independent of $g$ and $n$.

We define $Y_{n}$ to be the space of functions $R$ in $d$ variables of the form

$$
\begin{equation*}
R(\mathbf{x})=\sum_{\omega \in \Omega_{n}} r_{\omega}(\mathbf{x} \cdot \omega), \quad r_{\omega} \in X_{n}, \quad \omega \in \Omega_{n} \tag{7.2}
\end{equation*}
$$

where $\Omega_{n}$ is the set of vectors in $\mathbf{S}^{d-1}$ from (4.19). Then $Y_{n}$ is a linear space of dimension $\leq n \# \Omega_{n} \leq c n^{d}$. We prove the following theorem about approximation from $Y_{n}$.

ThEOREM 7.1. Let $X_{n}, n=1,2, \ldots$, satisfy inequality (7.1) for some $s>0$. If $f$ is a function from the space $W^{s+\frac{d-1}{2}}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)$, then there is a function $R$ in $Y_{n}$ such that

$$
\begin{equation*}
\|f-R\|_{L_{2}\left(\mathbf{B}^{d}\right)} \leq c n^{-s-\frac{d-1}{2}}\|f\|_{W^{s+\frac{d-1}{2}}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)} \tag{7.3}
\end{equation*}
$$

with $c$ a constant depending only on $s$ and $d$.
REmARK 7.1. If $s+(d-1) / 2-1$ is an integer and the space $Y_{n}$ contains $\mathcal{P}_{s+(d-1) / 2-1}$, then we have that $\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}$ can be replaced by the seminorm $|f|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}$.

An important element of the proof of Theorem 7.1 is the idea to get rid of the "low frequencies" when approximating. To this end we shall use the following geometric construction which was proven for us by Boris Kashin.

Lemma 7.1. Let $H$ be a Hilbert space with norm $\|\cdot\|$ and let $A, B \subset H$ be finitedimensional linear subspaces of $H$ with $\operatorname{dim} A \leq \operatorname{dim} B$. If there exists $\delta, 0<\delta<1 / 2$, such that

$$
\begin{equation*}
\sup _{\substack{x \in A \\\|x\| \leq 1}} \inf _{y \in B}\|x-y\| \leq \delta \tag{7.4}
\end{equation*}
$$

then there is a constant $c$ depending only on $\delta$ and a linear operator $L: A \rightarrow B$ such that for every $x \in A$,

$$
\begin{equation*}
\|L x-x\| \leq c \inf _{y \in B}\|x-y\| \tag{7.5}
\end{equation*}
$$

and

$$
L x-x \perp A \quad(L x-x \text { is orthogonal to } A)
$$

Proof. See [DOP, Lemma 6].
Proof of Theorem 7.1. Estimate (7.3) trivially holds if $n<m_{0}$, where $m_{0}=m_{0}(d)$ is the constant from Proposition 4.1.

Suppose that $n \geq m_{0}$. Let $P=P_{n}$ be the polynomial in $\mathcal{P}_{n}$ given by (5.1) (or (5.2)). Since $P$ is the best $L_{2}\left(\mathbf{B}^{d}\right)$ approximation of $f$, it satisfies (see (5.4))

$$
\begin{equation*}
\|f-P\|_{L_{2}\left(\mathbf{B}^{d}\right)} \leq c n^{-s-(d-1) / 2}\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)} \tag{7.6}
\end{equation*}
$$

with $c$ and all subsequent constants in this proof depending only on $s$ and $d$. We shall approximate $P$ by an element $R$ of $Y_{N}, N=k_{0} n$, where $k_{0}$ is a sufficiently large constant depending only on $s$ and $d$.

We have $A_{m}(P, \xi)=A_{m}(f, \xi), m \leq n$, and $A_{m}(P, \xi)=0, m>n$. Since $f \in$ $W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)$, we know from (5.6) that

$$
\begin{equation*}
\sum_{m=0}^{n}(m+1)^{2 s+2(d-1)}\left\|A_{m}(f)\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2} \leq c\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}^{2} \tag{7.7}
\end{equation*}
$$

From this, using (4.23), we obtain

$$
\begin{equation*}
\sum_{m=0}^{n}(m+1)^{2 s+2(d-1)} \sum_{\omega \in \Omega_{n}} \lambda_{\omega}\left|\left(A_{m}(f, \omega)\right)\right|^{2} \leq c\|f\|_{W^{r+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}^{2} \tag{7.8}
\end{equation*}
$$

We introduce the univariate polynomials

$$
\begin{equation*}
p_{\omega}(t):=\sum_{m=0}^{n} \nu_{m} A_{m}(f, \omega) \mathcal{U}_{m}(t)=\sum_{m=0}^{n} \nu_{m} A_{m}(P, \omega) \mathcal{U}_{m}(t), \quad \omega \in \Omega_{n} \tag{7.9}
\end{equation*}
$$

We have, by (4.22) and (7.9),

$$
\begin{equation*}
P(\mathbf{x})=\sum_{m=0}^{n} \nu_{m} \sum_{\omega \in \Omega_{n}} \lambda_{\omega} A_{m}(P, \omega) \mathcal{U}_{m}(\mathbf{x} \cdot \omega)=\sum_{\omega \in \Omega_{n}} \lambda_{\omega} p_{\omega}(\mathbf{x} \cdot \omega) \tag{7.10}
\end{equation*}
$$

According to (6.4), we have

$$
\begin{aligned}
\left\|\lambda_{\omega}^{1 / 2} p_{\omega}\right\|_{W^{s}\left(L_{2}(I, w)\right)}^{2} & =\sum_{m=0}^{n}(m+1)^{2 s} \nu_{m}^{2} \lambda_{\omega}\left|A_{m}(f, \omega)\right|^{2} \\
& \asymp \sum_{m=0}^{n}(m+1)^{2 s+2(d-1)} \lambda_{\omega}\left|A_{m}(f, \omega)\right|^{2}
\end{aligned}
$$

Hence, from (7.8),

$$
\begin{align*}
\sum_{\omega \in \Omega_{n}}\left\|\lambda_{\omega}^{1 / 2} p_{\omega}\right\|_{W^{s}\left(L_{2}(I, w)\right)}^{2} & \leq c \sum_{m=0}^{n}(m+1)^{2 s+2(d-1)} \sum_{\omega \in \Omega_{n}} \lambda_{\omega}\left|\left(A_{m}(f, \omega)\right)\right|^{2} \\
& \leq c\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}^{2} \tag{7.11}
\end{align*}
$$

We shall approximate each polynomial $p_{\omega}$ by elements of $X_{N}$. We apply Lemma 7.1 in the following setting. We take for $H$ the Hilbert space $L_{2}(I, w)$ and take $A=\mathcal{P}_{n}(I)$ and $B=X_{N}$ with $N \geq k_{0} n$ and $k_{0}$ a positive integer. We next show that if $k_{0}$ is large enough then the assumption (7.4) is satisfied. We mentioned earlier in (6.7) that $\mathcal{P}_{n}(I)$ satisfies the Bernstein inequality

$$
\|p\|_{W^{s}\left(L_{2}(I, w)\right)} \leq(n+1)^{s}\|p\|_{L_{2}(I, w)}, \quad p \in \mathcal{P}_{n}(I)
$$

If $p \in \mathcal{P}_{n}(I)$, then from this Bernstein inequality and from (7.1), there is an $r \in X_{N}$ such that

$$
\|p-r\|_{L_{2}(I, w)} \leq c_{0} N^{-s}\|p\|_{W^{s}\left(L_{2}(I, w)\right)} \leq c_{0} N^{-s} 2^{s} n^{s}\|p\|_{L_{2}(I, w)} \leq c_{0} 2^{s} k_{0}^{-s}\|p\|_{L_{2}(I, w)}
$$

Thus, if $k_{0}$ is large enough, condition (7.4) is satisfied. Therefore, for each $\omega \in \Omega_{n}$, we can find $r_{\omega} \in X_{N}$ such that $r_{\omega}-p_{\omega} \perp \mathcal{P}_{n}(I)$ with respect to the inner product in $L_{2}(I, w)$ and, by (7.1) and (7.5),

$$
\left\|p_{\omega}-r_{\omega}\right\|_{L_{2}(I, w)}^{2} \leq c n^{-2 s}\left\|p_{\omega}\right\|_{W^{s}\left(L_{2}(I, w)\right)}^{2}
$$

Therefore,

$$
\begin{equation*}
r_{\omega}-p_{\omega}=\sum_{m=n+1}^{\infty} \hat{r}_{\omega}(m) \mathcal{U}_{m} \tag{7.12}
\end{equation*}
$$

with

$$
\hat{r}_{\omega}(m):=\int_{I} r_{\omega}(s) \mathcal{U}_{m}(s) w(s) d s
$$

and

$$
\begin{equation*}
\sum_{m=n+1}^{\infty}\left|\hat{r}_{\omega}(m)\right|^{2}=\left\|p_{w}-r_{\omega}\right\|_{L_{2}(I, w)}^{2} \leq c n^{-2 s}\left\|p_{\omega}\right\|_{W^{s}\left(L_{2}(I, w)\right)}^{2} \tag{7.13}
\end{equation*}
$$

We define

$$
R(\mathbf{x}):=\sum_{\omega \in \Omega_{n}} \lambda_{\omega} r_{\omega}(\mathbf{x} \cdot \omega)
$$

which is an element of $Y_{N}$. Then we have, by (7.10) and (7.12),

$$
R(\mathbf{x})-P(\mathbf{x})=\sum_{\omega \in \Omega_{n}} \sum_{m=n+1}^{\infty} \lambda_{\omega} \hat{r}_{\omega}(m) \mathcal{U}_{m}(\omega \cdot \mathbf{x})=\sum_{m=n+1}^{\infty} \sum_{\omega \in \Omega_{n}} \lambda_{\omega} \hat{r}_{\omega}(m) \mathcal{U}_{m}(\omega \cdot \mathbf{x}) .
$$

We write

$$
R_{m}(\mathbf{x}):=\sum_{\omega \in \Omega_{n}} \lambda_{\omega} \hat{r}_{\omega}(m) \mathcal{U}_{m}(\mathbf{x} \cdot \omega)
$$

We have by Theorem 3.1 (see also (3.19)-(3.21))

$$
R_{m}(\mathbf{x})=\nu_{m} \int_{\mathbf{S}^{d-1}} A_{m}\left(R_{m}, \xi\right) \mathcal{U}_{m}(\xi \cdot \mathbf{x}) d \xi
$$

where

$$
\begin{aligned}
A_{m}\left(R_{m}, \xi\right) & =\int_{\mathbf{B}^{d}} R_{m}(\mathbf{y}) \mathcal{U}_{m}(\mathbf{y} \cdot \xi) d \mathbf{y}=\sum_{\omega \in \Omega_{n}} \lambda_{\omega} \hat{r}_{\omega}(m) \int_{\mathbf{B}^{d}} \mathcal{U}_{m}(\omega \cdot \mathbf{y}) \mathcal{U}_{m}(\xi \cdot \mathbf{y}) d \mathbf{y} \\
& =\sum_{\omega \in \Omega_{n}} \lambda_{\omega} \hat{r}_{\omega}(m) \frac{\mathcal{U}_{m}(\xi \cdot \omega)}{\mathcal{U}_{m}(1)}
\end{aligned}
$$

We now use Theorem 3.1 and Lemma 4.4 to obtain

$$
\begin{aligned}
\left\|R_{m}\right\|_{L_{2}\left(\mathbf{B}^{d}\right)}^{2} & =\nu_{m}\left\|A_{m}\left(R_{m}, \omega\right)\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2}=\nu_{m}^{-1}\left\|\sum_{\omega \in \Omega_{n}} \lambda_{\omega} \hat{r}_{\omega}(m) \frac{\nu_{m}}{\mathcal{U}_{m}(1)} \mathcal{U}_{m}(\xi \cdot \omega)\right\|_{L_{2}\left(\mathbf{S}^{d-1}\right)}^{2} \\
& \leq c \nu_{m}^{-1}(m / n)^{d-1} \sum_{\omega \in \Omega_{n}} \lambda_{\omega}\left|\hat{r}_{\omega}(m)\right|^{2} \leq c n^{-d+1} \sum_{\omega \in \Omega_{n}} \lambda_{\omega}\left|\hat{r}_{\omega}(m)\right|^{2},
\end{aligned}
$$

where we used that $\nu_{m} \asymp m^{d-1}$ (see (3.8)). From this, (7.11), and (7.13), we find, using the Parseval identity (3.9),

$$
\begin{aligned}
\|R-P\|_{L_{2}\left(\mathbf{B}^{d}\right)}^{2} & =\sum_{m=n+1}^{\infty}\left\|R_{m}\right\|_{L_{2}\left(\mathbf{B}^{d}\right)}^{2} \leq c n^{-d+1} \sum_{m=n+1}^{\infty} \sum_{\omega \in \Omega_{n}} \lambda_{\omega}\left|\hat{r}_{\omega}(m)\right|^{2} \\
& =c n^{-d+1} \sum_{\omega \in \Omega_{n}} \lambda_{\omega} \sum_{m=n+1}^{\infty}\left|\hat{r}_{\omega}(m)\right|^{2} \\
& \leq c n^{-2 s-d+1} \sum_{\omega \in \Omega_{n}}\left\|\lambda_{\omega}^{1 / 2} p_{\omega}\right\|_{W^{s}\left(L_{2}(I, w)\right)}^{2} \\
& \leq c n^{-2 s-d+1}\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)}^{2} .
\end{aligned}
$$

Thus there is a function $R \in Y_{N}, N=k_{0} n$, such that (7.3) holds. Theorem 7.1 is now proved.

Remark 7.2. As in [DOP], it is possible to prove Theorem 7.1 without using Lemma 7.1. In place of this lemma one uses a slightly stronger assumption than estimate (7.1). The corresponding proof would be more constructive than the present one. We do not provide the details of this approach but instead refer the reader to [DOP].
8. Elimination of the weight $\boldsymbol{w}$. The result of section 7 (Theorem 7.1) gives sufficient conditions on a sequence of univariate spaces $X_{n}, n=1,2, \ldots$, in order that the spaces $Y_{n}$ defined by (7.2) with $\Omega_{n}$ from (4.19) provide approximation rates for functions in Sobolev spaces $W^{\alpha}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)$ comparable with polynomials and splines. However, the assumption (7.1) imposed on $X_{n}$ is inconvenient for direct application because of the appearance of the weight $w(t):=w_{d / 2}(t):=\left(1-t^{2}\right)^{(d-1) / 2}$. We shall show in this section how the weight factor $w$ can be avoided so that the result of section 7 applies more directly. We shall consider approximation on the ball $\mathbf{B}_{1 / 2}^{d}:=$ $\left\{\mathbf{x} \in \mathbf{R}^{d}:|\mathbf{x}| \leq 1 / 2\right\}$ rather than $\mathbf{B}^{d}$. Approximation on $\mathbf{B}^{d}$ or other balls follows by a change of variables.

We begin by assuming that we have in hand $n$-dimensional linear spaces $Z_{n}$ of univariate functions defined on $J:=[-1 / 2,1 / 2]$ which satisfy a Jackson-type estimate similar to (7.1) but with weight $=1$. Let $W^{m}\left(L_{2}(J)\right), m=1,2, \ldots$, be the Sobolev space of functions $g \in L_{2}(J)$ such that $g^{(m)}$ is in $L_{2}(J)$. The seminorm and norm for $W^{m}\left(L_{2}(J)\right)$ are defined by

$$
|g|_{W^{m}\left(L_{2}(J)\right)}:=\left\|g^{(m)}\right\|_{L_{2}(J)} \quad ; \quad\|g\|_{W^{m}\left(L_{2}(J)\right)}:=\left\|g^{(m)}\right\|_{L_{2}(J)}+\|g\|_{L_{2}(J)}
$$

For $0<s<m$ not an integer, we define $W^{s}\left(L_{2}(J)\right)$ by interpolation:

$$
\begin{equation*}
W^{s}\left(L_{2}(J)\right):=\left(L_{2}(J), W^{m}\left(L_{2}(J)\right)\right)_{\theta, 2}, \quad \theta:=s / m \tag{8.1}
\end{equation*}
$$

with the norm as the interpolation space norm. For a given value of $s$, different values of $m>s$ give equivalent norms (see [DL]).

Our assumption on $Z_{n}$ is that for a certain fixed value of $s$, we have that for each $g \in W^{s}\left(L_{2}(J)\right)$, there is a function $\zeta_{n} \in Z_{n}$ such that

$$
\begin{equation*}
\left\|g-\zeta_{n}\right\|_{L_{2}(J)} \leq c(s) n^{-s}\|g\|_{W^{s}\left(L_{2}(J)\right)} \tag{8.2}
\end{equation*}
$$

with the constant $c(s)$ depending only on $s$.
Let $X_{n}$ be the space of univariate functions $r$ such that for some $p \in \mathcal{P}_{n}(I)$ and some $\zeta \in Z_{n}$,

$$
r(t)= \begin{cases}p(t), & t \in I \backslash J  \tag{8.3}\\ \zeta(t), & t \in J\end{cases}
$$

We shall show that under the assumption (8.2) on the $Z_{n}$, the spaces $X_{n}, n=$ $1,2, \ldots$, satisfy the assumption (7.1). To prove this, we recall the definition (6.4) of the spaces $W^{\alpha}\left(L_{2}(I, w)\right)$ and the operator $\Lambda$ of (2.12):

$$
\begin{equation*}
\Lambda g:=\left(\frac{d}{d t}\right)^{d-1}[w g] \tag{8.4}
\end{equation*}
$$

According to (2.15), we have $\Lambda^{2} \mathcal{U}_{n}=(-1)^{d-1} \mu_{n}^{2} \mathcal{U}_{n}$. Since $\mu_{n} \asymp n^{d-1}$ (see (2.16)), it follows that for each $g \in W^{m \lambda}\left(L_{2}(I, w)\right), \lambda=2(d-1), m=1,2, \ldots$, we have

$$
\begin{equation*}
\|g\|_{W^{m \lambda}\left(L_{2}(I, w)\right)} \asymp\left\|\Lambda^{2 m} g\right\|_{L_{2}(I, w)} \tag{8.5}
\end{equation*}
$$

with the constants of equivalency depending only on $d$.
Lemma 8.1. For each $m=k \lambda$, with $\lambda:=2(d-1)$ and $k$ a nonnegative integer, we have

$$
\begin{equation*}
\|g\|_{W^{m}\left(L_{2}(J)\right)} \leq c(d, m)\|g\|_{W^{m}\left(L_{2}(I, w)\right)} \quad \text { for } g \in W^{m}\left(L_{2}(I, w)\right) \tag{8.6}
\end{equation*}
$$

with the constant $c(d, m)$ depending only on $d$ and $m$.
Proof. We first observe that the weight $w$ is strictly positive on $J$ and, therefore, $w^{-1}$ is infinitely times differentiable on $J$. Then the following identity holds:

$$
\begin{equation*}
g^{(\ell(d-1))}=\sum_{j=0}^{\ell(d-1)-1} u_{j} g^{(j)}+u_{\ell(d-1)} \Lambda^{\ell} g, \quad \ell=1,2, \ldots, \tag{8.7}
\end{equation*}
$$

where $u_{j}$ are obtained from $w^{-1}$ and its derivatives. Indeed, (8.7) can be proved by induction on $\ell$. For $\ell=1$, (8.7) follows from Leibniz's formula for differentiating the product $g=w^{-1}(w g)$. Suppose that (8.7) holds for some $\ell \geq 1$. Then one writes $\Lambda^{\ell} g$ as $w^{-1}\left(w \Lambda^{\ell} g\right)$ and differentiates both sides of (8.7) $d-1$ times to prove it for $\ell+1$.

It follows from (8.7), with $\ell=2 k$ and $m=k \lambda$, that

$$
\begin{equation*}
\left\|g^{(m)}\right\|_{L_{2}(J)} \leq c \sum_{j=0}^{m-1}\left\|g^{(j)}\right\|_{L_{2}(J)}+c\left\|\Lambda^{k} g\right\|_{L_{2}(J)} \tag{8.8}
\end{equation*}
$$

We shall use next the following well-known inequality (see, e.g., [BS])

$$
\begin{equation*}
\left\|g^{(j)}\right\|_{L_{2}(J)} \leq c\left(\delta^{-j}\|g\|_{L_{2}(J)}+\delta^{m-j}\left\|g^{(m)}\right\|_{L_{2}(J)}\right), \quad j=1,2, \ldots, m \tag{8.9}
\end{equation*}
$$

where $\delta>0$ is arbitrary and $c$ depends only on $m$. Combining (8.8) with (8.9) we get, for $0<\delta<1$,

$$
\begin{equation*}
\left\|g^{(m)}\right\|_{L_{2}(J)} \leq c^{*} \delta^{-m+1}\|g\|_{L_{2}(J)}+c^{*} \delta\left\|g^{(m)}\right\|_{L_{2}(J)}+c^{*}\left\|\Lambda^{k} g\right\|_{L_{2}(J)} \tag{8.10}
\end{equation*}
$$

where $c^{*}>1$ is independent of $\delta$. We now select $\delta$ such that $c^{*} \delta=1 / 2$ and bring the second term on the right in (8.10) to the left-hand side. We obtain

$$
\begin{aligned}
\left\|g^{(m)}\right\|_{L_{2}(J)} & \leq c\left(\|g\|_{L_{2}(J)}+\left\|\Lambda^{k} g\right\|_{L_{2}(J)}\right) \\
& \leq c\left(\|w g\|_{L_{2}(I)}+\left\|w \Lambda^{k} g\right\|_{L_{2}(I)}\right) \\
& \leq c\|g\|_{W^{m}\left(L_{2}(I, w)\right)} .
\end{aligned}
$$

Theorem 8.1. If the sequence of spaces $Z_{n}, n=1,2, \ldots$, satisfies (8.2), then the spaces $X_{n}, n=1,2, \ldots$, defined by (8.3) satisfy the Jackson estimates (7.1); i.e., for each univariate function $g \in W^{s}\left(L_{2}(I, w)\right)$, there is a function $r \in X_{n}$ which provides the Jackson estimate

$$
\begin{equation*}
\|g-r\|_{L_{2}(I, w)} \leq c n^{-s}\|g\|_{W^{s}\left(L_{2}(I, w)\right)} \tag{8.11}
\end{equation*}
$$

with $c$ a constant independent of $g$ and $n$.
Proof. Consider the linear operator $T$ that associates with every function $g \in$ $L_{2}(I, w)$ the restriction of $g$ on $J$. Since $w$ is strictly positive on $J, T$ is a bounded operator from $L_{2}(I, w)$ into $L_{2}(J)$. By Lemma 8.1, $T$ is bounded from $W^{m}\left(L_{2}(I, w)\right)$ into $W^{m}\left(L_{2}(J)\right)$ for each $m=2 k(d-1), k=1,2, \ldots$ This implies that, for each
$0<s \leq 2 k(d-1)$ and $\theta:=s /(2 k(d-1)$ ), we have by interpolation (see (6.8) and (8.1)) that for each $g \in W^{s}\left(L_{2}(I, w)\right)$,

$$
\begin{aligned}
\|g\|_{W^{s}\left(L_{2}(J)\right)} & \asymp\|g\|_{\left(L_{2}(J), W^{2 k(d-1)}\left(L_{2}(J)\right)\right)_{\theta, 2}} \\
& \leq c\|g\|_{\left(L_{2}(I, w), W^{2 k(d-1)}\left(L_{2}(I, w)\right)\right)_{\theta, 2}} \asymp\|g\|_{W^{s}\left(L_{2}(I, w)\right)} .
\end{aligned}
$$

Now, given $g \in W^{s}\left(L_{2}(I, w)\right)$, we let $\zeta \in Z_{n}$ satisfy (8.2). Then, from (8.6),

$$
\|g-\zeta\|_{L_{2}(J)} \leq c n^{-s}\|g\|_{W^{s}\left(L_{2}(J)\right)} \leq c n^{-s}\|g\|_{W^{s}\left(L_{2}(I, w)\right)}
$$

Similarly, let $p$ be the best approximation in $L_{2}(I, w)$ to $g$ from $\mathcal{P}_{n}(I)$. Then, from (6.5),

$$
\|g-p\|_{L_{2}(I, w)} \leq n^{-s}\|g\|_{W^{s}\left(L_{2}(I, w)\right)}
$$

It now follows that the function $r \in X_{n}$ defined by (8.3) for these $\zeta$ and $p$ satisfies (8.11).

THEOREM 8.2. If the sequence of spaces $Z_{n}, n=1,2, \ldots$, satisfy (8.2), then for any function $f \in W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)\right)$, there are functions $r_{\omega} \in Z_{n}$ such that

$$
\begin{equation*}
R(\mathbf{x})=\sum_{\omega \in \Omega_{n}} r_{\omega}(\omega \cdot \mathbf{x}) \tag{8.12}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\|f-R\|_{L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)} \leq c n^{-s-(d-1) / 2}\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)\right)} \tag{8.13}
\end{equation*}
$$

with $c$ independent of $f$ and $n$.
Proof. We first recall (see, e.g., [A, Chapter IV]) that $f$ can be extended to a function $f_{0}$ defined on all of $\mathbf{R}^{d}$ such that $f_{0}$ vanishes outside of $\mathbf{B}_{3 / 4}^{d}$ and

$$
\left\|f_{0}\right\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)} \leq c\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)\right)}
$$

with a constant $c$ depending only on $s$ and $d$.
We define $X_{n}$ as in (8.3). From Theorem 8.1, we obtain that condition (7.1) is satisfied. Therefore, from Theorem 7.1 there are functions $r_{\omega} \in X_{n}, \omega \in \Omega_{n}$, such that the function

$$
R(\mathbf{x})=\sum_{\omega \in \Omega_{n}} r_{\omega}(\omega \cdot \mathbf{x})
$$

satisfies

$$
\begin{align*}
\left\|f_{0}-R\right\|_{L_{2}\left(\mathbf{B}^{d}\right)} & \leq c n^{-r-(d-1) / 2}\left\|f_{0}\right\|_{W^{r+(d-1) / 2}\left(L_{2}\left(\mathbf{B}^{d}\right)\right)} \\
& \leq c n^{-r-(d-1) / 2}\|f\|_{W^{r+(d-1) / 2}\left(L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)\right)} . \tag{8.14}
\end{align*}
$$

On the ball $\mathbf{B}_{1 / 2}^{d}, f_{0}=f$ and $r_{\omega}$ is in $Z_{n}$ for each $\omega \in \Omega_{n}$. Therefore, (8.13) follows from (8.14).
9. Examples and further remarks. In this section, we shall give some applications of the results of section 8 . Theorem 8.2 implies that for any sequence of spaces $Z_{n}, n=1,2, \ldots$, contained in $L_{2}(J), J=[-1 / 2,1 / 2]$, that satisfy (8.2) we have the estimate (8.13) for $f \in W^{s+(d-1) / 2}\left(L_{2}(J)\right)$. The condition (8.2) is satisfied by all the standard spaces of approximation such as algebraic polynomials and spline functions (discussed in more detail later in this section). We wish to single out, for further elaboration, one particular example which appears frequently in wavelet theory, as well as in computer aided design.

Let $\phi$ be a univariate function with compact support on $\mathbf{R}$. Let $\ell$ be the smallest integer such that $\phi$ or one of its shifts $\phi(x-k), k \in \mathbf{Z}$, is supported on $[0, \ell]$. If necessary, we can redefine $\phi$ to be one of its integer shifts and thereby require that $\phi$ is supported on $[0, \ell]$. We denote by $\mathcal{S}:=\mathcal{S}(\phi)$ the shift-invariant space which is the $L_{2}(\mathbf{R})$-closure of finite linear combinations of the shifts $\phi(\cdot-j), j \in \mathbf{Z}$, of $\phi$. By dilation, we obtain the univariate spaces

$$
\mathcal{S}^{k}:=\left\{S\left(2^{k} \cdot\right): S \in \mathcal{S}\right\}, \quad k \in \mathbf{Z}
$$

The approximation properties of the family of spaces $\mathcal{S}^{k}$ is well understood. In [ BDR ], there is a complete characterization (in terms of the Fourier transform of $\phi$ ) of when the spaces $\mathcal{S}^{k}$ provide the Jackson estimates

$$
\begin{equation*}
\operatorname{dist}\left(g, \mathcal{S}^{k}\right)_{L_{2}(\mathbf{R})} \leq C 2^{-k s}\|g\|_{W^{s}\left(L_{2}(\mathbf{R})\right)} \tag{9.1}
\end{equation*}
$$

For an integer $s$, we say that $\phi$ satisfies the Strang-Fix conditions of order $s$ if

$$
\begin{equation*}
\hat{\phi}(0) \neq 0, \text { and } D^{j} \hat{\phi}(2 k \pi)=0, k \in \mathbf{Z}, k \neq 0, j=0,1, \ldots, s-1 \tag{9.2}
\end{equation*}
$$

If $\phi$ satisfies (9.2) and $\phi$ is piecewise continuous and of bounded variation, then $\mathcal{S}^{k}$ provides the approximation estimate (9.1) (see, e.g., [DL, Chapter 13]).

We denote by $\mathcal{S}^{k}(J), k \geq 1$, the restrictions of the spaces $\mathcal{S}^{k}$ to the interval $J:=[-1 / 2,1 / 2]$. The functions $\phi\left(2^{k} t-j\right), j=-\ell+1-2^{k-1}, \ldots, 2^{k-1}-1$, span $\mathcal{S}^{k}(J)$. Each function $g$ in $W^{s}\left(L_{2}(J)\right)$ can be extended to $\mathbf{R}$ with

$$
\|g\|_{W^{s}\left(L_{2}(\mathbf{R})\right)} \leq c\|g\|_{W^{s}\left(L_{2}(J)\right)}
$$

It follows therefore that the spaces $\mathcal{S}^{k}(J)$ provide the approximation property (8.2) and hence Theorem 8.2 applies with $n=2^{k}$. The functions $R$ appearing in Theorem 8.2 are of the form

$$
R(\mathbf{x})=\sum_{j=-\ell+1-2^{k-1}}^{2^{k}-1} \sum_{\omega \in \Omega_{2^{k}}} c(j, \omega) \phi\left(2^{k} \mathbf{x} \cdot \omega-j\right)
$$

There is another representation of the functions in $\mathcal{S}^{k}(J)$ related to sigmoidal functions. Let

$$
\begin{equation*}
\sigma(t):=\sum_{j=0}^{\infty} \phi(t-j) \tag{9.3}
\end{equation*}
$$

Then the functions $\sigma\left(2^{k} t-j\right), j=-\ell+1-2^{k-1}, \ldots, 2^{k-1}-1$, also span $\mathcal{S}^{k}(J)$. The function $\sigma$ is 0 for $t$ sufficiently large negative and 1 for $t$ sufficiently large positive. However, it is not necessarily monotone (without additional assumptions on $\phi$ ).

Corollary 9.1. Let $\phi$ satisfy the Strang-Fix conditions (9.2) of order s. Then for each function $f \in W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)\right)$, there is a function

$$
R(\mathbf{x})=\sum_{j=-\ell+1+2^{k-1}}^{2^{k-1}-1} \sum_{\omega \in \Omega_{2^{k}}} c(j, \omega) \sigma\left(2^{k} \mathbf{x} \cdot \omega-j\right)
$$

such that

$$
\|f-R\|_{L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)} \leq c 2^{-(s+(d-1) / 2) k}\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)\right)}, \quad k=1,2, \ldots
$$

with $c$ independent of $f$ and $k$.
For certain choices of $\phi$ above, we obtain that $\sigma$ of (9.3) is a sigmoidal function in the terminology of neural networks. We recall that a sigmoidal function is a nonnegative, monotone, univariate function which has limits $=0$ as $t \rightarrow-\infty$ and $=1$ as $t \rightarrow \infty$. To obtain examples of such sigmoidal functions, we can take $\phi$ to be a B-spline. Let $\phi:=N_{0, s}$, where for each $j \in \mathbf{Z}$ and $s=1,2, \ldots, N_{j, s}:=s^{-1} M_{j, s}$ is the B-spline of order $s$ (see [DL, Chapter 5]) with breakpoints $\frac{j}{2 n}, \ldots, \frac{j+s}{2 n}$. The function

$$
\sigma_{s}(t):=\sum_{j=-s+1}^{\infty} N_{j, s}(t), \quad t \in \mathbf{R}
$$

of (9.3) is a sigmoidal function, and, in the case $s=1$, it is the unit impulse function $\chi_{[0, \infty)}$. The functions $\sigma_{s}\left(t-\frac{j}{2 n}\right), j=-n, \ldots, n+s-1$, form a basis for $\mathcal{S}_{n, s}$ the space of all splines of degree $s-1$ defined on $J$ with breakpoints belonging to the set $\left\{\frac{-n+1}{2 n}, \frac{-n+2}{2 n}, \ldots, \frac{n-1}{2 n}\right\}$. From Theorem 8.2, we obtain the following.

Corollary 9.2. For any $f \in W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)\right)$, there are constants $c(k, \omega)$, $\omega \in \Omega_{n}, k=-n, \ldots, n+s-1$, such that

$$
\begin{equation*}
R(\mathbf{x})=\sum_{\omega \in \Omega_{n}} \sum_{k=-n}^{n+s-1} c(k, \omega) \sigma_{s}\left(\mathbf{x} \cdot \omega-\frac{k}{2 n}\right) \tag{9.4}
\end{equation*}
$$

satisfies

$$
\|f-R\|_{L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)} \leq c n^{-s-(d-1) / 2}\|f\|_{W^{s+(d-1) / 2}\left(L_{2}\left(\mathbf{B}_{1 / 2}^{d}\right)\right)}
$$

with $c$ independent of $f$ and $n$.
The functions $R$ in (9.4) correspond to the outputs of a feed-forward neural network with $O\left(n^{d-1}\right)$ nodes of computation. Thus, the corollary shows that such neural networks have computational efficiency comparable with standard methods of approximation like splines and wavelets.

The special case $s=1$ in Corollary 9.2 is also noteworthy. In this case the function $\sigma$ is the unit-impulse function and the functions $R$ are piecewise constant. The order of approximation provided by Corollary 9.2 is somewhat surprising. One might expect that such piecewise constants could only provide approximation order 1 while the corollary gives approximation order $(d+1) / 2$.

## 10. Appendix.

A1. Proof of (3.4). Since $\mathcal{P}_{n}$ is invariant under rotations, it is sufficient to prove that $\left\langle P(\mathbf{x}), \mathcal{U}_{n}\left(x_{1}\right)\right\rangle=0$ for each $P \in \mathcal{P}_{n-1}$ or that

$$
\left\langle\mathbf{x}^{\mathbf{m}}, \mathcal{U}_{n}\left(x_{1}\right)\right\rangle:=\int_{\mathbf{B}^{d}} \mathbf{x}^{\mathbf{m}} \mathcal{U}_{n}\left(x_{1}\right) d \mathbf{x}=0 \quad \text { when } \quad|\mathbf{m}| \leq n-1
$$

Write

$$
\mathbf{B}_{x_{1}}:=\left\{\mathbf{x}^{\prime}=\left(x_{2}, \ldots, x_{d}\right): x_{2}^{2}+\cdots+x_{d}^{2} \leq 1-x_{1}^{2}\right\}
$$

We have

$$
\left\langle\mathbf{x}^{\mathbf{m}}, \mathcal{U}_{n}\left(x_{1}\right)\right\rangle=\int_{I} x_{1}^{m_{1}}\left(\int_{\mathbf{B}_{x_{1}}} x_{2}^{m_{2}} \ldots x_{d}^{m_{d}} d \mathbf{x}^{\prime}\right) \mathcal{U}_{n}\left(x_{1}\right) d x_{1}
$$

Because of the symmetry it is obvious that the inner integral above is equal to zero if at least one of $m_{2}, \ldots, m_{d}$ is odd. Consider the case when all $m_{2}, \ldots, m_{d}$ are even. We now change the rectangular coordinates in the inner integral to spherical and find

$$
\int_{\mathbf{B}_{x_{1}}} x_{2}^{m_{2}} \ldots x_{d}^{m_{d}} d \mathbf{x}^{\prime}=c \int_{0}^{\left(1-x_{1}^{2}\right)^{1 / 2}} r^{m_{2}+\cdots+m_{d}+d-2} d r=c\left(1-x_{1}^{2}\right)^{\frac{1}{2}\left(m_{2}+\cdots+m_{d}+d-1\right)}
$$

where $c$ depends on $d, m_{2}, \ldots, m_{d}$. Therefore,

$$
\left\langle\mathbf{x}^{m}, C_{n}\left(x_{1}\right)\right\rangle=c \int_{I} x_{1}^{m_{1}}\left(1-x_{1}^{2}\right)^{\frac{1}{2}\left(m_{2}+\cdots+m_{d}\right)} \mathcal{U}_{n}\left(x_{1}\right)\left(1-x_{1}^{2}\right)^{\frac{d-1}{2}} d x_{1}=0
$$

since the univariate polynomial $\mathcal{U}_{n}$ is orthogonal to $\mathcal{P}_{n-1}(I)$ in $L_{2}(I, w)$ (see (3.3) and (2.1)).

A2. Proof of (3.10). We first show that for each $g \in L_{1}\left(I, w_{(d-1) / 2}\right)$
where $t=: \cos \theta, t \in I, \psi \in[0, \pi]$ is the angle between $\xi$ and $\eta(\cos \psi=\xi \cdot \eta),\left|B^{d-2}\right|$ is the volume of the unit ball $B^{d-2}$ in $\mathbf{R}^{d-2},\left|B^{d-2}\right|=\frac{2 \pi^{d / 2-1}}{(d-2) \Gamma(d / 2-1)}$, and $\mathcal{R}$ is the Radon transform defined in (3.23). Indeed, it is easily seen that

$$
\mathcal{R}(g(\eta \cdot \mathbf{x}) ; \xi, t)=\left|B^{d-2}\right| \int_{-\sqrt{1-t^{2}}}^{\sqrt{1-t^{2}}} g(t \cos \psi+v \sin \psi)\left(1-t^{2}-v^{2}\right)^{\frac{d-2}{2}} d v
$$

Substituting $v=\left(1-t^{2}\right)^{1 / 2} u$ in the above integral we get (10.1).
Our second step is to prove that

$$
\begin{equation*}
\mathcal{R}\left(C_{n}^{d / 2}(\eta \cdot \mathbf{x}) ; \xi, t\right)=\left|B^{d-2}\right| \frac{2^{d-1} \Gamma^{2}(d / 2) n!}{\Gamma(n+d)}\left(1-t^{2}\right)^{\frac{d-1}{2}} C_{n}^{d / 2}(t) C_{n}^{d / 2}(\xi \cdot \eta) \tag{10.2}
\end{equation*}
$$

Indeed, the classical addition theorem for Legendre (Gegenbauer) polynomials can be written as follows (see [E, p. 178]):

$$
\begin{aligned}
& C_{n}^{\lambda}(\cos \theta \cos \psi+\sin \theta \sin \psi \cos \varphi) \\
= & \sum_{m=0}^{n} 2^{m}(2 \lambda+2 m-1)(n-m)!\frac{\left[(\lambda)_{m}\right]^{2}}{(2 \lambda-1)_{n+m+1}} \\
\times & (\sin \theta)^{m} C_{n-m}^{\lambda+m}(\cos \theta)(\sin \psi)^{m} C_{n-m}^{\lambda+m}(\cos \psi) C_{m}^{\lambda-1 / 2}(\cos \varphi)
\end{aligned}
$$

and hence, for $\lambda=d / 2$, and $u:=\cos \varphi, u \in I$, we have

$$
\begin{aligned}
& C_{n}^{d / 2}(\cos \theta \cos \psi+u \sin \theta \sin \psi) \\
= & \sum_{m=0}^{n} 2^{m}(d+2 m-1)(n-m)!\frac{\left[(d / 2)_{m}\right]^{2}}{(d-1)_{n+m+1}} \\
\times & (\sin \theta)^{m} C_{n-m}^{d / 2+m}(\cos \theta)(\sin \psi)^{m} C_{n-m}^{d / 2+m}(\cos \psi) C_{m}^{(d-1) / 2}(u)
\end{aligned}
$$

We now insert this into (10.1) and use the fact that $C_{m}^{(d-1) / 2}(u), m=1,2, \ldots$, are orthogonal to the constants in $L_{2}\left(I, w_{(d-1) / 2}\right)$ to obtain

$$
\begin{aligned}
& \mathcal{R}\left(C_{n}^{d / 2}(\eta \cdot \mathbf{x}) ; \xi, t\right) \\
= & \left|B^{d-2}\right|\left(1-t^{2}\right)^{(d-1) / 2} \frac{(d-1) n!}{(d-1)_{n+1}} C_{n}^{d / 2}(\cos \theta) C_{n}^{d / 2}(\cos \psi) \int_{I}\left(1-u^{2}\right)^{(d-2) / 2} d u
\end{aligned}
$$

This implies (10.2).
We finally use (10.2) to obtain

$$
\begin{aligned}
& \int_{\mathbf{B}^{d}} C_{n}^{d / 2}(\eta \cdot \mathbf{x}) C_{n}^{d / 2}(\xi \cdot \mathbf{x}) d \mathbf{x}=\int_{I} \mathcal{R}\left(C_{n}^{d / 2}(\eta \cdot \mathbf{x}) ; \xi, t\right) C_{n}^{d / 2}(t) d t \\
= & \left|B^{d-2}\right| \frac{2^{d-1} \Gamma^{2}(d / 2) n!}{\Gamma(n+d)} C_{n}^{d / 2}(\eta \cdot \xi) \int_{I}\left[C_{n}^{d / 2}(t)\right]^{2}\left(1-t^{2}\right)^{(d-1) / 2} d t \\
= & \gamma_{n, d} C_{n}^{d / 2}(\eta \cdot \xi),
\end{aligned}
$$

where

$$
\gamma_{n, d}:=\left|B^{d-2}\right| \frac{2^{d-1} \Gamma^{2}\left(\frac{d}{2}\right) n!}{\Gamma(n+d)} h_{n, d / 2}
$$

Simple calculations show that this is (3.10). See [RK].
A3. Proof of (3.16). The following relation between contiguous Gegenbauer polynomials holds (see [E, p. 178], (36)):

$$
(n+\lambda) C_{n+1}^{\lambda-1}=(\lambda-1)\left[C_{n+1}^{\lambda}-C_{n-1}^{\lambda}\right], \quad \lambda>1
$$

Also, $C_{0}^{\lambda}(t)=1$ and $C_{1}^{\lambda}(t)=2 \lambda t$. These identities readily imply

$$
\begin{equation*}
C_{n}^{\lambda}=\sum_{j=0}^{[n / 2]} \frac{n-2 j+\lambda-1}{\lambda-1} C_{n-2 j}^{\lambda-1} . \tag{10.3}
\end{equation*}
$$

Simple calculations show that (10.3) with $\lambda=d / 2(d>2)$ is (3.16).
A4. Proof of (3.11). Identity (3.11) follows from the fact that $\mathcal{U}_{n}(\xi \cdot \mathbf{x})$ (as a function of $\xi$ ) is a spherical polynomial in $\mathcal{H}_{n} \oplus \mathcal{H}_{n-2} \oplus \cdots \oplus \mathcal{H}_{\epsilon}$ and $\nu_{n} \mathcal{U}_{n}(\xi \cdot \eta) / \mathcal{U}_{n}(1)$ is the reproducing kernel for this space (see (3.17)).
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## BULK AND CONTACT ENERGIES: NUCLEATION AND RELAXATION*

## IRENE FONSECA ${ }^{\dagger}$ AND GIOVANNI LEONI ${ }^{\ddagger}$

Abstract. An integral representation formula in $B V\left(\Omega ; \mathbb{R}^{p}\right)$ for the relaxation $\mathcal{H}(u, \Omega)$ with respect to the $L^{1}$ topology of functionals of the general form

$$
H(u, \Omega):=\int_{\Omega} h(x, u(x), \nabla u(x)) d x+\int_{\partial \Omega} \theta(x, T u(x)) d H_{N-1}(x), \quad u \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right),
$$

is obtained. Here $\Omega \subset \mathbb{R}^{N}$ is an open, bounded set of class $C^{2}, T$ is the trace operator on $\partial \Omega$, and $H_{N-1}$ is the $N-1$-dimensional Hausdorff measure. The main hypotheses on the functions $h$ and $\theta$ are that $h(x, u, \cdot)$ is quasiconvex and has linear growth, and that $\theta(x, \cdot)$ is Lipschitz. The understanding of nucleation phenomena for materials undergoing phase transitions leads to the study of constrained minimization problems of the type

$$
\inf \left\{\mathcal{H}(u, \Omega)+\int_{\Omega} \tau(x, u(x)) d x: u \in B V(\Omega ; K)\right\}
$$

where $K$ is a nonempty compact subset of $\mathbb{R}^{p}$, and $\tau: \Omega \times K \rightarrow \mathbb{R}$ is a continuous function. It is shown that if $\tau(x, \cdot)$ is a double well potential vanishing only at $\alpha$ and $\beta$, then minimizers $u$ of the total energy are given by pure phases; that is, there exists $\Omega_{u} \subset \Omega$ such that $u(x)=\alpha$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega_{u}$ (liquid) and $u(x)=\beta$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega \backslash \Omega_{u}$ (solid). This conclusion is closely related to results previously obtained by Visintin, and where the interfacial energy is assumed to satisfy a generalized co-area formula. Here this condition is replaced by a property which may be verified by energies for which the co-area formula might not hold.
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1. Introduction. This paper is divided into two parts. In the first part we obtain an integral representation formula in $B V\left(\Omega ; \mathbb{R}^{p}\right)$ for the relaxation $\mathcal{H}(u, \Omega)$ with respect to the $L^{1}$ topology of functionals of the general form
$H(u, \Omega):=\int_{\Omega} h(x, u(x), \nabla u(x)) d x+\int_{\partial \Omega} \theta(x, T u(x)) d H_{N-1}(x), \quad u \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)$,
where $\Omega \subset \mathbb{R}^{N}$ is an open, bounded set of class $C^{2}, T$ is the trace operator on $\partial \Omega$, and $H_{N-1}$ is the $N$-1-dimensional Hausdorff measure. The main hypotheses on the functions $h$ and $\theta$ are that $h(x, u, \cdot)$ is quasiconvex and has linear growth, and that $\theta(x, \cdot)$ is Lipschitz.
[^9]Under a degenerate coercivity assumption on $h(x, u, \cdot)$ we obtain the following integral representation for $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$ :

$$
\begin{align*}
\mathcal{H}(u, \Omega)= & \int_{\Omega} h(x, u(x), \nabla u(x)) d x+\int_{\Omega} h^{\infty}(x, u(x), d C(u)) \\
& +\int_{S(u) \cap \Omega} K_{h}\left(x, u^{-}(x), u^{+}(x), \nu_{u}(x)\right) d H_{N-1}(x)  \tag{1.2}\\
& +\int_{\partial \Omega} \theta(x, T u(x)) d H_{N-1}(x),
\end{align*}
$$

where $\nabla u$ is the density of the absolutely continuous part of the distributional derivative $D u$ with respect to the $N$-dimensional Lebesgue measure $\mathcal{L}^{N},\left(u^{+}-u^{-}\right)$is the jump across the interface $S(u)$, and $C(u)$ is the Cantor part of $D u$. For the canonical model where $h(x, u, \nabla u):=\sigma|\nabla u|, \sigma>0$, the relaxed energy $\mathcal{H}(u, \Omega)$ reduces to

$$
\begin{equation*}
\mathcal{H}(u, \Omega)=\sigma \int_{\Omega}|D u|+\int_{\partial \Omega} \theta(x, T u) d H_{N-1}, \quad u \in B V\left(\Omega ; \mathbb{R}^{p}\right) \tag{1.3}
\end{equation*}
$$

In the scalar case where $p=1$, the lower semicontinuity of the functional (1.3) was proved by Massari and Pepe [MP] when $\theta(x, u):=\hat{\sigma}|u|$, with $|\hat{\sigma}| \leq \sigma$, and by Modica [Mo2] under the assumption that

$$
\begin{equation*}
\left|\theta(x, u)-\theta\left(x, u_{1}\right)\right| \leq \sigma\left|u-u_{1}\right| \tag{1.4}
\end{equation*}
$$

for all $x \in \partial \Omega$ and all $u, u_{1} \in \mathbb{R}$.
One of the motivations for the introduction of a relaxed energy is that nonconvex variational problems may not have a minimizer in the space of smooth functions; therefore, in order to apply the direct method of calculus of variations one has to extend the original functional. Although Sobolev spaces are considered to be the natural extension to the space of smooth functions, in recent years the theory of phase transitions, and the need to determine effective energies for materials exhibiting instabilities such as fractures and defects, have led us to further extend the domain of functionals of the form (1.1) in order to include functions $u$ which present discontinuities along surfaces. Motivated somewhat by Lebesgue's definition of surface area, Serrin in [Se1, Se2] proposed the following notion for the relaxed energy of $H(u, \Omega)$ (in the case where $\theta \equiv 0$ ):

$$
\mathcal{H}(u, \Omega):=\inf _{\left\{u_{n}\right\}}\left\{\liminf _{n \rightarrow \infty} H\left(u_{n}, \Omega\right): u_{n} \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \quad \text { in } \quad L^{1}\left(\Omega ; \mathbb{R}^{p}\right)\right\} .
$$

One of the main issues in the calculus of variations concerns the search and characterization of an integral representation for $\mathcal{H}(u, \Omega)$ in the space $B V\left(\Omega ; \mathbb{R}^{p}\right)$.

In the scalar case where $p=1$ and $h(x, u, \cdot)$ is convex, the integral representation (1.2) was first obtained by Goffman and Serrin [GSe] when $h=h(\nabla u)$ (see also [Re]), and by Giaquinta, Modica, and Souček [GMS] for $h=h(x, \nabla u)$. These results were then extended by Dal Maso [DM] who considered the general case where $h=h(x, u, \nabla u)$ and emphasized the important role of the coercivity condition in establishing (1.2). Indeed, Dal Maso showed that, while (1.2) holds for nonnegative functions $h=h(u, \nabla u)$ without any lower bound on $h$, when $h=h(x, \nabla u)$, or, more generally, when $h=h(x, u, \nabla u)$, the representation (1.2) may fail unless one requires a weak coercivity assumption of the form

$$
\begin{equation*}
h(x, u, \nabla u) \geq g(x, u)|\nabla u| . \tag{1.5}
\end{equation*}
$$

In the vectorial case where $p>1$ and $h(x, u, \cdot)$ is quasiconvex, Ambrosio and Dal Maso [ADM2] proved (1.2) when $h=h(\nabla u)$ and without (1.5). Independently, Fonseca and Müller [FM2] obtained this result for general functions $h(x, u, \nabla u)$ which verify (1.5).

In all the works mentioned above $\theta \equiv 0$, and one of the purposes of this paper is to extend these results to the new case where possibly $\theta \not \equiv 0$. The relaxation of functionals of the type (1.1) arises in the van der Waals-Cahn-Hilliard theory of phase transitions for fluids (cf. [vdW, CH1, CH 2]). In this context the boundary term $\int_{\partial \Omega} \theta(x, T u) d H_{N-1}$ represents the contact energy between the fluid and the container walls, where $\theta(x, u)$ is the contact energy per unit area when the density is $u$ (see [C, G, Mo1]).

We present here two relaxation results. In Theorem 3.5 we show that, without any a priori coercivity on the function $h$, the functional on the right-hand side of (1.2) actually gives the integral representation for the following relaxed energy:

$$
\begin{array}{r}
\mathcal{H}_{b}(u, \Omega)=\inf _{\left\{u_{n}\right\}}\left\{\liminf _{n \rightarrow \infty} H\left(u_{n}, \Omega\right): u_{n} \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \operatorname{in} L^{1}\left(\Omega ; \mathbb{R}^{p}\right),\right. \\
\left.\sup _{n}\left\|u_{n}\right\|_{W^{1,1}}<\infty\right\}
\end{array}
$$

while in Theorem 3.2 we prove that $\mathcal{H}_{b}(u, \Omega)=\mathcal{H}(u, \Omega)$ if $h$ satisfies a condition of the type (1.5). Therefore we may conclude that the right-hand side of (1.2) always coincides with $\mathcal{H}_{b}(u, \Omega)$, and we restate all the results mentioned above by saying that $\mathcal{H}_{b}(u, \Omega)=\mathcal{H}(u, \Omega)$ in the scalar case if either $h=h(u, \nabla u)$ or if $h=h(x, u, \nabla u)$ satisfies (1.5), and in the vectorial case if either $h=h(\nabla u)$ or if $h=h(x, u, \nabla u)$ satisfies (1.5). In the remaining cases it may happen that $\mathcal{H}(u, \Omega)<\mathcal{H}_{b}(u, \Omega)$.

It is worth mentioning that the fact that the relaxation $\mathcal{H}(u, \Omega)$ is simply given by the decoupled sum of the relaxation of the functional $\int_{\Omega} h(x, u, \nabla u) d x$ and the contact energy may be somewhat deceiving, since it hides the competition between the bulk energy and the contact energy. A more insightful way to look at (1.1), and consequently, at (1.2), is perhaps to consider the equivalent form

$$
\begin{align*}
H(u, \Omega)= & \int_{\Omega}\left\{h(x, u(x), \nabla u(x))+\varphi(x) \cdot \nabla u^{T}(x) \nabla_{u} \theta(x, u(x))\right\} d x  \tag{1.6}\\
& +\int_{\Omega} \theta(x, u(x)) \operatorname{div} \varphi(x) d x+\int_{\Omega} \varphi(x) \cdot \nabla_{x} \theta(x, u(x)) d x,
\end{align*}
$$

where $\varphi \in C^{1}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)$ depends only on $\Omega$ and $|\varphi(x)|<1$ in $\Omega$ (see Lemma 2.1). In particular, in the isotropic case where $h(x, u, \nabla u):=\sigma|\nabla u|, \sigma>0$, we obtain

$$
\begin{aligned}
& H(u, \Omega)=\int_{\Omega}\left\{\sigma|\nabla u(x)|+\varphi(x) \cdot \nabla u^{T}(x) \nabla_{u} \theta(x, u(x))\right\} d x \\
&+\int_{\Omega} \theta(x, u(x)) \operatorname{div} \varphi(x) d x+\int_{\Omega} \varphi(x) \cdot \nabla_{x} \theta(x, u(x)) d x
\end{aligned}
$$

and it is clear that the functional $H$ is not bounded from below in general, unless one assumes a condition of the type

$$
\left|\nabla_{u} \theta(x, u)\right| \leq \sigma \quad \text { for a.e. } x \in \Omega \quad \text { and for all } u \in \mathbb{R}^{p},
$$

which is essentially the condition found by Massari and Pepe [MP] and by Modica [Mo2]. We note that once (1.1) is written in the form (1.6), well-known integral
representation results for relaxation of bulk energy functionals apply (see [FM2, FR]). This is illustrated first in section 2 in the scalar case $p=1$ and for a class of energies including the typical ones considered by Visintin (see [V1, V2]),

$$
h(x, u, \xi):=\sigma|\xi|, \quad \theta(x, u):=\hat{\sigma} u
$$

More general models, relevant to the study of anisotropic materials and nonlinear contact forces, are studied in section 3. In particular, degenerate bounds for the bulk energy density $h$, as introduced in [FM2] in the vectorial case, may prove to be useful in the analysis of phase transition problems.

In the second part of the paper, sections 4 and 5 , we are concerned with constrained minimization problems of the type

$$
\inf \left\{\mathcal{H}(u, \Omega)+\int_{\Omega} \tau(x, u(x)) d x: u \in B V(\Omega ; K)\right\}
$$

where $K$ is a nonempty compact set of $\mathbb{R}^{p}$, and $\tau: \Omega \times K \rightarrow \mathbb{R}$ is a continuous function. These kinds of problems have important applications in the study of phase transformations and in nucleation phenomena (cf. [V1, V2]). According to the van der Waals-Cahn-Hilliard theory of phase transitions (cf. [CH1, CH2, vdW]), the total energy of a fluid of total mass $m$ and density $u(x)$, confined in a bounded container $\Omega \subset \mathbb{R}^{N}$, is given by
$E_{\varepsilon}(u):=\varepsilon^{2} \int_{\Omega}|\nabla u|^{2} d x+\int_{\Omega} W_{1}(u) d x+\varepsilon \int_{\partial \Omega} W_{2}(T u) d H_{N-1}, \quad u \in W^{1,1}(\Omega ; \mathbb{R})$,
where the coarse-grain energy $W_{1}(u)$ is a double well potential vanishing only at $\alpha$ and $\beta$ and corresponding to the stable two-phase configuration of the fluid, the gradient term $\varepsilon^{2}|\nabla u|^{2}$ models the interfacial energy across a smooth transition layer, with $\varepsilon$ a small parameter, and $W_{2}$ represents the contact energy between the fluid and the container walls. The stable configurations of the fluid correspond to solutions of the problem (see [C])

$$
\inf \left\{E_{\varepsilon}(u): u \in W^{1,1}(\Omega ; \mathbb{R}), \int_{\Omega} u d x=m\right\}
$$

Confirming a conjecture of Gurtin [G], Modica in [Mo2] was able to show that if a sequence of minimizers $\left\{u_{\varepsilon}\right\}$ converges in $L^{1}$ to a function $u_{0}$, then $u_{0}$ solves the liquid-drop problem

$$
\inf \{\mathcal{H}(u, \Omega): u \in B V(\Omega ;\{\alpha, \beta\})\}
$$

where $\mathcal{H}(u, \Omega)$ is the relaxed energy of

$$
H(u, \Omega)=\int_{\Omega}|\nabla u| d x+\hat{\sigma} \int_{\partial \Omega} T u d H_{N-1}, \quad u \in W^{1,1}(\Omega ; \mathbb{R})
$$

Here $\hat{\sigma}$ depends only on $W_{1}$ and $W_{2}$. The liquid-drop problem admits a solution if and only if $|\hat{\sigma}| \leq 1$. An analogous result is due to Alberti, Bouchitté, and Seppecher [ABS] who recently showed that if the parameter $\varepsilon$ in front of the contact energy in (1.7) is replaced by $\lambda_{\varepsilon}$, where

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon \log \lambda_{\varepsilon}=K \in(0, \infty)
$$

and $W_{2}$ is a double well potential which vanishes only at $\alpha_{1}$ and $\beta_{1}$, then the limit problem is given by a different model for capillarity with line tension. It is worth noting that in this case the effective energy takes the form

$$
\begin{aligned}
\mathcal{H}(u, \Omega) & =\int_{\Omega}|D(G(u))| \\
& +\inf \left\{\int_{\partial \Omega}|G(T u)-G(v)| d H_{N-1}+\frac{K}{\pi} \int_{\partial \Omega}|D v|^{2}: v \in B V\left(\partial \Omega ;\left\{\alpha_{1}, \beta_{1}\right\}\right)\right\}
\end{aligned}
$$

for $u \in B V(\Omega ;\{\alpha, \beta\})$ and $\mathcal{H}(u, \Omega)=\infty$ otherwise. Here $G$ is a primitive of $2 \sqrt{W_{1}}$. It can be seen immediately that in this capillarity model the contact energy is nonlocal and strongly nonlinear, and again this leads us to consider functions $\theta$ other than $\theta(x, u)=\hat{\sigma} u($ see $[\mathrm{V} 1, \mathrm{~V} 2]$ and section 3$)$.

In the last section of the paper we prove some minimization results which are related to solid nucleation. For a complete description of this phenomenon we refer to the recent monograph of Visintin [V1] and to the bibliography contained therein. By solid nucleation we mean the formation of a new solid phase, that is, of a connected component of solid in a liquid. If the new solid phase is formed in the interior of the liquid, the nucleation is called homogeneous, while if it is also in contact with other substances, such as the container, impurities dispersed in the liquid or nucleants, then we name it heterogeneous nucleation (cf. [V1, Ch. VII.2]). By thinking of these impurities or particles as holes in the domain $\Omega$, we can represent the contact energy by an integral term over the boundary of $\Omega$. Furthermore, since the new solid phase is formed through crystallization, and crystals are anisotropic, the classical isotropic interfacial energy $\sigma \int_{\Omega}|D u|$ is now replaced by $\int_{\Omega} h(x, D u)$. In the applications one sees often $h(x, D u)=|A(x) D u|$, where $A(x)$ is a nonnegative definite $N \times N$ tensor (cf. [V1, p. 157]).

The main results of this part are Theorems 5.1 and 5.4 , where we show that minimizers $u$ of the total energy are given by pure phases; that is, there exists $\Omega_{u} \subset \Omega$ such that $u(x)=\alpha$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega_{u}$ (liquid) and $u(x)=\beta$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega \backslash \Omega_{u}$ (solid). This result is closely related to Theorem 2 in [V2], where the interfacial energy is assumed to satisfy a generalized co-area formula. We replace here this condition by some hypotheses which are easy to verify and allow us to include interfacial energies of the form $\int_{\Omega} h(x, D u)$, where $h(x, \cdot)$ is convex and positively homogeneous of degree one, and for which the co-area formula might not hold.
2. Relaxation: A simple model problem. In what follows $\Omega \subset \mathbb{R}^{N}$ is an open, bounded set of class $C^{2}$, and $T$ stands for the trace operator on $\partial \Omega$.

In this section we characterize the relaxed energy $\mathcal{H}$ when
$\left(\mathrm{A}_{1}\right) h: \Omega \times \mathbb{R}^{N} \rightarrow[0,+\infty)$ is a continuous function;
$\left(\mathrm{A}_{2}\right) h(x, \cdot)$ is convex for all $x \in \Omega$;
$\left(\mathrm{A}_{3}\right) \sigma|\xi| \leq h(x, \xi) \leq C(1+|\xi|)$, for some $\sigma, C>0$, and for all $(x, \xi) \in \Omega \times \times \mathbb{R}^{N}$; $\left(\mathrm{A}_{4}\right) \theta(x, u):=\hat{\sigma} u$, for some $|\hat{\sigma}| \leq \sigma$ and for all $(x, u) \in \Omega \times \mathbb{R}$.
The main idea is to rewrite

$$
H(u, \Omega):=\int_{\Omega} h(x, \nabla u(x)) d x+\int_{\partial \Omega} \hat{\sigma} T u(x) d H_{N-1}(x), \quad u \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)
$$

as a bulk energy and then apply known relaxation results from $W^{1,1}$ to $B V$ (see, e.g., [DM, FM2]).

We start with some notation. For any $\nu \in S^{N-1}:=\left\{x \in \mathbb{R}^{N}:|x|=1\right\}$ let $\left\{\nu_{1}, \ldots, \nu_{N-1}, \nu\right\}$ be an orthonormal basis of $\mathbb{R}^{N}$ varying continuously with $\nu$, and
$Q_{\nu}:=\left\{x \in \mathbb{R}^{N}:\left|x \cdot \nu_{i}\right|<1 / 2,|x \cdot \nu|<1 / 2, i=1, \ldots, N-1\right\}$ be a unit cube centered at the origin with two of its faces orthogonal to the direction $\nu$.

If $g$ is a positively homogeneous function of degree one and if $\mu$ is an $\mathbb{R}^{m}$-valued measure, then we define

$$
\int_{\Omega} g(d \mu):=\int_{\Omega} g(\alpha(x)) d|\mu(x)|
$$

where $|\mu|$ is the nonnegative total variation measure of $\mu$, and $\alpha: \Omega \rightarrow S^{m-1}$ is the Radon-Nikodym derivative of $\mu$ with respect to $|\mu|$.

We recall briefly some facts about functions of bounded variation which will be useful in the sequel. A function $u \in L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ is said to be of bounded variation if for all $i=1, \ldots, p$, and $j=1, \ldots, N$, there exists a Radon measure $\mu_{i j}$ such that

$$
\int_{\Omega} u_{i}(x) \frac{\partial \varphi}{\partial x_{j}}(x) d x=-\int_{\Omega} \varphi(x) d \mu_{i j}
$$

for every $\varphi \in C_{0}^{1}(\Omega ; \mathbb{R})$. The distributional derivative $D u$ is the matrix-valued measure with components $\mu_{i j}$. Given $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$ the approximate upper and lower limit of each component $u_{i}, i=1, \ldots, p$, are given by

$$
u_{i}^{+}(x):=\inf \left\{t \in \mathbb{R}: \lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\varepsilon^{N}} \mathcal{L}^{N}\left(\left\{y \in \Omega \cap B(x, \varepsilon): u_{i}(y)>t\right\}\right)=0\right\}
$$

and

$$
u_{i}^{-}(x):=\sup \left\{t \in \mathbb{R}: \lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\varepsilon^{N}} \mathcal{L}^{N}\left(\left\{y \in \Omega \cap B(x, \varepsilon): u_{i}(y)<t\right\}\right)=0\right\}
$$

while the jump set of $u$, or singular set, is defined by

$$
S(u):=\cup_{i=1}^{p}\left\{x \in \Omega: u_{i}^{-}(x)<u_{i}^{+}(x)\right\}
$$

It is well known that $S(u)$ is $N-1$ rectifiable; i.e.,

$$
S(u)=\cup_{n=1}^{\infty} K_{n} \cup E,
$$

where $H_{N-1}(E)=0$ and $K_{n}$ is a compact subset of a $C^{1}$ hypersurface. If $x \in \Omega \backslash S(u)$, then $u(x)$ is taken as the common value of $\left(u_{1}^{+}(x), \ldots, u_{p}^{+}(x)\right)$ and $\left(u_{1}^{-}(x), \ldots, u_{p}^{-}(x)\right)$. It can be shown that $u(x) \in \mathbb{R}^{p}$ for $H_{N-1}$ a.e. $x \in \Omega \backslash S(u)$. Furthermore, for $H_{N-1}$ a.e. $x \in S(u)$ there exist a unit vector $\nu_{u}(x) \in S^{N-1}$, normal to $S(u)$ at $x$, and two vectors $u^{-}(x), u^{+}(x) \in \mathbb{R}^{p}$ (the traces of $u$ on $S(u)$ at the point $x$ ) such that

$$
\lim _{r \rightarrow 0} \frac{1}{r^{N}} \int_{\left\{y \in B\left(x_{0}, r\right):(y-x) \cdot \nu_{u}(x)>0\right\}}\left|u(y)-u^{+}(x)\right|^{N /(N-1)} d y=0
$$

and

$$
\lim _{r \rightarrow 0} \frac{1}{r^{N}} \int_{\left\{y \in B\left(x_{0}, r\right):(y-x) \cdot \nu_{u}(x)<0\right\}}\left|u(y)-u^{-}(x)\right|^{N /(N-1)} d y=0
$$

Note that in general $\left(u_{i}\right)^{+} \neq\left(u^{+}\right)_{i}$ and $\left(u_{i}\right)^{-} \neq\left(u^{-}\right)_{i}$. Moreover, the Sobolev inequality

$$
\left(\int_{\Omega}|u(x)|^{N /(N-1)} d x\right)^{(N-1) / N} \leq C(N)\|u\|_{B V}
$$

holds in $B V\left(\Omega ; \mathbb{R}^{p}\right)$ when $N>1$. Finally, $D u$ may be represented as

$$
D u=\nabla u \mathcal{L}^{N}+\left(u^{+}-u^{-}\right) \otimes \nu_{u} H_{N-1}\lfloor S(u)+C(u)
$$

where $\nabla u$ is the density of the absolutely continuous part of $D u$ with respect to the $N$-dimensional Lebesgue measure $\mathcal{L}^{N}$. These three measures are mutually singular.

Lemma 2.1. There exists $\varphi \in C_{0}^{1}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)$ with $|\varphi(x)|<1$ in $\Omega$ such that for any $v \in B V\left(\Omega ; \mathbb{R}^{p}\right)$,

$$
\int_{\partial \Omega} T v(x) d H_{N-1}(x)=\int_{\Omega} v(x) \operatorname{div} \varphi(x) d x+\int_{\Omega} \varphi(x) \cdot d(D(v(x))) .
$$

Proof. Since $\partial \Omega$ is compact and of class $C^{2}$, we can find a finite open covering $\left\{U_{j}\right\}_{j}$ of $\partial \Omega$, where $U_{j}$ are balls centered at points of $\partial \Omega, j=1, \ldots, P$, and for each $U_{j}$ there is a $C^{2}$ diffeomorphism $\Phi_{j}: U_{j} \rightarrow \Phi_{j}\left(U_{j}\right)$ such that $\Phi_{j}\left(U_{j}\right) \subset B\left(0, R_{j}\right) \subset \mathbb{R}^{N}$ for some $R_{j}>0$,

$$
\begin{equation*}
\Omega \cap U_{j}=\left\{x \in U_{j}:\left(\Phi_{j}(x)\right)_{N}<0\right\} \tag{2.1}
\end{equation*}
$$

and for $x \in \partial \Omega \cap U_{j}$ the exterior normal to $\partial \Omega$ at $x$ is given by

$$
n(x, \Omega)=\frac{\nabla \Phi_{j}^{T}(x) e_{N}}{\left|\nabla \Phi_{j}^{T}(x) e_{N}\right|}
$$

Let $\Psi$ be a partition of the unity for $\cup_{j=1}^{P} U_{j}$ subordinate to $\left\{U_{j}\right\}_{j}$. For any $\psi \in \Psi$ there exists $j \in\{1, \ldots, P\}$ such that $\psi \in C_{0}^{\infty}\left(U_{j}\right)$, and we define

$$
\begin{equation*}
\varphi_{\psi}(x):=\frac{\nabla \Phi_{j}^{T}(x) e_{N}}{\left|\nabla \Phi_{j}^{T}(x) e_{N}\right|}\left(1+\frac{\left(\Phi_{j}(x)\right)_{N}}{R_{j}}\right) \psi(x) \tag{2.2}
\end{equation*}
$$

then $\varphi_{\psi}(x) \in C_{0}^{1}\left(U_{j} ; \mathbb{R}^{N}\right)$ and $\left|\varphi_{\psi}(x)\right|<1$ for $x \in \Omega \cap U_{j}$. If we set $\varphi_{\psi}$ to be zero outside $U_{j}$ we obtain that $\varphi_{\psi}(x) \in C_{0}^{1}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)$, and thus we can apply the trace theorem (cf. [EG, Thm. 5.3.1]) to the $B V$ function $v$, and we have

$$
\begin{aligned}
\int_{\partial \Omega} \varphi_{\psi}(x) \cdot n & (x, \Omega) T v(x) d H_{N-1}(x) \\
= & \int_{\Omega} v(x) \operatorname{div} \varphi_{\psi}(x) d x+\int_{\Omega} \varphi_{\psi}(x) \cdot d(D(v(x)))
\end{aligned}
$$

On the other hand, since by $(2.1) \varphi_{\psi}(x)=n(x, \Omega) \psi(x)$ if $x \in \partial \Omega \cap U_{j}$, while $\varphi_{\psi}(x)=0$ if $x \in \partial \Omega \backslash U_{j}$, we get

$$
\int_{\partial \Omega} \varphi_{\psi}(x) \cdot n(x, \Omega) T v(x) d H_{N-1}(x)=\int_{\partial \Omega} \psi(x) T v(x) d H_{N-1}(x)
$$

Hence

$$
\begin{aligned}
\int_{\partial \Omega} T v(x) & d H_{N-1}(x)=\sum_{\psi \in \Psi} \int_{\partial \Omega} \psi(x) T v(x) d H_{N-1}(x) \\
& =\int_{\Omega} v(x) \operatorname{div}\left(\sum_{\psi \in \Psi} \varphi_{\psi}(x)\right) d x+\int_{\Omega}\left(\sum_{\psi \in \Psi} \varphi_{\psi}(x)\right) \cdot d(D(v(x))) .
\end{aligned}
$$

The proof of Lemma 2.1 is complete if we show that $\varphi(x):=\sum_{\psi \in \Psi} \varphi_{\psi}(x)$ satisfies $|\varphi(x)|<1$ in $\Omega$. Fix $x \in \Omega$. If $x \notin \cup_{j=1}^{P} U_{j}$, then $\varphi(x)=0$. If $x \in \cup_{j=1}^{P} U_{j}$, then $\sum_{\psi \in \Psi} \psi(x)=1$, and so there exists at least one $\psi_{0} \in \Psi$ such that $\psi_{0}(x)>0$. Let $j \in\{1, \ldots, P\}$ be such that $\psi_{0} \in C_{0}^{\infty}\left(U_{j}\right)$. Then by (2.1) and (2.2)

$$
\left|\varphi_{\psi_{0}}(x)\right|=\left(1+\frac{\left(\Phi_{j}(x)\right)_{N}}{R_{j}}\right) \psi_{0}(x)<\psi_{0}(x)
$$

and consequently, since $\psi(x)=0$ for all but finitely many $\psi \in \Psi$,

$$
|\varphi(x)| \leq \sum_{\psi \in \Psi}\left|\varphi_{\psi}(x)\right|<\sum_{\psi \in \Psi} \psi(x)=1
$$

Using this lemma, we are now in position to obtain an integral representation for the relaxed energy

$$
\mathcal{H}(u, \Omega):=\inf _{\left\{u_{n}\right\}}\left\{\liminf _{n \rightarrow \infty} H\left(u_{n}, \Omega\right): u_{n} \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \quad \text { in } \quad L^{1}\left(\Omega ; \mathbb{R}^{p}\right)\right\}
$$

Theorem 2.2. We have that

$$
\begin{aligned}
\mathcal{H}(u, \Omega)= & \int_{\Omega} h(x, \nabla u(x)) d x+\int_{\Omega} h^{\infty}(x, d C(u)) \\
& +\int_{S(u) \cap \Omega} h^{\infty}\left(x,\left(u^{+}(x)-u^{+}(x)\right) \otimes \nu_{u}(x)\right) d H_{N-1}(x) \\
& +\int_{\partial \Omega} \hat{\sigma} T u(x) d H_{N-1}(x)
\end{aligned}
$$

where the recession function $h^{\infty}$ of $h$ is defined as

$$
h^{\infty}(x, \xi):=\lim _{t \rightarrow \infty} \frac{h(x, t \xi)}{t}
$$

Proof. In light of Lemma 2.1 we may rewrite the energy $H(u, \Omega)$ as

$$
\begin{aligned}
H(u, \Omega) & =\int_{\Omega}[h(x, \nabla u(x))+\hat{\sigma} \varphi(x) \cdot \nabla u(x)] d x+\int_{\Omega} \hat{\sigma} u(x) \operatorname{div} \varphi(x) d x \\
& =\int_{\Omega} f(x, \nabla u(x)) d x+\int_{\Omega} \hat{\sigma} u(x) \operatorname{div} \varphi(x) d x
\end{aligned}
$$

where $|\varphi|<1$ in $\Omega$, and $f(x, \xi):=h(x, \xi)+\hat{\sigma} \varphi(x) \cdot \xi$. Since

$$
(\sigma-\hat{\sigma}|\varphi(x)|)|\xi| \leq f(x, \xi) \leq C^{\prime}(1+|\xi|)
$$

for some $C^{\prime}>0$, we may use the relaxation arguments introduced in [FM1, FM2], taking into account that the relaxation method is local, so that on each ball $B\left(x_{0}, \varepsilon\right) \subset \subset \Omega$ there is an upper bound $|\varphi(x)|<\alpha<1$ and thus $f$ is coercive. Therefore, and in view of the strong continuity in $L^{1}$ of the mapping

$$
u \mapsto \int_{\Omega} \hat{\sigma} u(x) \operatorname{div} \varphi(x) d x
$$

we conclude that (see also [ADM2, DM])

$$
\begin{aligned}
& \mathcal{H}(u, \Omega)=\int_{\Omega} f(x, \nabla u(x)) d x+\int_{\Omega} f^{\infty}(x, d C(u)) \\
& \quad+\int_{S(u) \cap \Omega} f^{\infty}\left(x,\left(u^{+}(x)-u^{+}(x)\right) \otimes \nu_{u}(x)\right) d H_{N-1}(x)+\int_{\Omega} \hat{\sigma} u(x) \operatorname{div} \varphi(x) d x \\
& \quad=\int_{\Omega} h(x, \nabla u(x)) d x+\int_{\Omega} h^{\infty}(x, d C(u)) \\
& \quad+\int_{S(u) \cap \Omega} h^{\infty}\left(x,\left(u^{+}(x)-u^{+}(x)\right) \otimes \nu_{u}(x)\right) d H_{N-1}(x)+\int_{\partial \Omega} \hat{\sigma} T u(x) d H_{N-1}(x)
\end{aligned}
$$

where we have used once again Lemma 2.1 in the last equality.
3. Relaxation: A general model. Here we consider a more general model corresponding to the functional

$$
H(u, \Omega):=\int_{\Omega} h(x, u(x), \nabla u(x)) d x+\int_{\partial \Omega} \theta(x, T u(x)) d H_{N-1}(x)
$$

defined on the Sobolev space $W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)$, where $\Omega \subset \mathbb{R}^{N}$ is an open, bounded set of class $C^{2}, T$ is the trace operator on $\partial \Omega, H_{N-1}$ is the $N-1$-dimensional Hausdorff measure, and the functions

$$
h: \Omega \times \mathbb{R}^{p} \times \mathbb{M}^{p \times N} \rightarrow[0, \infty), \quad \theta: \partial \Omega \times \mathbb{R}^{p} \rightarrow \mathbb{R}
$$

satisfy the following hypotheses:
$\left(\mathrm{H}_{1}\right) h$ is continuous;
$\left(\mathrm{H}_{2}\right) h(x, u, \cdot)$ is quasiconvex for all $(x, u) \in \Omega \times \mathbb{R}^{p}$;
$\left(\mathrm{H}_{3}\right)$ there exist a nonnegative, bounded, continuous function $g: \Omega \times \mathbb{R}^{p} \rightarrow[0, \infty)$ and a constant $C>0$ such that

$$
\begin{equation*}
g(x, u)|\xi| \leq h(x, u, \xi) \leq C g(x, u)(1+|\xi|) \tag{3.1}
\end{equation*}
$$

for all $(x, u, \xi) \in \Omega \times \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$, where $\mathbb{M}^{p \times N}$ is the vector space of $p \times N$ matrices;
$\left(\mathrm{H}_{4}\right)$ for every $x_{0} \in \Omega$ and $\delta>0$ there exists $\varepsilon>0$ such that

$$
\begin{equation*}
h\left(x_{0}, u, \xi\right)-h(x, u, \xi) \leq \delta(1+g(x, u)|\xi|) \tag{3.2}
\end{equation*}
$$

for all $x \in \Omega$ with $\left|x-x_{0}\right| \leq \varepsilon$ and for all $(u, \xi) \in \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$;
$\left(\mathrm{H}_{5}\right)$ there exist $C^{\prime}>0$ and $m \in(0,1)$ such that

$$
\left|h^{\infty}(x, u, \xi)-h(x, u, \xi)\right| \leq C^{\prime} g(x, u)\left(1+|\xi|^{1-m}\right)
$$

for all $(x, u, \xi) \in \Omega \times \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$, where the recession function $h^{\infty}$ of $h$ is defined as

$$
h^{\infty}(x, u, \xi):=\limsup _{t \rightarrow \infty} \frac{h(x, u, t \xi)}{t}
$$

$\left(\mathrm{H}_{6}\right) \theta$ admits an extension $\theta \in C\left(\bar{\Omega} \times \mathbb{R}^{p} ; \mathbb{R}\right) \cap C^{1}\left(\Omega \times \mathbb{R}^{p} ; \mathbb{R}\right)$ such that

$$
\left|\nabla_{x} \theta(x, u)\right| \leq a_{1}(x)+C_{1}\left(1+|u|^{q_{c}}\right)
$$

for $\mathcal{L}^{N}$ a.e. $x \in \Omega$ and all $u \in \mathbb{R}^{p}$, where $a_{1} \in L^{1}(\Omega, \mathbb{R}), C_{1}>0$, and $q_{c}$ is the Sobolev exponent $q_{c}:=N /(N-1)$ if $N>1$ and $q_{c}<\infty$ if $N=1$. Moreover, for every $x_{0} \in \Omega$ and $\delta>0$ there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\left|\nabla_{u} \theta\left(x_{0}, u\right)-\nabla_{u} \theta(x, u)\right| \leq \delta g(x, u) \tag{3.3}
\end{equation*}
$$

for all $x \in \Omega$ with $\left|x-x_{0}\right| \leq \varepsilon$ and for all $u \in \mathbb{R}^{p}$;
$\left(\mathrm{H}_{7}\right) g(x, u) \geq\left|\nabla_{u} \theta(x, u)\right|$ for all $(x, u) \in \Omega \times \mathbb{R}^{p}$.
Remark 3.1. (i) Conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{5}\right)$ were considered by Fonseca and Müller (see [FM2]), who treated the case where $\theta \equiv 0$. Actually, in [FM2] hypothesis (H4) included:
$(\mathrm{H} 4)_{1}$ For every compact set $K \Subset \Omega \times \mathbb{R}^{p}$ there exists a continuous function $\omega:[0, \infty) \rightarrow[0, \infty)$, with $\omega(0)=0$, such that

$$
\left|h(x, u, \xi)-h\left(x_{1}, u_{1}, \xi\right)\right| \leq \omega\left(\left|x-x_{1}\right|+\left|u-u_{1}\right|\right)(1+|\xi|)
$$

for all $(x, u, \xi),\left(x_{1}, u_{1}, \xi\right) \in K \times \mathbb{M}^{p \times N}$.
As it turns out, this property follows from (H1), (H2), (H5). Indeed using the fact that the recession function $h^{\infty}$ of $h$ is still quasiconvex and is positively homogeneous of degree one in the $\xi$ variable (see [FM2, M]), by (H1), (H2), (H5), it is possible to show that $h^{\infty}$ is actually continuous in $\Omega \times \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$ and, in turn, that $h$ satisfies condition $(\mathrm{H} 4)_{1}$ of [FM2]. We omit the details.
(ii) By the mean value theorem and conditions $\left(\mathrm{H}_{3}\right)$ and $\left(\mathrm{H}_{7}\right)$ we have

$$
\begin{equation*}
\left|\theta(x, u)-\theta\left(x, u_{1}\right)\right| \leq\left|\nabla_{u} \theta(x, \hat{u})\right|\left|u-u_{1}\right| \leq\left|\left|g \|_{L^{\infty}}\right| u-u_{1}\right| \tag{3.4}
\end{equation*}
$$

for all $x \in \Omega$ and all $u, u_{1} \in \mathbb{R}^{p}$. Taking $u_{1}=0$ it follows by $\left(\mathrm{H}_{6}\right)$ and (3.4) that

$$
\begin{equation*}
|\theta(x, u)| \leq\|g\|_{L^{\infty}}|u|+\|\theta(x, 0)\|_{L^{\infty}} \tag{3.5}
\end{equation*}
$$

for all $(x, u) \in \Omega \times \mathbb{R}^{p}$. This growth condition, together with (3.1), implies in particular that the functional $H(u, \Omega)$ is well defined and finite for $u \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)$.
(iii) A typical example of the energy densities is (see Visintin [V1, V2] and section 2)

$$
\begin{equation*}
h(x, u, \xi):=\sigma|\xi|, \quad \theta(x, u):=\hat{\sigma} u \tag{3.6}
\end{equation*}
$$

where $\sigma>0$ and $\hat{\sigma} \in \mathbb{R}$. It is easy to see that conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{6}\right)$ hold with $g(x, u):=\sigma$, while assumption $\left(\mathrm{H}_{7}\right)$ reduces to the inequality $|\hat{\sigma}| \leq \sigma$. More generally, $\left(\mathrm{H}_{6}\right)$ is trivially satisfied if $\theta=\theta(u)$.
(iv) If in (1.3) we take $\theta(x, u):=\hat{\sigma}|u|$ for $(x, u) \in \partial \Omega \times \mathbb{R}^{p}$ (cf. [MP]), then it is possible to extend $\theta$ to $\bar{\Omega} \times \mathbb{R}^{p}$ as follows:

$$
\theta(x, u):=\hat{\sigma} \sqrt{|u|^{2}+\psi^{2}(x)}
$$

where $\psi \in C^{1}(\bar{\Omega} ; \mathbb{R})$ is such that $\psi(x)>0$ for $x \in \Omega$ and $\psi(x)=0$ for $x \in \partial \Omega$. Conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{7}\right)$ are then verified with $g(x, u):=\sigma$, provided $|\hat{\sigma}| \leq \sigma$. The problem of finding an extension of $\theta: \partial \Omega \times \mathbb{R}^{p} \rightarrow \mathbb{R}$ to $\bar{\Omega} \times \mathbb{R}^{p}$ which satisfies $\left(\mathrm{H}_{6}\right)$ $\left(\mathrm{H}_{7}\right)$ for the functional (1.3), and when (1.4) holds, will be addressed in a forthcoming paper.

Our goal in this section is to generalize the integral representation obtained in section 2 to the relaxed energy of $H(u, \Omega)$ in $B V\left(\Omega ; \mathbb{R}^{p}\right)$ with respect to the $L^{1}$ topology; that is,

$$
\mathcal{H}(u, \Omega):=\inf _{\left\{u_{n}\right\}}\left\{\liminf _{n \rightarrow \infty} H\left(u_{n}, \Omega\right): u_{n} \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \quad \text { in } \quad L^{1}\left(\Omega ; \mathbb{R}^{p}\right)\right\}
$$

From the definition of $\mathcal{H}(u, \Omega)$ it follows immediately that the functional $\mathcal{H}(u, \Omega)$ is lower semicontinuous in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$.

Before stating the main theorems of this section we introduce the surface energy associated with the function $h$. For fixed $a, b \in \mathbb{R}^{p}$ we define $\mathcal{A}(a, b, \nu)$ as the class of all functions $\psi \in W^{1,1}\left(Q_{\nu} ; \mathbb{R}^{p}\right)$ such that

$$
T \psi(y)= \begin{cases}a & \text { if } y \cdot \nu=-1 / 2 \\ b & \text { if } y \cdot \nu=1 / 2\end{cases}
$$

and which are periodic of period one in the remaining directions $\nu_{1}, \ldots, \nu_{N-1}$. The surface energy associated with the function $h, K_{h}(x, a, b, \nu)$, is defined by

$$
K_{h}(x, a, b, \nu):=\inf \left\{\int_{Q_{\nu}} h^{\infty}(x, \psi(y), \nabla \psi(y)) d y: \psi \in \mathcal{A}(a, b, \nu)\right\}
$$

For a detailed study of the properties of the function $K_{h}(x, a, b, \nu)$ we refer to [FR].
For $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$ we define the functional

$$
\begin{aligned}
& \mathcal{L}(u, \Omega):=\int_{\Omega} h(x, u(x), \nabla u(x)) d x+\int_{\Omega} h^{\infty}(x, u(x), d C(u)) \\
& \quad+\int_{S(u) \cap \Omega} K_{h}\left(x, u^{-}(x), u^{+}(x), \nu_{u}(x)\right) d H_{N-1}(x)+\int_{\partial \Omega} \theta(x, T u(x)) d H_{N-1}(x)
\end{aligned}
$$

Theorem 3.2. Let $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{7}\right)$ hold. If $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, then

$$
\mathcal{H}(u, \Omega)=\mathcal{L}(u, \Omega)
$$

Corollary 3.3. If $h=h(x, \xi)$, then

$$
\begin{aligned}
\mathcal{H}(u, \Omega)= & \int_{\Omega} h(x, \nabla u(x)) d x+\int_{\Omega} h^{\infty}(x, d C(u)) \\
& +\int_{S(u) \cap \Omega} h^{\infty}\left(x,\left(u^{+}(x)-u^{-}(x)\right) \otimes \nu_{u}(x)\right) d H_{N-1}(x) \\
& +\int_{\partial \Omega} \theta(x, T u(x)) d H_{N-1}(x)
\end{aligned}
$$

The proof of Corollary 3.3 follows from Remark 2.17 in [FM2].
Remark 3.4. (i) Rather surprisingly, in general the functional $\mathcal{L}(u, \Omega)$ is not lower semicontinuous in $L^{1}$ if the domain $\Omega$ is only Lipschitz. This fact was first pointed out by Modica in [Mo2] who gave the following simple example. Let $\Omega:=(0,1) \times(0,1) \subset$ $\mathbb{R}^{2}$ and take $h$ and $\theta$ as in (3.6), with $-\sigma \leq \hat{\sigma}<-\sigma \sqrt{2} / 2$. Then $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{7}\right)$ are satisfied (see Remark 3.1(iii)), and

$$
\mathcal{L}(u, \Omega)=\sigma \int_{\Omega}|D u|+\hat{\sigma} \int_{\partial \Omega} T u d H_{1}, \quad u \in B V(\Omega ; \mathbb{R})
$$

Consider the sequence

$$
u_{n}\left(x_{1}, x_{2}\right):= \begin{cases}0 & \text { if } x_{1}+x_{2} \geq 1 / n \\ n & \text { if } x_{1}+x_{2}<1 / n\end{cases}
$$

Then $u_{n}(x) \rightarrow 0$ in $L^{1}(\Omega ; \mathbb{R})$ but $\mathcal{L}\left(u_{n}, \Omega\right)=\sigma \sqrt{2}+2 \hat{\sigma}<\mathcal{L}(0, \Omega)=0$, and this shows that $\mathcal{H}(u, \Omega) \neq \mathcal{L}(u, \Omega)$ since $\mathcal{H}(u, \Omega)$ is lower semicontinuous in $L^{1}$.

It is worth noting that in the special case where $\theta(x, u)=\hat{\sigma}|u-\psi(x)|$ in (1.3), with $|\hat{\sigma}| \leq \sigma$ and $\psi \in L^{1}(\partial \Omega ; \mathbb{R})$, one can still prove lower semicontinuity of $\mathcal{L}$ for Lipschitz subdomains of $\mathbb{R}^{N}$. The first result in this direction is due to Massari and Pepe [MP] who treated the case where $\psi \equiv 0$. Modica [Mo2] then extended it to include $\psi \in L^{1}(\partial \Omega ; \mathbb{R})$. The idea in [MP, Mo2] is to find a function $\hat{\psi} \in B V\left(\mathbb{R}^{N} \backslash \bar{\Omega} ; \mathbb{R}\right)$ whose trace is $\psi$ and then use an extension theorem (see [EG, Thm. 5.4.1]) to rewrite the integral $\int_{\partial \Omega}|T u-\psi| d H_{N-1}$ as

$$
\int_{\partial \Omega}|T u-T \hat{\psi}| d H_{N-1}=\int_{\mathbb{R}^{N}}|D \hat{u}|-\int_{\Omega}|D u|-\int_{\mathbb{R}^{N} \backslash \bar{\Omega}}|D \hat{\psi}|
$$

where

$$
\hat{u}(x):= \begin{cases}u(x) & \text { if } x \in \Omega \\ \hat{\psi}(x) & \text { if } x \in \mathbb{R}^{N} \backslash \bar{\Omega}\end{cases}
$$

(ii) Without condition $\left(\mathrm{H}_{7}\right)$ Theorem 3.2 may fail. As an example, let $\Omega:=$ $(0,1) \subset \mathbb{R}$ and take $h$ and $\theta$ as in (3.6). In this case condition $\left(\mathrm{H}_{7}\right)$ is equivalent to the inequality $|\hat{\sigma}| \leq \sigma$. Assume that $\sigma<\hat{\sigma}$ and consider the sequence

$$
u_{n}(x):= \begin{cases}-n^{3}(x-1)-n & \text { if } 1-1 / n^{2} \leq x \leq 1 \\ 0 & \text { otherwise }\end{cases}
$$

Then $u_{n}(x) \rightarrow 0$ in $L^{1}(\Omega ; \mathbb{R})$ but $\mathcal{L}\left(u_{n}, \Omega\right)=(\sigma-\hat{\sigma}) n<\mathcal{L}(0, \Omega)=0$.
THEOREM 3.5. Let $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{6}\right)$ hold, with (3.1) and $\left(\mathrm{H}_{7}\right)$ replaced by the weaker hypothesis

$$
\begin{equation*}
\left|\nabla_{u} \theta(x, u)\right||\xi| \leq h(x, u, \xi) \leq C g(x, u)(1+|\xi|) \tag{3.7}
\end{equation*}
$$

for all $(x, u, \xi) \in \Omega \times \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$, and some $C>0$. Then the relaxation of $H(u, \Omega)$

$$
\begin{aligned}
\mathcal{H}_{b}(u, \Omega)=\inf _{\left\{u_{n}\right\}}\left\{\liminf _{n \rightarrow \infty} H\left(u_{n}, \Omega\right): u_{n}\right. & \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right), \\
u_{n} & \left.\rightarrow u \operatorname{in} L^{1}\left(\Omega ; \mathbb{R}^{p}\right), \sup _{n}\left\|u_{n}\right\|_{W^{1,1}}<\infty\right\}
\end{aligned}
$$

in $B V\left(\Omega ; \mathbb{R}^{p}\right)$ with respect to the $L^{1}$ topology has the integral representation

$$
\mathcal{H}_{b}(u, \Omega)=\mathcal{L}(u, \Omega)
$$

Remark 3.6. Under the assumptions of Theorem 3.5, the functional $\mathcal{L}(u, \Omega)$ provides the correct integral representation for $\mathcal{H}_{b}(u, \Omega)$ but not necessarily for $\mathcal{H}(u, \Omega)$. Indeed, in the scalar case where $p=1$ and when $\theta \equiv 0$, Dal Maso has shown in [DM] that $\mathcal{H}(u, \Omega)=\mathcal{L}(u, \Omega)$ when $h=h(u, \xi)$ satisfies only (3.7), while possibly $\mathcal{H}(u, \Omega)<\mathcal{L}(u, \Omega)$ for $h=h(x, \xi)$ unless one assumes a condition of the type (3.1).

In the vectorial case where $p>1$ and when $\theta \equiv 0$, Ambrosio and Dal Maso [ADM2] proved that $\mathcal{H}(u, \Omega)=\mathcal{L}(u, \Omega)$ when $h=h(\xi)$ satisfies only (3.7). Independently, Fonseca and Müller [FM2] have obtained this result for general functions $h(x, u, \xi)$ which verify $(3.1)$, still in the case where $\theta \equiv 0$.

We proceed with the proofs of Theorems 3.2 and 3.5. We start with some preliminary results. In what follows, and unless otherwise specified, we always assume that conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{7}\right)$ hold.

Lemma 3.7. If $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, then the function $v(x):=\theta(x, u(x)) \in B V(\Omega ; \mathbb{R})$ and

$$
D v= \begin{cases}\nabla_{x} \theta(x, u) \mathcal{L}^{N}+D u^{T} \nabla_{u} \theta(x, u) & \text { on } \Omega \backslash S(u), \\ \left(\theta\left(x, u^{+}\right)-\theta\left(x, u^{-}\right)\right) \otimes \nu_{u} H_{N-1}\lfloor S(u) & \text { on } S(u)\end{cases}
$$

Moreover

$$
T v(x)=\theta(x, T u(x))
$$

The proof of Lemma 3.7 is straightforward in light of related results on the chain rule for $B V$ functions (see [ADM1] and the references contained therein).

By Lemmas 2.1 and 3.7, if $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, then

$$
\begin{equation*}
\int_{\partial \Omega} \theta(x, T u(x)) d H_{N-1}(x)=\int_{\Omega} \theta(x, u(x)) \operatorname{div} \varphi(x) d x+\int_{\Omega} \varphi(x) \cdot d(D(\theta(x, u(x)))) \tag{3.8}
\end{equation*}
$$

In turn, by (3.8) we can rewrite the functional $H(u, \Omega)$ as

$$
\begin{align*}
H(u, \Omega)=\int_{\Omega} & \left\{h(x, u(x), \nabla u(x))+\varphi(x) \cdot \nabla u^{T}(x) \nabla_{u} \theta(x, u(x))\right\} d x \\
& +\int_{\Omega} \theta(x, u(x)) \operatorname{div} \varphi(x) d x+\int_{\Omega} \varphi(x) \cdot \nabla_{x} \theta(x, u(x)) d x \tag{3.9}
\end{align*}
$$

This equivalent form gives us a better insight into the competing roles played by the two energy integrals $\int_{\Omega} h(x, u, \nabla u) d x$ and $\int_{\partial \Omega} \theta(x, T u) d H_{N-1}$. In particular, it is now clear that without a condition of the type

$$
h(x, u, \xi) \geq\left|\nabla_{u} \theta(x, u)\right||\xi|
$$

one may have $\mathcal{H}(u, \Omega)=-\infty$, as in the example in Remark 3.4(ii).
Define $f(x, u, \xi):=h(x, u, \xi)+\varphi(x) \cdot \xi^{T} \nabla_{u} \theta(x, u)$ for $(x, u, \xi) \in \Omega \times \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$, set

$$
F(u, \Omega):=\int_{\Omega} f(x, u(x), \nabla u(x)) d x, \quad u \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)
$$

and let

$$
\mathcal{F}(u, \Omega):=\inf _{\left\{u_{n}\right\}}\left\{\liminf _{n \rightarrow \infty} F\left(u_{n}, \Omega\right): u_{n} \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \quad \text { in } \quad L^{1}\left(\Omega ; \mathbb{R}^{p}\right)\right\}
$$

Lemma 3.8. If $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, then

$$
\mathcal{H}(u, \Omega)=\mathcal{F}(u, \Omega)+\int_{\Omega} \theta(x, u(x)) \operatorname{div} \varphi(x) d x+\int_{\Omega} \varphi(x) \cdot \nabla_{x} \theta(x, u(x)) d x
$$

Proof. Clearly it is enough to show that

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} H\left(u_{n}, \Omega\right) & =\liminf _{n \rightarrow \infty} F\left(u_{n}, \Omega\right) \\
& +\int_{\Omega} \theta(x, u(x)) \operatorname{div} \varphi(x) d x+\int_{\Omega} \varphi(x) \cdot \nabla_{x} \theta(x, u(x)) d x
\end{aligned}
$$

for any sequence $\left\{u_{n}\right\} \subset W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)$ such that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$. We first observe that, since $\varphi \in C_{0}^{1}\left(\mathbb{R}^{N} ; \mathbb{R}^{N}\right)$, the functions $\varphi$ and $\operatorname{div} \varphi$ are bounded in $\Omega$. Moreover, by (3.4)

$$
\left|\theta\left(x, u_{n}(x)\right)-\theta(x, u(x))\right| \leq\|g\|_{L^{\infty}}\left|u_{n}(x)-u(x)\right| \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega
$$

Hence

$$
\lim _{n \rightarrow \infty} \int_{\Omega} \theta\left(x, u_{n}\right) \operatorname{div} \varphi d x=\int_{\Omega} \theta(x, u) \operatorname{div} \varphi d x
$$

By $\left(\mathrm{H}_{6}\right)$, by virtue of the Sobolev inequality, and due to the fact that $\varphi$ is bounded, the functional $u \mapsto \int_{\Omega} \varphi \cdot \nabla_{x} \theta(x, u(x)) d x$ is continuous in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ (see $[\mathrm{K}$, Thm. 2.1]) and thus

$$
\lim _{n \rightarrow \infty} \int_{\Omega} \varphi \cdot \nabla_{x} \theta\left(x, u_{n}\right) d x=\int_{\Omega} \varphi(x) \cdot \nabla_{x} \theta(x, u) d x
$$

We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. By Lemma 3.8, in order to find an integral representation for $\mathcal{H}(u, \Omega)$ in $B V\left(\Omega ; \mathbb{R}^{p}\right)$ it is sufficient to determine one for $\mathcal{F}(u, \Omega)$. The idea is to apply Theorem 2.16 of [FM2]. In order to do so we need to show that the function

$$
f(x, u, \xi)=h(x, u, \xi)+\varphi(x) \cdot \xi^{T} \nabla_{u} \theta(x, u)
$$

satisfies conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{5}\right)$ which are essentially the same as [FM2].
Condition $\left(\mathrm{H}_{1}\right)$ is trivially verified since the functions $\theta$ and $\varphi$ are of class $C^{1}$. As $f$ is the sum of a quasiconvex function and a function linear in $\xi$, it is clear that $f(x, u, \cdot)$ is still quasiconvex and that

$$
f^{\infty}(x, u, \xi)=h^{\infty}(x, u, \xi)+\varphi(x) \cdot \xi^{T} \nabla_{u} \theta(x, u)
$$

which, in turn, implies that

$$
\left|f^{\infty}(x, u, \xi)-f(x, u, \xi)\right|=\left|h^{\infty}(x, u, \xi)-h(x, u, \xi)\right| \leq C^{\prime} g(x, u)\left(1+|\xi|^{1-m}\right)
$$

by $\left(\mathrm{H}_{5}\right)$. Thus $f$ verifies also $\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{5}\right)$.
We prove (3.2). Fix $x_{0} \in \Omega$ and $\delta>0$. There exists $\varepsilon>0$ such that for $x \in \Omega$ with $\left|x-x_{0}\right| \leq \varepsilon$ and $(u, \xi) \in \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$,

$$
\begin{gathered}
h\left(x_{0}, u, \xi\right)-h(x, u, \xi) \leq \frac{1}{3} \delta(1+g(x, u)|\xi|), \quad\left|\varphi(x)-\varphi\left(x_{0}\right)\right| \leq \frac{1}{3} \delta \\
\left|\nabla_{u} \theta\left(x_{0}, u\right)-\nabla_{u} \theta(x, u)\right| \leq \frac{1}{3} \delta g(x, u)
\end{gathered}
$$

by the continuity of $\varphi,(3.2)$, and (3.3). Hence

$$
\begin{aligned}
f\left(x_{0}, u, \xi\right)= & h\left(x_{0}, u, \xi\right)+\varphi\left(x_{0}\right) \cdot \xi^{T} \nabla_{u} \theta\left(x_{0}, u\right) \\
= & f(x, u, \xi)+h\left(x_{0}, u, \xi\right)-h(x, u, \xi) \\
& +\left[\varphi\left(x_{0}\right)-\varphi(x)\right] \cdot \xi^{T} \nabla_{u} \theta(x, u)+\varphi\left(x_{0}\right) \cdot \xi^{T}\left[\nabla_{u} \theta\left(x_{0}, u\right)-\nabla_{u} \theta(x, u)\right] \\
\leq & f(x, u, \xi)+\frac{1}{3} \delta(1+g(x, u)|\xi|)+\frac{2}{3} \delta g(x, u)|\xi|
\end{aligned}
$$

which is (3.2), and where we have used $\left(\mathrm{H}_{7}\right)$ and the fact that $\left|\varphi\left(x_{0}\right)\right| \leq 1$.
Finally, condition $\left(\mathrm{H}_{3}\right)$ is replaced by the condition

$$
\begin{equation*}
g(x, u)|\xi|(1-|\varphi(x)|) \leq f(x, u, \xi) \leq 2 C g(x, u)(1+|\xi|) \tag{3.10}
\end{equation*}
$$

which follows from (3.1) and $\left(\mathrm{H}_{7}\right)$. Although (3.10) is weaker than condition $\left(\mathrm{H}_{3}\right)$ in [FM2], the proof there carries out even with (3.10). Indeed, condition $\left(\mathrm{H}_{3}\right)$ was used in [FM2] only to show that

$$
\begin{aligned}
\mathcal{F}(u, \Omega) \geq \int_{\Omega} f(x, u, \nabla u) d x & +\int_{\Omega} f^{\infty}(x, u, d C(u)) \\
& +\int_{S(u) \cap \Omega} K_{f}\left(x, u^{-}, u^{+}, \nu_{u}\right) d H_{N-1}(x)
\end{aligned}
$$

The proof of this inequality relies on the blow-up argument introduced in [FM1] which is a local argument, in the sense that in order to prove the three main pointwise inequalities (2.10)-(2.11) in [FM2] at points $x_{0} \in \Omega$, one is only interested in what happens in a ball $B\left(x_{0}, \varepsilon\right)$. Since in our case $\left|\varphi\left(x_{0}\right)\right|<\epsilon_{0}<1$ for some $\epsilon_{0}>0$, if we take $\varepsilon$ sufficiently small we can assume that $|\varphi(x)| \leq \epsilon_{0}$ for all $x \in B\left(x_{0}, \varepsilon\right)$ and thus (3.10) reduces to

$$
g(x, u)|\xi|\left(1-\epsilon_{0}\right) \leq f(x, u, \xi) \leq 2 C g(x, u)(1+|\xi|)
$$

for all $(x, u, \xi) \in B\left(x_{0}, \varepsilon\right) \times \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$, which is the local version of $\left(\mathrm{H}_{3}\right)$ in [FM2].
In conclusion, we may apply Theorem 2.16 of [FM2] (see Remark 3.10 below) to obtain that for $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$

$$
\begin{aligned}
\mathcal{F}(u, \Omega)= & \int_{\Omega}\left\{h(x, u, \nabla u)+\varphi \cdot \nabla u^{T} \nabla_{u} \theta(x, u)\right\} d x+\int_{\Omega} h^{\infty}(x, u, d C(u)) \\
& +\int_{\Omega}\left(\varphi \otimes \nabla_{u} \theta(x, u)\right) \cdot d C^{T}(u)+\int_{S(u) \cap \Omega} K_{f}\left(x, u^{-}, u^{+}, \nu_{u}\right) d H_{N-1}
\end{aligned}
$$

where

$$
\begin{array}{r}
K_{f}(x, a, b, \nu)=\inf \left\{\int_{Q_{\nu}}\left[h^{\infty}(x, \psi(y), \nabla \psi(y))+\varphi(x) \cdot \nabla \psi^{T}(y) \nabla_{u} \theta(x, \psi(y))\right] d y\right. \\
\psi \in \mathcal{A}(a, b, \nu)\}
\end{array}
$$

Given any $\psi \in \mathcal{A}(a, b, \nu)$ we have

$$
\begin{aligned}
\int_{Q_{\nu}} \varphi(x) \cdot \nabla \psi^{T}(y) \nabla_{u} \theta(x, \psi(y)) d y & =\int_{\partial Q_{\nu}} \varphi(x) \cdot n\left(y, Q_{\nu}\right) \theta(x, T \psi(y)) d H_{N-1}(y) \\
& =\varphi(x) \cdot(\theta(x, b)-\theta(x, a)) \nu
\end{aligned}
$$

and so

$$
K_{f}(x, a, b, \nu)=K_{h}(x, a, b, \nu)+\varphi(x) \cdot(\theta(x, b)-\theta(x, a)) \nu
$$

If we now use Lemmas 2.1, 3.7, and 3.8, we finally obtain that $\mathcal{H}(u, \Omega)=\mathcal{L}(u, \Omega)$. This concludes the proof of Theorem 3.2.

Remark 3.9. The continuity hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{4}\right)$, and (3.3) may be replaced by
$\left(\mathrm{H}_{1}\right)^{\prime} h$ is Carathéodory;
$\left(\mathrm{H}_{4}\right)^{\prime}$ for all $\left(x_{0}, u_{0}\right) \in \Omega \times \mathbb{R}^{p}$ and for all $\delta>0$ there exists $\varepsilon>0$ such that

$$
\left|h\left(x, u_{1}, \xi\right)-h\left(x, u_{2}, \xi\right)\right| \leq \varepsilon(1+|\xi|)
$$

for all $x \in \Omega$ with $\left|x-x_{0}\right| \leq \varepsilon, u_{1}, u_{2} \in B\left(u_{0}, \varepsilon\right)$, and $\xi \in \mathbb{M}^{p \times N}$, provided $\xi \mapsto$ $f(x, u, \cdot)$ is coercive (e.g., if $g(x, u) \geq \alpha>\left\|\nabla_{u} \theta\right\|_{L^{\infty}}$ for some $\alpha>0$ ). In this case, in Theorem 3.2 we would use the integral representation obtained by Bouchitté, Fonseca, and Mascarenhas [BFM] in place of the corresponding result by Fonseca and Müller [FM2].

Proof of Theorem 3.5. By Lemma 3.8 it is enough to find an integral representation for the corresponding $\mathcal{F}_{b}(u, \Omega)$ in $B V\left(\Omega ; \mathbb{R}^{p}\right)$. Let $f_{\varepsilon}(x, u, \xi):=f(x, u, \xi)+\varepsilon|\xi|$, for $\varepsilon \in(0,1)$, where, as before, $f(x, u, \xi):=h(x, u, \xi)+\varphi(x) \cdot \xi^{T} \nabla_{u} \theta(x, u)$, and define

$$
\mathcal{F}_{\varepsilon}(u, \Omega):=\inf _{\left\{u_{n}\right\}}\left\{\liminf _{n \rightarrow \infty} F_{\varepsilon}\left(u_{n}, \Omega\right): u_{n} \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right), u_{n} \rightarrow u \quad \text { in } \quad L^{1}\left(\Omega ; \mathbb{R}^{p}\right)\right\}
$$

where

$$
F_{\varepsilon}(u, \Omega):=\int_{\Omega} f_{\varepsilon}(x, u(x), \nabla u(x)) d x, \quad u \in W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)
$$

We claim that

$$
\lim _{\varepsilon \rightarrow 0} \mathcal{F}_{\varepsilon}(u, \Omega)=\mathcal{F}_{b}(u, \Omega)
$$

Fix $u \in L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$. For any given $\delta>0$ there exists a sequence $\left\{u_{n}\right\} \subset W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)$, with $\sup _{n}\left\|u_{n}\right\|_{W^{1,1}}=M<\infty$, such that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ and

$$
\mathcal{F}_{b}(u, \Omega)+\delta \geq \lim _{n \rightarrow \infty} \int_{\Omega} f\left(x, u_{n}(x), \nabla u_{n}(x)\right) d x
$$

In turn, for all $\varepsilon>0$,

$$
\mathcal{F}_{b}(u, \Omega)+\delta \geq \liminf _{n \rightarrow \infty} \int_{\Omega} f_{\varepsilon}\left(x, u_{n}(x), \nabla u_{n}(x)\right) d x-\varepsilon M
$$

and using the definition of $\mathcal{F}_{\varepsilon}(u, \Omega)$ we obtain

$$
\mathcal{F}_{b}(u, \Omega)+\delta \geq \mathcal{F}_{\varepsilon}(u, \Omega)-\varepsilon M
$$

Therefore

$$
\limsup _{\varepsilon \rightarrow 0} \mathcal{F}_{\varepsilon}(u, \Omega) \leq \mathcal{F}_{b}(u, \Omega)+\delta
$$

and it suffices to let $\delta \rightarrow 0$ to conclude that

$$
\limsup _{\varepsilon \rightarrow 0} \mathcal{F}_{\varepsilon}(u, \Omega) \leq \mathcal{F}_{b}(u, \Omega)
$$

Conversely, fix $u \in L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ and $\varepsilon>0$. Then there exists a sequence $\left\{u_{n}^{\varepsilon}\right\} \subset$ $W^{1,1}\left(\Omega ; \mathbb{R}^{p}\right)$ such that $u_{n}^{\varepsilon} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
\mathcal{F}_{\varepsilon}(u, \Omega)+\varepsilon \geq \lim _{n \rightarrow \infty} \int_{\Omega}\left[f\left(x, u_{n}^{\varepsilon}, \nabla u_{n}^{\varepsilon}\right)+\varepsilon\left|\nabla u_{n}^{\varepsilon}\right|\right] d x \geq \liminf _{n \rightarrow \infty} \int_{\Omega} f\left(x, u_{n}^{\varepsilon}, \nabla u_{n}^{\varepsilon}\right) d x \tag{3.11}
\end{equation*}
$$

Without loss of generality we can assume that $\mathcal{F}_{\varepsilon}(u, \Omega)<\infty$. Since $|\varphi(x)|<1$ in $\Omega$, by (3.7) we have

$$
f(x, u, \xi)=h(x, u, \xi)+\varphi(x) \cdot \xi^{T} \nabla_{u} \theta(x, u) \geq 0
$$

hence by (3.11) it follows that $\sup _{n}\left\|u_{n}^{\varepsilon}\right\|_{W^{1,1}}<\infty$ and so

$$
\mathcal{F}_{\varepsilon}(u, \Omega)+\varepsilon \geq \mathcal{F}_{b}(u, \Omega)
$$

We conclude that

$$
\liminf _{\varepsilon \rightarrow 0} \mathcal{F}_{\varepsilon}(u, \Omega) \geq \mathcal{F}_{b}(u, \Omega)
$$

and the claim is proven.
It is not difficult to show that the function $f_{\varepsilon}(x, u, \xi)$ satisfies conditions $\left(\mathrm{H}_{1}\right)-$ $\left(\mathrm{H}_{5}\right)$. We omit the details since the proof is very similar to that of Theorem 3.2.

By Theorem 2.16 of [FM2] we obtain that for $u \in B V\left(\Omega ; \mathbb{R}^{p}\right)$

$$
\begin{align*}
\mathcal{F}_{\varepsilon}(u, \Omega)= & \int_{\Omega}\{f(x, u, \nabla u)+\varepsilon|\nabla u|\} d x+\int_{\Omega} f^{\infty}(x, u, d C(u))+\varepsilon \int_{\Omega}|d C(u)|  \tag{3.12}\\
& +\int_{S(u) \cap \Omega} K_{f_{\varepsilon}}\left(x, u^{-}, u^{+}, \nu_{u}\right) d H_{N-1}
\end{align*}
$$

If we let $\varepsilon \rightarrow 0$ in (3.12) we obtain that

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \mathcal{F}_{\varepsilon}(u, \Omega)= & \int_{\Omega} f(x, u, \nabla u) d x+\int_{\Omega} f^{\infty}(x, u, d C(u)) \\
& +\int_{S(u) \cap \Omega} K_{f}\left(x, u^{-}, u^{+}, \nu_{u}\right) d H_{N-1}
\end{aligned}
$$

where we have used the fact that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{S(u) \cap \Omega} K_{f_{\varepsilon}}\left(x, u^{-}, u^{+}, \nu_{u}\right) d H_{N-1}=\int_{S(u) \cap \Omega} K_{f}\left(x, u^{-}, u^{+}, \nu_{u}\right) d H_{N-1} \tag{3.13}
\end{equation*}
$$

This convergence follows easily from the Lebesgue dominated convergence theorem and because we may find a constant $C_{1}$ independent of $\varepsilon$ such that (see the proof of Lemma 2.15 in [FM2])

$$
0 \leq K_{f_{\varepsilon}}(x, a, b, \nu) \leq C_{1}|a-b|
$$

This concludes the proof of the theorem.
Remark 3.10. In the proof of Theorem 2.16 of [FM2] the inequality

$$
\begin{equation*}
\mathcal{F}(u, S(u) \cap \Omega) \leq \int_{S(u) \cap \Omega} K_{f}\left(x, u^{-}, u^{+}, \nu_{u}\right) d H_{N-1}(x) \tag{3.14}
\end{equation*}
$$

was derived by using a result of $[\mathrm{FR}]$ which requires the function $f(x, u, \cdot)$ to be coercive, that is, to satisfy the inequality

$$
\begin{equation*}
f(x, u, \xi) \geq c_{1}|\xi|-c_{2} \tag{3.15}
\end{equation*}
$$

for all $(x, u, \xi) \in \Omega \times \mathbb{R}^{p} \times \mathbb{M}^{p \times N}$, which is stronger than condition $\left(\mathrm{H}_{3}\right)$. To circumvent this difficulty consider the function $f_{\varepsilon}(x, u, \xi)$ defined as in the proof of Theorem 3.5. Since it satisfies conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{5}\right)$ and (3.15), the inequality (3.14) holds for $f_{\varepsilon}$. Also the inequality $f \leq f_{\varepsilon}$ clearly implies that

$$
\mathcal{F}(u, S(u) \cap \Omega) \leq \mathcal{F}_{\varepsilon}(u, S(u) \cap \Omega) \leq \int_{S(u) \cap \Omega} K_{f_{\varepsilon}}\left(x, u^{-}, u^{+}, \nu_{u}\right) d H_{N-1}(x)
$$

If we now let $\varepsilon \rightarrow 0$ and use (3.13), we conclude that (3.14) holds also for $f$.
4. Mesoscopic scale. We are interested in the following constrained minimization problem:

$$
\inf \left\{\mathcal{H}(u, \Omega)+\int_{\Omega} \tau(x, u(x)) d x: u \in B V\left(\Omega ; \mathbb{R}^{p}\right), u(x) \in K \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega\right\}
$$

where $K$ is a nonempty compact set of $\mathbb{R}^{p}$, and $\tau: \Omega \times K \rightarrow \mathbb{R}$ is a Carathéodory function such that

$$
\begin{equation*}
|\tau(x, u)| \leq a_{0}(x) \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega \text { and for all } u \in K \tag{4.1}
\end{equation*}
$$

for some function $a_{0} \in L^{1}(\Omega ; \mathbb{R})$. In applications in phase transitions, often $K=\{a, b\}$ or $K$ is a convex set.

For $u \in L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ we define the functional

$$
\mathcal{I}(u, \Omega):=\mathcal{H}(u, \Omega)+I_{K}(u, \Omega)
$$

where

$$
I_{K}(u, \Omega):= \begin{cases}\int_{\Omega} \tau(x, u(x)) d x & \text { if } u(x) \in K \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega \\ +\infty & \text { otherwise }\end{cases}
$$

Lemma 4.1. If $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{7}\right)$ hold, then the functional $\mathcal{I}(u, \Omega)$ is lower semicontinuous in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$.

Proof. Consider $u_{n}, u \in L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ such that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$. If $\liminf _{n \rightarrow \infty}$ $\mathcal{I}\left(u_{n}, \Omega\right)=\infty$ there is nothing to prove. Assume that $\liminf _{n \rightarrow \infty} \mathcal{I}\left(u_{n}, \Omega\right)<\infty$ and take a subsequence $\left\{u_{n_{k}}\right\}$ which converges pointwise to $u$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$, and such that

$$
\lim _{k \rightarrow \infty} \mathcal{I}\left(u_{n_{k}}, \Omega\right)=\liminf _{n \rightarrow \infty} \mathcal{I}\left(u_{n}, \Omega\right)<\infty
$$

For $k$ sufficiently large we can assume that $\mathcal{I}\left(u_{n_{k}}, \Omega\right)<\infty$; hence

$$
\mathcal{I}\left(u_{n_{k}}, \Omega\right)=\mathcal{H}\left(u_{n_{k}}, \Omega\right)+\int_{\Omega} \tau\left(x, u_{n_{k}}(x)\right) d x
$$

and $u_{n_{k}}(x) \in K$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$. Since $\left\{u_{n_{k}}\right\}$ converges pointwise to $u$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$, we obtain that $u(x) \in K$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$. In turn $\mathcal{I}(u, \Omega)=$ $\mathcal{H}(u, \Omega)+\int_{\Omega} \tau(x, u(x)) d x$. The assertion now follows from the lower semicontinuity of $\mathcal{H}(u, \Omega)$ in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ and the fact that

$$
\lim _{k \rightarrow \infty} \int_{\Omega} \tau\left(x, u_{n_{k}}(x)\right) d x=\int_{\Omega} \tau(x, u(x)) d x
$$

by (4.1) and by the Lebesgue dominated convergence theorem.
In addition to conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{7}\right)$ we now assume the following hypotheses:
$\left(\mathrm{F}_{1}\right)$ There exist a function $\rho \in C\left(\bar{\Omega} \times \mathbb{R}^{p} ; \mathbb{R}^{p}\right) \cap C^{1}\left(\Omega \times \mathbb{R}^{p} ; \mathbb{R}^{p}\right)$ and a function $b \in L^{1}(\Omega ; \mathbb{R})$ such that

$$
\begin{equation*}
\left|\nabla_{x} \rho(x, u)\right| \leq b(x) \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega \text { and for all } u \in K \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
h^{\infty}(x, u, \xi) \geq\left|\nabla_{u} \rho(x, u)\right||\xi| \tag{4.3}
\end{equation*}
$$

for all $(x, u, \xi) \in \Omega \times K \times \mathbb{M}^{p \times N}$;
$\left(\mathrm{F}_{2}\right)$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$ the function $\rho(x, \cdot): K \Subset \mathbb{R}^{p} \rightarrow \rho(x, K) \Subset \mathbb{R}^{p}$ is invertible and $(x, y) \mapsto(\rho(x, \cdot))^{-1}(y)$ is Carathéodory. In addition, there exists a function $c \in L^{1}(\Omega ; \mathbb{R})$ such that

$$
\begin{equation*}
\left|\rho(x, \cdot)^{-1}(v)\right| \leq c(x) \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega \text { and for all } v \in \rho(x, K) \tag{4.4}
\end{equation*}
$$

Let

$$
D(\mathcal{I}):=\left\{u \in L^{1}\left(\Omega ; \mathbb{R}^{p}\right): \mathcal{I}(u, \Omega)<\infty\right\}
$$

Then

$$
D_{1}:=\left\{u \in B V\left(\Omega ; \mathbb{R}^{p}\right): u(x) \in K \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega\right\} \subset D(\mathcal{I})
$$

but in general the two sets do not coincide, unless one assumes that $h(x, u, \cdot)$ is coercive.

Theorem 4.2. There exists a function $u \in D(\mathcal{I})$ such that

$$
\mathcal{I}(u, \Omega) \leq \inf \left\{\mathcal{I}(w, \Omega): w \in D_{1}\right\}
$$

Proof. Let $\left\{u_{n}\right\} \subset D_{1}$ be a minimizing sequence; that is,

$$
\lim _{n \rightarrow \infty} \mathcal{I}\left(u_{n}, \Omega\right)=\inf \left\{\mathcal{I}(w, \Omega): w \in D_{1}\right\}<M<\infty
$$

Then, for $n$ sufficiently large,

$$
\begin{equation*}
\mathcal{I}\left(u_{n}, \Omega\right)=\mathcal{H}\left(u_{n}, \Omega\right)+\int_{\Omega} \tau\left(x, u_{n}(x)\right) d x \leq M \tag{4.5}
\end{equation*}
$$

We claim that $T u_{n}(x) \in K$ for $H_{N-1}$ a.e. $x \in \partial \Omega$. Indeed let $E_{n}:=\{x \in \partial \Omega$ : $\left.T u_{n}(x) \notin K\right\}$ and suppose for contradiction that $H_{N-1}\left(E_{n}\right)>0$. Take $x_{0} \in E_{n}$ for which (cf. [Z, Thm. 5.14.4])

$$
\lim _{r \rightarrow 0} \frac{1}{\mathcal{L}^{N}\left(B\left(x_{0}, r\right) \cap \Omega\right)} \int_{B\left(x_{0}, r\right) \cap \Omega}\left|u_{n}(x)-T u_{n}\left(x_{0}\right)\right|^{N /(N-1)} d x=0
$$

Since $K$ is compact we have $\operatorname{dist}\left(T u_{n}\left(x_{0}\right), K\right)=\varepsilon_{0}>0$, while from the fact that $u_{n}(x) \in K$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$, it follows that

$$
\varepsilon_{0}^{N /(N-1)} \leq\left|u_{n}(x)-T u_{n}\left(x_{0}\right)\right|^{N /(N-1)}
$$

for $\mathcal{L}^{N}$ a.e. $x \in B\left(x_{0}, r\right) \cap \Omega$. Taking the average over $B\left(x_{0}, r\right) \cap \Omega$ and letting $r \rightarrow 0$, we get a contradiction. Therefore the claim holds, and by (4.5), Theorem 3.2, and (3.5) we have

$$
\begin{align*}
\int_{\Omega} h\left(x, u_{n}, \nabla u_{n}\right) d x & +\int_{\Omega} h^{\infty}\left(x, u_{n}, d C\left(u_{n}\right)\right)  \tag{4.6}\\
& +\int_{S\left(u_{n}\right) \cap \Omega} K_{h}\left(x, u_{n}^{-}, u_{n}^{+}, \nu_{u_{n}}\right) d H_{N-1} \leq M_{1}
\end{align*}
$$

for some constant $M_{1}$ independent of $n$. By $\left(\mathrm{H}_{5}\right),(3.1)$, and (4.6)

$$
\begin{aligned}
\int_{\Omega} h^{\infty}\left(x, u_{n}, \nabla u_{n}\right) d x & \leq \int_{\Omega}\left(h^{\infty}\left(x, u_{n}, \nabla u_{n}\right)-h\left(x, u_{n}, \nabla u_{n}\right)\right) d x+M_{1} \\
& \leq C^{\prime}\|g\|_{L^{\infty}}+C^{\prime}\|g\|_{L^{\infty}}^{m} \int_{\Omega} h^{1-m}\left(x, u_{n}, \nabla u_{n}\right) d x+M_{1}
\end{aligned}
$$

Using Hölder's inequality and (4.6) again, we conclude that there exists $M_{2} \in(0, \infty)$ such that for all $n$,

$$
\begin{align*}
\int_{\Omega} h^{\infty}\left(x, u_{n}, \nabla u_{n}\right) d x & +\int_{\Omega} h^{\infty}\left(x, u_{n}, d C\left(u_{n}\right)\right)  \tag{4.7}\\
& +\int_{S\left(u_{n}\right) \cap \Omega} K_{h}\left(x, u_{n}^{-}, u_{n}^{+}, \nu_{u_{n}}\right) d H_{N-1} \leq M_{2}
\end{align*}
$$

Define $v_{n}:=\rho\left(x, u_{n}(x)\right)$. As in Lemma 3.7, we can show that $v_{n}(x) \in B V\left(\Omega ; \mathbb{R}^{p}\right)$ with

$$
D v_{n}= \begin{cases}\nabla_{x} \rho\left(x, u_{n}\right) \mathcal{L}^{N}+\nabla_{u} \rho\left(x, u_{n}\right) D u_{n} & \text { on } \Omega \backslash S\left(u_{n}\right)  \tag{4.8}\\ \left(\rho\left(x, u_{n}^{+}\right)-\rho\left(x, u_{n}^{-}\right)\right) \otimes \nu_{u_{n}} H_{N-1}\left\lfloor S\left(u_{n}\right)\right. & \text { on } S\left(u_{n}\right)\end{cases}
$$

Furthermore

$$
\begin{align*}
\int_{\Omega}\left|D v_{n}\right| & =\int_{\Omega}\left|\nabla v_{n}\right| d x+\int_{\Omega}\left|\nabla_{u} \rho\left(x, u_{n}\right) d C\left(u_{n}\right)\right| \\
& +\int_{S\left(v_{n}\right) \cap \Omega}\left|\left(v_{n}^{+}-v_{n}^{-}\right) \otimes \nu_{v_{n}}\right| d H_{N-1} \tag{4.9}
\end{align*}
$$

By Remark 2.17 in [FM2] and the fact that $S\left(v_{n}\right)=S\left(u_{n}\right)$ and $\nu_{v_{n}}=\nu_{u_{n}}$, we can rewrite the last integral as

$$
\int_{S\left(u_{n}\right) \cap \Omega} K_{|\cdot|}\left(x, v_{n}^{-}, v_{n}^{+}, \nu_{u_{n}}\right) d H_{N-1}
$$

where

$$
K_{|\cdot|}\left(x, v_{n}^{-}, v_{n}^{+}, \nu_{u_{n}}\right):=\inf \left\{\int_{Q_{\nu_{u_{n}}}}|\nabla \psi(y)| d y: \psi \in \mathcal{A}\left(v_{n}^{-}(x), v_{n}^{+}(x), \nu_{u_{n}}\right)\right\} .
$$

Given $\eta \in \mathcal{A}\left(u_{n}^{-}(x), u_{n}^{+}(x), \nu_{u_{n}}\right)$, it is clear that the function $\psi(y):=\rho(x, \eta(y))$ belongs to $\mathcal{A}\left(v_{n}^{-}(x), v_{n}^{+}(x), \nu_{u_{n}}\right)$ and that $\nabla \psi(y)=\nabla_{u} \rho(x, \eta(y)) \nabla \eta(y)$. By (4.3) this implies that

$$
\begin{aligned}
K_{|\cdot|}\left(x, v_{n}^{-}, v_{n}^{+},\right. & \left.\nu_{u_{n}}\right) \\
& \leq \inf \left\{\int_{Q_{\nu_{u_{n}}}}\left|\nabla_{u} \rho(x, \eta(y))\right||\nabla \eta(y)| d y: \eta \in \mathcal{A}\left(u_{n}^{-}(x), u_{n}^{+}(x), \nu_{u_{n}}\right)\right\} \\
& \leq K_{h}\left(x, u_{n}^{-}, u_{n}^{+}, \nu_{u_{n}}\right) .
\end{aligned}
$$

Therefore, also by (4.2), (4.3), (4.7), (4.8), and (4.9)

$$
\begin{align*}
\int_{\Omega}\left|D v_{n}\right| \leq & \int_{\Omega}\left|\nabla_{x} \rho\left(x, u_{n}\right)\right| d x+\int_{\Omega}\left|\nabla_{u} \rho\left(x, u_{n}\right)\right|\left|\nabla u_{n}\right| d x \\
+ & \int_{\Omega}\left|\nabla_{u} \rho\left(x, u_{n}\right)\right|\left|d C\left(u_{n}\right)\right|  \tag{4.10}\\
& +\int_{S\left(u_{n}\right) \cap \Omega} K_{h}\left(x, u_{n}^{-}, u_{n}^{+}, \nu_{u_{n}}\right) d H_{N-1} \leq\|b\|_{L^{1}}+M_{2}
\end{align*}
$$

Finally, since $v_{n}(x) \in \rho(x, K)$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega, \rho(x, K)$ is a compact set of $\mathbb{R}^{p}$, and by (4.10) there exists a subsequence, still denoted $\left\{v_{n}\right\}$, which converges strongly in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ and pointwise almost everywhere to a function $v \in B V\left(\Omega ; \mathbb{R}^{p}\right)$ (see $[\mathrm{Z}$, Cor. 5.3.4]), with $v(x) \in \rho(x, K)$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$. Define $u(x):=(\rho(x, \cdot))^{-1}(v(x))$. By $\left(\mathrm{F}_{2}\right)$ the function $u$ is measurable. Since $u_{n}(x)=(\rho(x, \cdot))^{-1}\left(v_{n}(x)\right)$ it follows that $u_{n}(x) \rightarrow u(x)$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$; thus, $u(x) \in K$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$. Moreover, by (4.4) we have that $\left|u_{n}(x)\right| \leq c(x)$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$; therefore, by the Lebesgue dominated convergence theorem $u_{n} \rightarrow u$ strongly in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$. By Lemma 4.1 we conclude that

$$
\mathcal{I}(u, \Omega) \leq \inf \left\{\mathcal{I}(u, \Omega): u \in D_{1}\right\}
$$

Corollary 4.3. Assume that conditions $\left(\mathrm{F}_{1}\right)$ and $\left(\mathrm{F}_{2}\right)$ in Theorem 4.2 are replaced by the assumption

$$
h^{\infty}(x, u, \xi) \geq \alpha|\xi| \quad \text { for all }(x, u, \xi) \in \Omega \times K \times \mathbb{M}^{p \times N}
$$

for some $\alpha>0$. Then $D_{1}=D(\mathcal{I})$ and there exists a function $u \in D_{1}$ such that

$$
\mathcal{I}(u, \Omega)=\inf \left\{\mathcal{I}(w, \Omega): w \in D_{1}\right\}
$$

Proof. It suffices to take $\rho(x, u):=\alpha u$ in Theorem 4.2. Then $v_{n}=\alpha u_{n}$ converge strongly in $L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ to a function $v \in B V\left(\Omega ; \mathbb{R}^{p}\right)$, and therefore $u:=\frac{1}{\alpha} v$ is the desired minimizer.
5. Nucleation: The scalar case. In this section we study the constrained minimization problem introduced in section 4 , restricted to the scalar case $p=1$, when $K$ is a closed, connected subset of $\mathbb{R}$ (not necessarily bounded), and when the potential $\tau(x, u)$ is given by

$$
\tau(x, u):=\tau_{1}(x, u)+\psi(x) \tau_{2}(u)
$$

where $\tau_{1}(x, u)$ is a Carathéodory function, concave in the $u$ variable, $\psi$ is a nonnegative, measurable function, and $\tau_{2}$ is a continuous function such that
all the connected components of $S:=\left\{u \in \operatorname{int} K: \tau_{2}^{* *}(u)<\tau_{2}(u)\right\}$ are bounded,
where $\tau_{2}^{* *}$ is the convex envelope of $\tau_{2}$. As remarked in [V2], (5.1) holds if

$$
\limsup _{|u| \rightarrow \infty} \frac{\tau_{2}(u)}{|u|}=\infty
$$

Furthermore we assume that

$$
\begin{equation*}
\tau(x, u) \geq-L_{1}-L_{2}|u| \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega \text { and for all } u \in K \tag{5.2}
\end{equation*}
$$

for some $L_{1}, L_{2}>0$.
Under appropriate assumptions on the functions $h$ and $\theta$, we prove that minimizers $u \in L^{1}\left(\Omega ; \mathbb{R}^{p}\right)$ of

$$
\mathcal{I}: v \in L^{1}(\Omega ; K) \mapsto \mathcal{H}(v, \Omega)+\int_{\Omega} \tau(x, v(x)) d x
$$

have the phase structure

$$
u(\Omega) \subset K \backslash S
$$

In particular, if $K=[a, b]$, if $\tau_{2}$ is concave in $[a, b]$, and if $u$ is a minimizer of $\mathcal{I}$, then $u$ must have a two-phase structure, i.e., there exists a set $\Omega_{0} \subset \Omega$ such that $u(x)=a$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega_{0}$ and $u(x)=b$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega \backslash \Omega_{0}$. This result has important applications in nucleation phenomena which have been studied extensively by Visintin in [V1, V2], where usually $K$ is bounded, $\tau_{1}(x, u):=-\xi(x) u, \xi \in L^{\infty}(\Omega ; \mathbb{R})$ is proportional to the relative temperature, and $\psi(x) \tau_{2}(u)$ is the double well potential $\psi(x)(b-u)(u-a)$ (see Remark 5.2 below). Given a simple function $u \in L^{1}(\Omega ; K)$ of the form

$$
\begin{equation*}
u(x)=\sum_{i=1}^{k} c_{i} \chi_{\omega_{i}}(x) \tag{5.3}
\end{equation*}
$$

with $c_{i} \in K, \mathcal{L}^{N}\left(\omega_{i}\right)>0$ for all $i=1, \ldots, k$, and $\mathcal{L}^{N}\left(\Omega \backslash \cup_{i=1}^{k} \omega_{i}\right)=0$, without loss of generality we may assume that

$$
\begin{equation*}
\inf K \leq c_{1}<c_{2}<\cdots<c_{k} \leq \sup K \tag{5.4}
\end{equation*}
$$

THEOREM 5.1. Let $\mathcal{E}$ be an algebra of measurable subsets of $\Omega$, and consider a functional $\mathcal{V}: L^{1}(\Omega ; \mathbb{R}) \rightarrow[0, \infty]$ such that

$$
\mathcal{S}_{1}:=\left\{u \in L^{1}(\Omega ; \mathbb{R}): u=\sum_{i=1}^{k} c_{i} \chi_{\omega_{i}}, \omega_{i} \in \mathcal{E}, k \in \mathbb{N}\right\} \subset D(\mathcal{V})
$$

where

$$
D(\mathcal{V}):=\left\{u \in L^{1}(\Omega ; \mathbb{R}): \mathcal{V}(u)<\infty\right\}
$$

and
(i) for any $u \in D(\mathcal{V}) \cap L^{1}(\Omega ; K)$ there exists a sequence $\left\{u_{n}\right\} \subset \mathcal{S}_{1} \cap L^{1}(\Omega ; K)$ converging to $u$ in $L^{1}(\Omega ; K)$ and such that

$$
\limsup _{n \rightarrow \infty} \mathcal{V}\left(u_{n}\right) \leq \mathcal{V}(u)
$$

(ii) For any $u \in \mathcal{S}_{1}$ of the form (5.3)-(5.4), with $k \geq 2$, there holds

$$
\begin{equation*}
\mathcal{V}(u)=\sum_{i=1}^{k-1}\left(c_{i+1}-c_{i}\right) \mathcal{V}\left(\chi_{\cup_{r=i+1}^{k} \omega_{r}}\right) \tag{5.5}
\end{equation*}
$$

(iii) The function $c \mapsto \mathcal{V}(c)$ is concave in $K$.

In addition, suppose that the functional $u \mapsto \int_{\Omega} \tau(x, u(x)) d x$ is continuous in $D(\mathcal{V}) \cap L^{1}(\Omega ; K)$. Then

$$
\begin{array}{r}
\inf \left\{\mathcal{V}(u)+I_{K}(u, \Omega): u \in D(\mathcal{V})\right\}=\inf \left\{\mathcal{V}(u)+I_{K}(u, \Omega): u \in D(\mathcal{V}), u(x) \in K \backslash S\right. \\
\text { for } \left.\mathcal{L}^{N} \text { a.e. } x \in \Omega\right\}
\end{array}
$$

Remark 5.2. (i) The functional $\mathcal{V}(u)+I_{K}(u, \Omega)$ is well defined by (5.2).
(ii) Theorem 5.1 is closely related to Theorem 2 in [V2], where $K=\mathbb{R}$ and conditions (i) and (ii) are replaced by the assumption that $\mathcal{V}$ satisfies the generalized co-area formula

$$
\begin{equation*}
\mathcal{V}(u)=\int_{\mathbb{R}} \mathcal{V}\left(\chi_{\{x \in \Omega: u(x) \geq t\}}\right) d t \tag{5.6}
\end{equation*}
$$

It is easy to see that (5.6) reduces to (5.5) for functions $u$ of the form (5.3)-(5.4). Therefore, (5.5) is weaker than (5.6). On the other hand, conditions (i) and (5.6) do not seem to be related. Indeed, consider the functional

$$
\mathcal{V}(u):=\int_{\Omega}|D u|+ \begin{cases}\int_{\Omega} \max \{u(x), 0\} d x & \text { if } H_{N-1}(S(u) \cap \Omega)=0 \\ 0 & \text { otherwise }\end{cases}
$$

From the proof of Theorem 5.4 below it follows that $\mathcal{V}$ satisfies hypotheses (i)-(iii) of Theorem 5.1. Take $u(x):=1$ in (5.6); then $\mathcal{V}(1)=\mathcal{L}^{N}(\Omega)$, while the right-hand side of (5.6) is infinite. Therefore, (5.6) fails. We note that $\mathcal{V}$ is not lower semicontinuous in $L^{1}$.

We remark that Theorem 5.1 may be applied to a large class of functionals of the form (1.1), for which the co-area formula might not hold.
(iii) If, in addition to hypotheses (i)-(iii) in Theorem 5.1, we assume that $\mathcal{V}$ is lower semicontinuous in $L^{1}(\Omega ; \mathbb{R})$, that $K=\mathbb{R}$, and that there exists a set $\omega \in \mathcal{E}$ with $0<\mathcal{L}^{N}(\omega)<\mathcal{L}^{N}(\Omega)$, then $\mathcal{V}$ satisfies the following properties:
(1) $\mathcal{V}(c)=0$ for all $c \in \mathbb{R}$;
(2) $\mathcal{V}(\lambda u)=\lambda \mathcal{V}(u)$ for all $\lambda>0$ and $u \in D(\mathcal{V})$;
(3) $\mathcal{V}(u+c)=\mathcal{V}(u)$ for all $c \in \mathbb{R}$ and $u \in D(\mathcal{V})$;
(4) $\mathcal{V}(u) \geq \int_{\mathbb{R}} \mathcal{V}\left(\chi_{\{x \in \Omega: u(x) \geq t\}}\right) d t$ for all $u \in D(\mathcal{V})$.

In order to prove the first property, define

$$
u_{n}(x):= \begin{cases}c+\varepsilon_{n} & \text { if } x \in \omega \\ c & \text { if } x \in \Omega \backslash \omega,\end{cases}
$$

where $\varepsilon_{n}:=\frac{1}{n} \min \left\{1,1 / \mathcal{V}\left(\chi_{\omega}\right)\right\}$ if $\mathcal{V}\left(\chi_{\omega}\right)>0$, and $\varepsilon_{n}:=\frac{1}{n}$ otherwise. Clearly $u_{n} \rightarrow c$ in $L^{1}(\Omega ; \mathbb{R})$; therefore, by the lower semicontinuity of $\mathcal{V}$ and (5.5)

$$
0 \leq \mathcal{V}(c) \leq \liminf _{n \rightarrow \infty} \mathcal{V}\left(u_{n}\right)=\lim _{n \rightarrow \infty} \varepsilon_{n} \mathcal{V}\left(\chi_{\omega}\right)=0
$$

where we have used the fact that $\mathcal{V}\left(\chi_{\omega}\right)<\infty$ because $S_{1} \subset D(\mathcal{V})$.

We omit the proofs of properties (2) and (3) since they follow quite easily from hypotheses (i) and (ii) of Theorem 5.1 and from the lower semicontinuity of $\mathcal{V}$.

In order to show (4), fix $u \in D(\mathcal{V})$. By (i) there exists a sequence $\left\{u_{n}\right\} \subset \mathcal{S}_{1}$ converging to $u$ in $L^{1}(\Omega ; \mathbb{R})$ and $\mathcal{L}^{N}$ a.e. $x \in \Omega$ such that

$$
\mathcal{V}(u) \geq \lim _{n \rightarrow \infty} \mathcal{V}\left(u_{n}\right)=\lim _{n \rightarrow \infty} \int_{\mathbb{R}} \mathcal{V}\left(\chi_{\left\{x \in \Omega: u_{n}(x) \geq t\right\}}\right) d t \geq \int_{\mathbb{R}} \liminf _{n \rightarrow \infty} \mathcal{V}\left(\chi_{\left\{x \in \Omega: u_{n}(x) \geq t\right\}}\right) d t
$$

by (5.5) and Fatou's lemma. Since $\mathcal{L}^{N}(\{x \in \Omega: u(x)=t\})=0$ for all $t \in \mathbb{R} \backslash M$, where $\mathcal{L}^{1}(M)=0$, we fix $t \in \mathbb{R} \backslash M$ and take a subsequence $\left\{u_{n_{k}}\right\}$ of $\left\{u_{n}\right\}$ such that

$$
\liminf _{n \rightarrow \infty} \mathcal{V}\left(\chi_{\left\{x \in \Omega: u_{n}(x) \geq t\right\}}\right)=\lim _{k \rightarrow \infty} \mathcal{V}\left(\chi_{\left\{x \in \Omega: u_{n_{k}}(x) \geq t\right\}}\right)
$$

Then $\left\{\chi_{\left\{x \in \Omega: u_{n_{k}}(x) \geq t\right\}}\right\}$ converges pointwise to $\chi_{\{x \in \Omega: u(x) \geq t\}}$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$ and, by the Lebesgue dominated convergence theorem, also strongly in $L^{1}(\Omega ; \mathbb{R})$. Therefore, by the lower semicontinuity of $\mathcal{V}$,

$$
\liminf _{n \rightarrow \infty} \mathcal{V}\left(\chi_{\left\{x \in \Omega: u_{n}(x) \geq t\right\}}\right) \geq \mathcal{V}\left(\chi_{\{x \in \Omega: u(x) \geq t\}}\right)
$$

for $\mathcal{L}^{1}$ a.e. $t \in \mathbb{R}$, and we conclude that

$$
\int_{\mathbb{R}} \liminf _{n \rightarrow \infty} \mathcal{V}\left(\chi_{\left\{x \in \Omega: u_{n}(x) \geq t\right\}}\right) d t \geq \int_{\mathbb{R}} \mathcal{V}\left(\chi_{\{x \in \Omega: u(x) \geq t\}}\right) d t
$$

We do not know if the reversed inequality of (4) holds, i.e., if the co-area formula (5.6) is satisfied.

Let

$$
\beta:=\inf \left\{\mathcal{V}(u)+I_{K}(u, \Omega): u \in D(\mathcal{V}), u(x) \in K \backslash S \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega\right\}
$$

Lemma 5.3. If $u \in \mathcal{S}_{1}$, then

$$
\mathcal{V}(u)+I_{K}(u, \Omega) \geq \beta
$$

Proof. As $I_{K}(u, \Omega)=\infty$ for $u \notin L^{1}(\Omega ; K)$ it suffices to prove the result for $u \in \mathcal{S}_{1} \cap L^{1}(\Omega ; K)$. By (5.1) we can decompose the open set $S$ as a disjoint union of bounded intervals

$$
S=\cup_{r \in \mathcal{R}}\left(a_{r}, b_{r}\right)
$$

Following Visintin [V2] we replace the function $\tau_{2}$ by

$$
\tilde{\tau}_{2}(u):= \begin{cases}\tau_{2}(u) & \text { if } u \in \mathbb{R} \backslash S \\ \frac{\tau_{2}\left(b_{r}\right)-\tau_{2}\left(a_{r}\right)}{b_{r}-a_{r}}\left(u-a_{r}\right)+\tau_{2}\left(a_{r}\right) & \text { if } u \in\left(a_{r}, b_{r}\right)\end{cases}
$$

and denote by $\tilde{\tau}$ and $\tilde{I}_{K}(u, \Omega)$ the corresponding functionals. Define

$$
\beta_{i}:=\mathcal{V}\left(\chi_{\cup_{r=i+1}^{k} \omega_{r}}\right), \quad \alpha_{i}(c):=\int_{\omega_{i}} \tilde{\tau}(x, c) d x
$$

Then by (5.3), (5.4), and (5.5)

$$
\mathcal{V}(u)+\tilde{I}_{K}(u, \Omega)=\sum_{i=1}^{k-1}\left(c_{i+1}-c_{i}\right) \beta_{i}+\sum_{i=1}^{k} \alpha_{i}\left(c_{i}\right)
$$

Let $r \in \mathcal{R}$ be such that $c_{i} \in\left(a_{r}, b_{r}\right)$ for some $i \in\{1, \ldots, k\}$. There can only be finitely many such $r$. Assume that $k \geq 2$, and suppose that $c_{l} \in\left(a_{r}, b_{r}\right), l \in\{2, \ldots, k-1\}$, $c_{i} \leq a_{r}$ for all $i<l$ (the cases where $l=1$ or $l=k$ can be treated analogously). Define the function
$\Phi(t):=\sum_{i=1, i \neq l-1, l}^{k-1} \beta_{i+1}\left(c_{i+1}-c_{i}\right)+\beta_{l}\left(t-c_{l-1}\right)+\beta_{l+1}\left(c_{l+1}-t\right)+\sum_{i=1, i \neq l}^{k} \alpha_{i}\left(c_{i}\right)+\alpha_{l}(t)$
for $t \in\left[a_{r}, d\right]$, where $d:=c_{l+1}$ if $c_{l+1} \leq b_{r}$ and $d:=b_{r}$ if $c_{l+1}>b_{r}$. Since $\tau_{2}(u) \geq \tilde{\tau}_{2}(u)$ by construction, then clearly $\mathcal{V}(u)+I_{K}(u, \Omega) \geq \mathcal{V}(u)+\tilde{I}_{K}(u, \Omega)=\Phi\left(c_{l}\right)$. Observe that since $\tilde{\tau}(x, \cdot)=\tau_{1}(x, \cdot)+\psi(x) \tilde{\tau}_{2}(\cdot)$ is concave in $\left[a_{r}, d\right]$, then the function $\alpha_{l}(\cdot)$ is also concave in $\left[a_{r}, d\right]$, and $\Phi(t)$, being the sum of a linear function and a concave function, attains its minimum at one of the endpoints $Q$ of $\left[a_{r}, d\right]$. It follows that

$$
\mathcal{V}(u)+I_{K}(u, \Omega) \geq \mathcal{V}(u)+\tilde{I}_{K}(u, \Omega)=\Phi\left(c_{l}\right) \geq \Phi(Q)=\mathcal{V}(\bar{u})+\tilde{I}_{K}(\bar{u}, \Omega)
$$

where

$$
\bar{u}(x):= \begin{cases}\sum_{i=1, i \neq l}^{k} c_{i} \chi_{\omega_{i}}(x)+a_{r} \chi_{\omega_{l}}(x) & \text { if } Q=a_{r} \\ \sum_{i=1, i \neq l}^{k} c_{i} \chi_{\omega_{i}}(x)+b_{r} \chi_{\omega_{l}}(x) & \text { if } Q=b_{r} \\ \sum_{i=1, i \neq l, l+1}^{k} c_{i} \chi_{\omega_{i}}(x)+c_{l+1} \chi_{\omega_{l} \cup \omega_{l+1}}(x) & \text { if } Q=c_{l+1}\end{cases}
$$

If $k=1$, namely, if $u(x) \equiv c$, then

$$
\begin{equation*}
\mathcal{V}(u)+I_{K}(u, \Omega) \geq \mathcal{V}(u)+\tilde{I}_{K}(u, \Omega)=\mathcal{V}(c)+\int_{\Omega} \tilde{\tau}(x, c) d x \tag{5.7}
\end{equation*}
$$

Assume that $c \in\left(a_{r}, b_{r}\right)$ for some $r \in \mathcal{R}$. Since by (iii) in the statement of Theorem 5.1 and by the construction of $\tilde{\tau}_{2}$ the right-hand side of (5.7) is a concave function of $c \in\left[a_{r}, b_{r}\right]$, its infimum is attained at one of the endpoints, say, at $b_{r}$, and thus we can replace $u(x)$ by $\bar{u}(x):=b_{r} \in K \backslash S$.

We conclude that it is energetically possible to reduce at least by one the number of values $c_{i}$ between $a_{r}$ and $b_{r}$. Repeating this procedure for the finite number of intervals $\left(a_{r}, b_{r}\right)$, which contain at least one of the $c_{i}$, by means of a finite induction argument we can construct a simple function $\hat{u}$ of the form

$$
\hat{u}(x)=\sum_{i=1}^{\hat{k}} \hat{c}_{i} \chi_{\hat{\omega}_{i}}(x),
$$

where $\underset{\tilde{k}}{\hat{\kappa}} \leq k$, such that $\hat{u}(\Omega) \subset K \backslash\left(a_{r}, b_{r}\right)$ for any $r \in \mathcal{R}$ and $\mathcal{V}(u)+I_{K}(u, \Omega) \geq$ $\mathcal{V}(\hat{u})+\tilde{I}_{K}(\hat{u}, \Omega)$. Since $\tau_{2}(u)=\tilde{\tau}_{2}(u)$ for $u \in K \backslash S$, it follows that $I_{K}(\hat{u}, \Omega)=\tilde{I}_{K}(\hat{u}, \Omega)$ and thus $\mathcal{V}(u)+I_{K}(u, \Omega) \geq \mathcal{V}(\hat{u})+I_{K}(\hat{u}, \Omega) \geq \beta$. This concludes the proof of the lemma.

Proof of Theorem 5.1. Let $u \in D(\mathcal{V}) \cap L^{1}(\Omega ; K)$. By (i) there exists a sequence $\left\{u_{n}\right\} \subset \mathcal{S}_{1} \cap L^{1}(\Omega ; K)$ converging to $u$ in $L^{1}(\Omega ; K)$ such that

$$
\limsup _{n \rightarrow \infty} \mathcal{V}\left(u_{n}\right) \leq \mathcal{V}(u)
$$

Moreover, by hypothesis,

$$
\lim _{n \rightarrow \infty} \int_{\Omega} \tau\left(x, u_{n}(x)\right) d x=\int_{\Omega} \tau(x, u(x)) d x
$$

and since by Lemma $5.3 \mathcal{V}\left(u_{n}\right)+I_{K}\left(u_{n}, \Omega\right) \geq \beta$, it follows that

$$
\mathcal{V}(u)+I_{K}(u, \Omega) \geq \beta
$$

and we conclude that

$$
\inf \left\{\mathcal{V}(u)+I_{K}(u, \Omega): u \in D(\mathcal{V})\right\} \geq \beta
$$

The reversed inequality is trivially satisfied.
In order to apply Theorem 5.1 to functionals of the form (1.1), we consider the special case where
$h=h(x, \xi) \quad$ is positively homogeneous of degree one in $\xi, \quad \theta(x, u):=\hat{\sigma} u, \quad \hat{\sigma} \neq 0$, and hypotheses $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{7}\right)$ in section 2 are satisfied. Clearly $h(x, \xi)=h^{\infty}(x, \xi)$, and by Theorem 2.2 (see also Corollary 3.3, (3.9), and Lemma 3.8), for $u \in B V(\Omega ; \mathbb{R})$ we have

$$
\begin{aligned}
\mathcal{H}(u, \Omega)= & \int_{\Omega} f(x, \nabla u) d x+\int_{\Omega} f(x, d C(u)) \\
& +\int_{S(u) \cap \Omega} f\left(x,\left(u^{+}-u^{-}\right) \nu_{u}\right) d H_{N-1}+\hat{\sigma} \int_{\Omega} u \operatorname{div} \varphi d x
\end{aligned}
$$

where, we recall,

$$
f(x, \xi)=h(x, \xi)+\hat{\sigma} \varphi(x) \cdot \xi \quad \text { for all }(x, \xi) \in \Omega \times \mathbb{R}^{N}
$$

Furthermore, we assume that the potential $\tau$ also satisfies the growth condition

$$
\begin{equation*}
\tau(x, u) \leq b_{1}(x)+M_{1}\left(1+|u|^{q_{c}}\right) \quad \text { for } \mathcal{L}^{N} \text { a.e. } x \in \Omega \text { and all } u \in K \tag{5.8}
\end{equation*}
$$

where $b_{1} \in L^{1}(\Omega, \mathbb{R}), M_{1}>0$, and, as before, $q_{c}$ is the Sobolev exponent $q_{c}:=$ $N /(N-1)$ if $N>1$ and $q_{c}<\infty$ if $N=1$. Define

$$
\mathcal{V}(u):= \begin{cases}\int_{\Omega} f(x, D u) & \text { if } u \in B V(\Omega ; \mathbb{R}) \\ \infty & \text { otherwise }\end{cases}
$$

where
$\int_{\Omega} f(x, D u):=\int_{\Omega} f(x, \nabla u) d x+\int_{\Omega} f(x, d C(u))+\int_{S(u) \cap \Omega} f\left(x,\left(u^{+}-u^{-}\right) \nu_{u}\right) d H_{N-1}$,
and take $\mathcal{E}$ to be the algebra generated by the class of open polyhedral subsets of $\Omega$. If $u \in S_{1} \cap L^{1}(\Omega ; K)$ has the form (5.3), then either $\omega_{i}=E_{i}$ or $\omega_{i}=\Omega \backslash E_{i}$, where $E_{i}$ is an open polyhedral set of $\Omega$. Therefore, in both cases $\partial \omega_{i} \cap \Omega=\partial E_{i} \cap \Omega$, which is given by the intersection of a finite union of hyperplanes. Consequently, if $i<j$ for $H_{N-1}$ a.e. $x \in \partial \omega_{j} \cap \partial \omega_{i}$, the outward unit normal $\nu_{j}(x)$ to the set $\omega_{j}$ at the point $x$ coincides with $-\nu_{i}(x)$. Moreover, for $j<i<l$ we have

$$
\begin{equation*}
H_{N-1}\left(\partial \omega_{j} \cap \partial \omega_{i} \cap \partial \omega_{l} \cap \Omega\right)=0 \tag{5.9}
\end{equation*}
$$

and
$\Omega=\cup_{i=1}^{k} \bar{\omega}_{i} \cap \Omega, \quad \partial \omega_{i} \cap \Omega=\cup_{j \neq i} \partial \omega_{i} \cap \partial \omega_{j} \cap \Omega$,
$\partial\left(\cup_{l=i}^{k} \bar{\omega}_{l} \cap \Omega\right)=\partial\left(\cup_{l=i+1}^{k} \bar{\omega}_{l} \cap \Omega\right) \backslash\left(\cup_{l=i+1}^{k} \partial \omega_{l} \cap \partial \omega_{i} \cap \Omega\right) \cup\left(\cup_{j=1}^{i-1} \partial \omega_{j} \cap \partial \omega_{i} \cap \Omega\right)$.

These properties will be useful in the sequel.
The main result of the section is the following theorem.
THEOREM 5.4. If $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{7}\right)$ and (5.8) are verified, then

$$
\inf \{\mathcal{I}(u, \Omega): u \in B V(\Omega ; K)\}=\inf \{\mathcal{I}(u, \Omega): u \in B V(\Omega ; K \backslash S)\}
$$

Remark 5.5. Theorem 5.4 no longer holds in general if $\theta(x, \cdot)$ is nonlinear. Indeed, consider the simple case where $\Omega:=(c, d), K:=[-1,1]$,

$$
\mathcal{H}(u, \Omega):=\sigma \int_{\Omega}|D u(x)|-\int_{\partial \Omega} \sin (\pi T u(x)) d H_{N-1}(x), \quad u \in B V(\Omega ; \mathbb{R})
$$

and $\tau(x, u):=a\left(1-u^{2}\right)$. Here $K \backslash S=\{-1,1\}$, and if $\sigma>\pi$, then all conditions $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{7}\right)$ are satisfied. Let $u \in B V(\Omega ; \mathbb{R})$, with $u(x) \in\{-1,1\}$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$. Then $\mathcal{I}(u, \Omega)=\sigma \int_{\Omega}|D u(x)| \geq 0$. On the other hand, if we take $\bar{u}(x) \equiv \frac{1}{2}$, then $\mathcal{I}(\bar{u}, \Omega)=-2+\frac{3}{4} a(d-c)<0$ provided $a(d-c)<\frac{8}{3}$.

For the proof of the lemma below we refer to $[\mathrm{F}],[\mathrm{LM}]$, and $[\mathrm{Re}]$.
Lemma 5.6. Let $f: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a continuous function such that $\xi \in \mathbb{R}^{N} \mapsto$ $f(x, \xi)$ is positively homogeneous of degree one for all $x \in \Omega$, and

$$
0 \leq f(x, \xi) \leq C(1+|\xi|) \quad \text { for some } C>0, \text { all } x \in \Omega \text { and } \xi \in \mathbb{R}^{N}
$$

Let $\left\{\mu_{n}\right\}$ be a sequence of Radon measures converging weakly-丸 to a Radon measure $\mu$ and

$$
\lim _{n \rightarrow \infty}\left|\mu_{n}\right|(\Omega)=|\mu|(\Omega)
$$

Then

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f\left(x, d \mu_{n}\right)=\int_{\Omega} f(x, d \mu)
$$

Proof of Theorem 5.4. We claim that $\mathcal{V}$ satisfies conditions (i)-(iii) of Theorem 5.1. To prove (i) fix $u \in B V(\Omega ; K)$. We can find a sequence $\left\{u_{n}\right\}$ of the form

$$
u_{n}(x)=\sum_{i=1}^{k_{n}} c_{n, i} \chi_{\omega_{n, i}}(x)
$$

such that $u_{n}$ converges strongly to $u$ in $L^{1}(\Omega ; \mathbb{R})$ and $\int_{\Omega}\left|D u_{n}\right| \rightarrow \int_{\Omega}|D u|$ (see [AMT]). Here $c_{n, i} \in \mathbb{R}$, the sets $\omega_{n, i}$ are open polyhedral set of $\Omega, \cup_{i=1}^{k_{n}} \bar{\omega}_{n, i} \cap \Omega=\Omega$, and as in (5.4)

$$
c_{n, 1}<c_{n, 2}<\cdots<c_{n, k_{n}}
$$

By (5.10) it is not difficult to see that

$$
S\left(u_{n}\right)=\cup_{(i, j) \in J_{n}}\left(\partial \omega_{n, i} \cap \partial \omega_{n, j}\right)
$$

where $J_{n}=\left\{(i, j) \in \mathbb{N}^{2}: 1 \leq i<j \leq k_{n}\right\}$. Furthermore, if $x_{0} \in \partial \omega_{n, i} \cap \partial \omega_{n, j}$, then $u_{n}^{+}\left(x_{0}\right)=c_{n, j}, u_{n}^{-}\left(x_{0}\right)=c_{n, i}$, and

$$
\int_{\Omega}\left|D u_{n}\right|=\sum_{(i, j) \in J_{n}}\left(c_{n, j}-c_{n, i}\right) H_{N-1}\left(\partial \omega_{i} \cap \partial \omega_{j} \cap \Omega\right)
$$

Let $\bar{u}_{n}(x):=\sum_{i=1}^{k_{n}} d_{n, i} \chi_{\omega_{n, i}}(x)$, where

$$
d_{n, i}= \begin{cases}\sup K & \text { if } c_{n, i} \geq \sup K \\ c_{n, i} & \text { if }-\inf K<c_{n, i}<\sup K \\ \inf K & \text { if } c_{n, i} \leq \inf K\end{cases}
$$

Since $0 \leq\left(d_{n, j}-d_{n, i}\right) \leq\left(c_{n, j}-c_{n, i}\right)$, it follows that $\int_{\Omega}\left|D \bar{u}_{n}\right| \leq \int_{\Omega}\left|D u_{n}\right|$. Consequently

$$
\limsup _{n \rightarrow \infty} \int_{\Omega}\left|D \bar{u}_{n}\right| \leq \int_{\Omega}|D u|
$$

On the other hand, since $u(x) \in K$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$, then $\left|u(x)-\bar{u}_{n}(x)\right| \leq \mid u(x)-$ $u_{n}(x) \mid$ by construction, and so $\left\{\bar{u}_{n}\right\}$ converges strongly to $u$ in $L^{1}(\Omega ; \mathbb{R})$. By the lower semicontinuity of the total variation we have that $\int_{\Omega}|D u| \leq \liminf _{n \rightarrow \infty} \int_{\Omega}\left|D \bar{u}_{n}\right|$; thus

$$
\lim _{n \rightarrow \infty} \int_{\Omega}\left|D \bar{u}_{n}\right|=\int_{\Omega}|D u|
$$

and from Lemma 5.6 we conclude that

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f\left(x, D \bar{u}_{n}\right)=\int_{\Omega} f(x, D u)
$$

In order to verify (ii) in the statement of Theorem 5.1, fix $u \in B V(\Omega ; \mathbb{R})$ of the form (5.3)-(5.4), where $c_{i} \in K, \omega_{i} \in \mathcal{E}, \cup_{i=1}^{k} \bar{\omega}_{i} \cap \Omega=\Omega, k \geq 2$, and

$$
c_{1}<c_{2}<\cdots<c_{k}
$$

Since by homogeneity $f(x, 0)=0$, we have

$$
\mathcal{V}(u)=\sum_{(i, j) \in J}\left(c_{j}-c_{i}\right) \int_{\partial \omega_{i} \cap \partial \omega_{j} \cap \Omega} f\left(x, \nu_{j}\right) d H_{N-1}
$$

with $J=\left\{(i, j) \in \mathbb{N}^{2}: 1 \leq i<j \leq k\right\}$, or, equivalently,

$$
\begin{align*}
\mathcal{V}(u) & =c_{k} \sum_{j=1}^{k-1} \int_{\partial \omega_{k} \cap \partial \omega_{j} \cap \Omega} f\left(x, \nu_{k}\right) d H_{N-1}-c_{1} \sum_{l=2}^{k} \int_{\partial \omega_{l} \cap \partial \omega_{1} \cap \Omega} f\left(x, \nu_{l}\right) d H_{N-1}  \tag{5.11}\\
& +\sum_{i=2}^{k-1} c_{i}\left(\sum_{j=1}^{i-1} \int_{\partial \omega_{i} \cap \partial \omega_{j} \cap \Omega} f\left(x, \nu_{i}\right) d H_{N-1}-\sum_{l=i+1}^{k} \int_{\partial \omega_{l} \cap \partial \omega_{i} \cap \Omega} f\left(x, \nu_{l}\right) d H_{N-1}\right)
\end{align*}
$$

By (5.9) and (5.10) we can rewrite the first two terms as, respectively,

$$
c_{k} \int_{\partial \omega_{k} \cap \Omega} f\left(x, \nu_{k}\right) d H_{N-1} \quad \text { and } \quad-c_{1} \int_{\partial\left(\cup_{l=2}^{k} \overline{\omega_{l}}\right) \cap \Omega} f\left(x,-\nu_{1}\right) d H_{N-1}
$$

and for $i \in\{2, \ldots, k-1\}$

$$
\begin{align*}
\sum_{j=1}^{i-1} \int_{\partial \omega_{i} \cap \partial \omega_{j} \cap \Omega} & f\left(x, \nu_{i}\right) d H_{N-1}-\sum_{l=i+1}^{k} \int_{\partial \omega_{l} \cap \partial \omega_{i} \cap \Omega} f\left(x, \nu_{l}\right) d H_{N-1}  \tag{5.12}\\
& =\int_{\partial\left(\cup_{l=i}^{k} \overline{\omega_{l}}\right) \cap \Omega} f\left(x, \hat{\nu}_{i}\right) d H_{N-1}-\int_{\partial\left(\cup_{l=i+1}^{k} \overline{\omega_{l}}\right) \cap \Omega} f\left(x, \hat{\nu}_{i+1}\right) d H_{N-1}
\end{align*}
$$

where $\hat{\nu}_{i}$ and $\hat{\nu}_{i+1}$ are, respectively, the outward unit normals to the sets $\cup_{l=i}^{k} \overline{\omega_{l}}$ and $\cup_{l=i+1}^{k} \overline{\omega_{l}}$. It now follows from (5.11)-(5.12) that

$$
\mathcal{V}(u)=c_{k} \mathcal{V}\left(\chi_{\omega_{k}}\right)-c_{1} \mathcal{V}\left(\chi_{\cup_{l=2}^{k} \omega_{l}}\right)+\sum_{i=2}^{k-1} c_{i} \mathcal{V}\left(\chi_{\cup_{l=i}^{k} \omega_{l}}\right)-\sum_{i=2}^{k-1} c_{i} \mathcal{V}\left(\chi_{\cup_{l=i+1}^{k} \omega_{l}}\right)
$$

which is (ii) in the statement of Theorem 5.1.
Finally, by (5.2), (5.8), and the Sobolev inequality, the functional $u \mapsto \int_{\Omega} \tau(x, u(x)) d x$ is continuous in $B V(\Omega ; K)$ (see [K, Thm. 2.1]). Therefore, we can now apply Theorem 5.1 (with $\tau(x, u)$ replaced by $\tau(x, u)+\hat{\sigma} u \operatorname{div} \varphi(x))$ to obtain that

$$
\inf \{\mathcal{I}(u, \Omega): u \in B V(\Omega ; K)\}=\inf \{\mathcal{I}(u, \Omega): u \in B V(\Omega ; K \backslash S)\}
$$

Corollary 5.7. Assume that $K=[a, b]$ in Theorem 5.4. Then there exists a function $u \in B V(\Omega ;[a, b] \backslash S)$ such that

$$
\mathcal{I}(u, \Omega)=\inf \{\mathcal{I}(u, \Omega): u \in B V(\Omega ;[a, b])\}
$$

Proof. By Theorem 5.4,

$$
\inf \{\mathcal{I}(u, \Omega): u \in B V(\Omega ;[a, b])\}=\inf \{\mathcal{I}(u, \Omega): u \in B V(\Omega ;[a, b] \backslash S)\}=\beta
$$

To complete the proof it suffices to apply Corollary 4.3 , with $K:=[a, b] \backslash S$, to find $u \in B V(\Omega ;[a, b] \backslash S)$ such that $\mathcal{I}(u, \Omega)=\beta$.

Remark 5.8. If we assume that $\tau_{2}$ is concave in $[a, b]$, then $S=(a, b)$ and consequently the minimizer $u$ in Corollary 5.7 has the property that $u(x) \in\{a, b\}$ for $\mathcal{L}^{N}$ a.e. $x \in \Omega$.
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#### Abstract

The problem of determining a portion $\Gamma$ of the boundary of a bounded planar domain $\Omega$ from Cauchy data arises in several contexts, for example, such as in corrosion detection from electrostatic measurements. We investigate this severely ill-posed problem establishing logarithmic continuous dependence of $\Gamma$ from Cauchy data.
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1. Introduction. Let $\Omega$ be a bounded open subset of $\mathbf{R}^{2}$ and let $\Gamma$ indicate a portion of the boundary of $\Omega$. Let $\psi$ be a function on $\partial \Omega$ having zero mean value and such that supp $(\psi) \gamma$, where $\gamma \subset \partial \Omega \backslash \Gamma$. Consider the Neumann problem

$$
\begin{cases}\Delta u=0 & \text { in } \Omega  \tag{1.1}\\ \frac{\partial u}{\partial n}=0 & \text { on } \Gamma \\ \frac{\partial u}{\partial n}=\psi & \text { on } \partial \Omega \backslash \Gamma\end{cases}
$$

where $n$ denotes the outer unit normal to $\partial \Omega$. If we normalize $u$ setting, for example,

$$
\begin{equation*}
\int_{\partial \Omega} u d s=0 \tag{1.2}
\end{equation*}
$$

then the solution $u$ to (1.1) is uniquely determined.
In this paper we shall deal with the inverse problem of determining $\Gamma$ from the knowledge of the additional boundary measurement

$$
\left.u\right|_{\gamma}=g
$$

when one suitable Neumann datum $\psi$ in (1.1) is assigned. This problem occurs, for example, in corrosion detection by electrostatic measurements [KS], [KSV]. In this case $\Gamma$ represents the damaged part of the boundary of a conducting specimen and one tries to identify $\Gamma$ by assigning a suitable flux $\psi$ and measuring the corresponding potential $u$ on the accessible part of the boundary, $\gamma$.

Another application of this problem is planar crack detection in nonferrous metals from electromagnetic measurements $[\mathrm{McI}],[\mathrm{AP}]$, $[\mathrm{ABJ}]$.

In this paper we address the question of continuous dependence of $\Gamma$ from the Cauchy data $(\psi, g)$. Since it is necessary to determine the interior values of $u$ from the Cauchy data, one expects the problem to be severely ill-posed. In fact, in [A1] Alessandrini proves that logarithmic type continuous dependence of $\Gamma$ from the Cauchy data

[^10]$(\psi, g)$ is the best possible. An indication of the ill-posedness of the problem is also given in [AP].

In this paper we prove that, under suitable a priori assumptions on the unknown curve $\Gamma$, the continuous dependence of $\Gamma$ from the data is in fact of logarithmic type.

In order to give an idea of the proof of our result let us begin by illustrating the proof of the uniqueness of $\Gamma$. Let $\psi \neq 0$ and let $\Gamma_{1}, \Gamma_{2}$ be two simple curves having common endpoints. Let $u_{1}=u_{2}$ on $\gamma$ (here $u_{j}, j=1,2$, is harmonic in $\Omega_{j}$, the bounded smooth subset corresponding to $\Gamma_{j}$ ). Let $\Lambda$ be the connected component of $\bar{\Omega}_{1} \cap \bar{\Omega}_{2}$ containing $\gamma$. Uniqueness of the Cauchy problem for the Laplace equation and analytic continuation of harmonic functions give that $u_{1}=u_{2}$ in $\Lambda$. Therefore, if for instance $\Omega_{1} \backslash \Omega_{2} \neq \emptyset$, then by the inclusion $\partial\left(\Omega_{1} \backslash \Lambda\right) \subset\left(\partial \Lambda \cap \Gamma_{2}\right) \cup \Gamma_{1}$, by the fact that $\frac{\partial u_{2}}{\partial n}=0$ on $\Gamma_{2}$, and by the divergence theorem one has

$$
\begin{equation*}
\int_{\Omega_{1} \backslash \Omega_{2}}\left|\nabla u_{1}\right|^{2} d x \leq \int_{\Omega_{1} \backslash \Lambda}\left|\nabla u_{1}\right|^{2} d x=\int_{\partial \Lambda \cap \Gamma_{2}} u_{1} \frac{\partial\left(u_{1}-u_{2}\right)}{\partial n} d s \tag{1.3}
\end{equation*}
$$

Therefore, from (1.3) it follows that $\left|\nabla u_{1}\right|=0$ in $\Omega_{1} \backslash \Omega_{2}$ and by analytic continuation of harmonic functions it follows that $\nabla u_{1}=0$ in $\Omega_{1}$, contradicting the assumption $\left.\frac{\partial u_{1}}{\partial n}\right|_{\gamma} \neq 0$.

To prove our result we use (1.3) in order to estimate the Lebesgue measure of the set $\Omega_{1} \triangle \Omega_{2}$. In fact, choosing a suitable function $\psi$, by [A2], it follows that $u_{1}$ has no critical points in $\overline{\Omega_{1}} \backslash \gamma$ and a pointwise lower bound on $\left|\nabla u_{1}\right|$ holds; cf. Lemma 3.3. Coupling this fact with stability estimates for the Cauchy problem applied to $u_{1}-u_{2}$, using (1.3) we derive a first rough stability estimate for the Lebesgue measure of the set $\Omega_{1} \triangle \Omega_{2}$. This estimate is refined in the second part of Theorem 2.1. Finally we obtain the desired estimate on the Hausdorff distance of $\Gamma_{1}$ from $\Gamma_{2}$ establishing an upper bound for the Hausdorff distance of $\Gamma_{1}$ from $\Gamma_{2}$ in terms of the Lebesgue measure of the set $\Omega_{1} \triangle \Omega_{2}$, Proposition 3.4.

The paper is organized as follows. In section 2 we describe the a priori assumptions on $\Omega, \Gamma$, and on the measurements and we state our main result (Theorem 2.1). In section 3 we derive some bounds on $u$ and on the measure of $\Omega$ and of $\partial \Omega$, which are consequences of the a priori information illustrated in section 2 . In section 4 we prove Theorem 2.1. Finally in the Appendix we give the proof of Proposition 3.4 of section 3.
2. The main result. We start by giving some notation and by listing the required a priori assumptions.

Let $x^{0} \in \mathbf{R}^{2}, r>0, A, B$ be two measurable subsets of $\mathbf{R}^{2}$. In the sequel we will use the following notation:
(i) $B\left(x^{0}, r\right)=\left\{x \in \mathbf{R}^{2}:\left|x-x^{0}\right|<r\right\}$;
(ii) $|A|$ denotes the measure of the set $A$; if $\partial A$ is smooth, then $|\partial A|$ denotes the length of $\partial A$;
(iii) $d\left(x^{0}, A\right)=\inf _{x \in A}\left|x-x^{0}\right|, \quad d(A, B)=\inf _{x \in A} d(x, B)$;
(iv) $(A)_{r}=\left\{x \in A: d\left(x, \mathbf{R}^{2} \backslash A\right) \geq r\right\}$;
(v) $\delta_{\mathcal{H}}(A, B)=\sup \left\{\sup _{x \in A} d(x, B), \sup _{x \in B} d(x, A)\right\}$, Hausdorff distance between the sets $A$ and $B$;
(vi) $C=C(a, b, c, \ldots)$ indicates that $C$ depends only on the parameters $a, b, c, \ldots$ In the sequel we will indicate different constants with the same letter $C$.

Given the positive constants $A, L_{0}, L_{1}, R$ we suppose that $\Omega$ indicates a simply connected bounded open $C^{2}$ subset of $\mathbf{R}^{2}$ satisfying the following conditions.

## Prior information on $\Omega$.

$$
\begin{equation*}
|\Omega| \leq A \tag{2.1a}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
\forall x \in \partial \Omega \text { there exist two disks of radius } R \text { tangent in } x,  \tag{2.1b}\\
\text { the first contained in } \bar{\Omega} \text { and the second in } \mathbf{R}^{2} \backslash \Omega .
\end{array}\right.
$$

Prior information on the unknown boundary $\boldsymbol{\Gamma}$. Let $\gamma \subset \partial \Omega$ denote an arc of endpoints $a_{0}$ and $a_{1}$ where we will make our measurements. Denote with $\Gamma$ an arc with $\bar{\Gamma} \subset \operatorname{int}(\partial \Omega \backslash \gamma)$ and of endpoints $b_{0}$ and $b_{1}$ such that

$$
\begin{equation*}
d(\gamma, \Gamma) \geq L_{0} \tag{2.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
|\Gamma| \geq L_{0} \tag{2.2~b}
\end{equation*}
$$

Prior information on the measurements. Given two points $p_{1}, p_{2} \in \gamma$ such that

$$
\begin{equation*}
\left|p_{1}-p_{2}\right| \geq L_{1} \tag{2.3}
\end{equation*}
$$

we consider two functions $\eta_{1}, \eta_{2} \in C^{2}(\partial \Omega)$ such that

$$
\begin{equation*}
\int_{\partial \Omega} \eta_{i} d s=1, \quad i=1,2 \tag{2.4a}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{supp}\left(\eta_{i}\right) \subset \gamma \cap B\left(p_{i}, h\right), \quad i=1,2, \tag{2.4b}
\end{equation*}
$$

where $h \in\left(0, L_{1} / 2\right)$.
Let

$$
\begin{equation*}
\psi=\eta_{1}-\eta_{2} \tag{2.5}
\end{equation*}
$$

We will consider the solution $u$ of the following Neumann problem

$$
\begin{array}{rlrl}
\Delta u & =0 & & \text { in } \Omega, \\
\frac{\partial u}{\partial n}=0 & & \text { on } \Gamma, \\
\frac{\partial u}{\partial n}=\psi & & \text { on } \partial \Omega \backslash \Gamma,  \tag{2.6}\\
\int_{\partial \Omega} u d s & =0, & &
\end{array}
$$

where $n$ denotes the exterior unit normal to $\partial \Omega$. Observe that by (2.4a)-(2.4b) $\psi=0$ on $\partial \Omega \backslash \gamma$.

Given two curves $\Gamma_{i}, i=1,2$, let $u_{1}, u_{2}$ indicate the solutions of problem (2.6) corresponding to the curves $\Gamma_{1}, \Gamma_{2}$, respectively. Then the following result holds.

Theorem 2.1. Assume conditions (2.1)-(2.5). Given $\epsilon \in(0,1)$, if

$$
\max _{x \in \gamma}\left|u_{1}(x)-u_{2}(x)\right| \leq \epsilon
$$

then for any $\eta>0$ there exists a positive constant $C=C\left(L_{0}, L_{1}, A, R, \eta\right)$ such that

$$
\delta_{\mathcal{H}}\left(\Gamma_{1}, \Gamma_{2}\right) \leq C|\ln \epsilon|^{-\frac{1}{3}+\eta}
$$

See section 4 for the proof.
3. Some preliminary results. In this section we will expose and prove some consequences of the a priori information listed in the previous section.

Proposition 3.1. Let the a priori conditions (2.1a) and (2.1b) be satisfied. Let $\kappa(x)$ indicate the curvature at the point $x \in \partial \Omega$. Then, for any $r \in[0, R]$, the following bounds hold:

$$
\begin{equation*}
|\kappa(x)| \leq \frac{1}{R} \tag{3.1}
\end{equation*}
$$

for any $x \in \partial \Omega$. We also have that

$$
\begin{gather*}
|\partial \Omega| \leq c \frac{A}{R}  \tag{3.2}\\
\left|\Omega \backslash(\Omega)_{r}\right| \leq c \frac{A}{R} r \tag{3.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|\partial(\Omega)_{r}\right| \leq c \frac{A}{R} \tag{3.4}
\end{equation*}
$$

where $c=24 \sqrt[3]{6} e^{2}$.
Proof. The bound (3.1) follows immediately from assumption (2.1b).
By [V] one has that for $r \in[0, R]$,

$$
\begin{equation*}
\left|\partial(\Omega)_{r}\right|=|\partial \Omega|-r \int_{\partial \Omega} \kappa(x) d s \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\Omega \backslash(\Omega)_{r}\right|=\int_{0}^{r}\left|\partial(\Omega)_{t}\right| d t=r|\partial \Omega|-\frac{r^{2}}{2} \int_{\partial \Omega} \kappa(x) d s \tag{3.6}
\end{equation*}
$$

Let $f(r)=\left|\Omega \backslash(\Omega)_{r}\right|$ for $r \in[0, R]$. By [G] the interpolation inequality for $f$ follows:

$$
\begin{align*}
|\partial \Omega|=f^{\prime}(0) & \leq 12 e^{2}\|f\|_{\infty}^{2 / 3}\left(\left\|f^{\prime \prime \prime}\right\|_{\infty}+\frac{6}{R^{2}}\|f\|_{\infty}\right)^{1 / 3} \\
& \leq 12 \sqrt[3]{6} e^{2} \frac{|\Omega|}{R} \leq 12 \sqrt[3]{6} e^{2} \frac{A}{R} \tag{3.7}
\end{align*}
$$

which gives estimate (3.2). From (3.5), (3.1), and (3.7) it follows that for $r \in[0, R]$

$$
\left|\partial(\Omega)_{r}\right| \leq|\partial \Omega|+\frac{r}{R}|\partial \Omega| \leq 2|\partial \Omega| \leq 24 \sqrt[3]{6} e^{2} \frac{A}{R}
$$

from which one gets (3.4). Finally (3.6), (3.1), and (3.7) lead to

$$
\left|\Omega \backslash(\Omega)_{r}\right| \leq r|\partial \Omega|\left(1+\frac{r}{2 R}\right) \leq 18 \sqrt[3]{6} e^{2} \frac{A}{R}
$$

for $r \in[0, R]$ and (3.3) follows, completing the proof.
Observe that from bound (3.2) of Proposition 3.1 it follows immediately that

$$
\begin{equation*}
\operatorname{diam}(\Omega) \leq c \frac{A}{R} \tag{3.8}
\end{equation*}
$$

Now we derive some upper and lower bounds for the solution $u$ of problem (2.6).
Proposition 3.2. Let the a priori assumptions (2.1a)-(2.1b) be satisfied. Then for any $q>2$ there exist three positive constants $E_{i}=E_{i}\left(A, R,\|\psi\|_{C^{2}(\partial \Omega)}, q\right), i=$ $0,1,2$, such that

$$
\begin{equation*}
\|u\|_{L^{\infty}(\Omega)} \leq E_{0}, \quad\|\nabla u\|_{L^{\infty}(\Omega)} \leq E_{1}, \quad\left\|D^{2} u\right\|_{L^{q}(\Omega)} \leq E_{2} \tag{3.9}
\end{equation*}
$$

Proof. Let $\phi(s)=\int_{0}^{s} \psi(t) d t$, where $s$ is the arclength parameter on $\partial \Omega$. Then the harmonic conjugate $v$, of $u$, satisfies the Dirichlet problem

$$
\begin{array}{rlr}
\Delta v & =0 & \\
v=\phi & & \text { in } \Omega  \tag{3.10}\\
& \text { on } \partial \Omega .
\end{array}
$$

Let $\Phi \in C^{2}(\bar{\Omega})$ be an extension of $\phi$ to $\bar{\Omega}$ such that $\left.\Phi\right|_{\partial \Omega}=\phi$ and $\|\Phi\|_{C^{2}(\bar{\Omega})} \leq$ $C\|\phi\|_{C^{2}(\partial \Omega)}$. Then a priori estimates for elliptic equations [GT] give

$$
\|v\|_{2, q} \leq C\|\psi\|_{C^{2}(\partial \Omega)}
$$

From Sobolev immersion theorem and by the fact that

$$
|\nabla u(x)|=|\nabla v(x)|, \quad\left|D^{2} u(x)\right|=\left|D^{2} v(x)\right|
$$

it follows that

$$
\|u\|_{L^{\infty}(\Omega)} \leq E_{0}, \quad\|\nabla u\|_{L^{\infty}(\Omega)} \leq E_{1}, \quad\left\|D^{2} u\right\|_{L^{q}(\Omega)} \leq E_{2}
$$

where $E_{0}, E_{1}, E_{2}$ depend on $A, R,\|\psi\|_{C^{2}(\partial \Omega)}$, and $q$, which then proves the proposition.

Lemma 3.3. Assume conditions (2.1)-(2.5) hold and let $u$ be the solution of problem (2.6). Then there exists a positive constant $C=C\left(L_{0}, A, R,\|\psi\|_{C^{2}(\partial \Omega)}\right)$ such that

$$
\begin{equation*}
|\nabla u(x)| \geq C \quad \text { for any } x \in \Omega: d(x, \gamma) \geq \frac{L_{0}}{2} \tag{3.11}
\end{equation*}
$$

Proof. As in Proposition 3.2 we consider the harmonic conjugate of $u, v$ satisfying

$$
\begin{aligned}
& \Delta v=0 \\
& v \\
&=\phi \text { in } \Omega \\
& \text { on } \partial \Omega
\end{aligned}
$$

where $\phi=\int_{0}^{s} \psi(t) d t$. Let $z=x+i y$ and let $f(z)=\xi+i \eta=\zeta$ denote a conformal mapping such that
(a) $f$ maps $\Omega$ one to one onto $B^{+}(0,1)=\{\zeta:|\zeta|<1, \eta>0\}$;
(b) $f(\gamma)$ consists of the semicircle $\{\zeta:|\zeta|=1, \eta>0\}$ and $f(\partial \Omega \backslash \gamma)$ consists of the segment $\{\zeta: \xi \in[-1,1], \eta=0\}$.
Then $f \in C^{2}\left(\bar{\Omega} \backslash\left\{a_{0}, a_{1}\right\}\right)$ and the following bounds for $\left|f^{\prime}\right|$ hold:

$$
\begin{equation*}
k_{1}^{-1} \frac{R}{A} \leq\left|f^{\prime}\right| \leq k_{2} \frac{1}{L_{0}} \quad \text { in } \bar{\Omega} \tag{3.12}
\end{equation*}
$$

where $k_{1}=\left(12 \sqrt{2} \sqrt[3]{6} e^{2}\right)$ and $k_{2}=\sqrt{2} \pi$.
The regularity of $f$ follows from the fact that $\partial \Omega \in C^{2}$ and $\left.f\right|_{\partial \Omega}$ is smooth except at the endpoints of $\gamma, a_{0}$, and $a_{1}$. To prove the lower bound in (3.12) let us consider
the inverse mapping $f^{-1}: B^{+}(0,1) \rightarrow \Omega$. Then $f^{-1} \in C^{2}\left(\overline{B^{+}(0,1)} \backslash\left\{q_{0}, q_{1}\right\}\right)$, where $q_{0}, q_{1}$ are the singular points of $\partial B^{+}(0,1)$. Moreover, if $f^{-1}(\zeta)=\varphi+i \omega$, then by the Cauchy-Riemann equations and by estimate (3.2) of Proposition 3.1 it is easy to see that

$$
\begin{equation*}
\left|\varphi_{\xi}\right|,\left|\varphi_{\eta}\right| \leq k_{1} \frac{A}{R} \text { on } \partial B^{+}(0,1) \tag{3.13}
\end{equation*}
$$

By the weak maximum principle it follows that $(3.13)$ holds in $\overline{B^{+}(0,1)}$. Hence

$$
\left|\left(f^{-1}\right)^{\prime}\right|=|\nabla \varphi| \leq k_{1} \frac{A}{R} \quad \text { in } \overline{B^{+}(0,1)}
$$

from which the lower bound in (3.12) follows. To show the upper bound for $\left|f^{\prime}\right|$ we proceed similarly estimating $\left|\xi_{x}\right|,\left|\xi_{y}\right|$ on $\partial \Omega$ and using the a priori information (2.2b).

Let $w=v \circ f^{-1}: B^{+}(0,1) \rightarrow \mathbf{R}$ and consider the odd reflection of $w, w^{*}$ satisfying

$$
\begin{aligned}
\Delta w^{*} & =0 & & \text { in } B(0,1) \\
w^{*} & =\phi^{*} & & \text { on } \partial B(0,1)
\end{aligned}
$$

By our choice of $\phi, \partial B(0,1)$ can be split into two arcs on which alternatively $\phi^{*}$ is a nondecreasing and nonincreasing function of the arclength parameter. Then, by Theorem 2.7 of [AM], $w^{*}$ has no interior critical points. Furthermore by [A2] there exists a positive constant $C=C\left(d,\left\|\phi^{*}\right\|_{C^{2}(\overline{B(0,1)}}\right)$ such that

$$
\left|\nabla w^{*}(\zeta)\right| \geq C \quad \text { for any } \zeta \in B(0,1): d(\zeta, \partial B(0,1)) \geq d>0
$$

Hence

$$
\begin{equation*}
|\nabla w(\zeta)| \geq C \quad \text { for any } \zeta \in B^{+}(0,1): d\left(\zeta, \partial B^{+}(0,1) \backslash\{\eta=0\}\right) \geq d>0 \tag{3.14}
\end{equation*}
$$

Let $\zeta \in B^{+}(0,1)$ satisfy (3.14) and let $z \in \Omega$ be such that $\zeta=f(z)$. Then $d(z, \gamma) \geq$ $\frac{d L_{0}}{k_{1}}$. Choose $d=\frac{k_{1}}{4}$. Then by (3.13) and (3.14) it follows that

$$
|\nabla u(z)|=|\nabla v(z)|=|\nabla w(f(z))| \cdot\left|f^{\prime}(z)\right| \geq C>0
$$

for $z \in \Omega$ such that $d(z, \gamma) \geq \frac{L_{0}}{4}$. Finally, since $\phi \circ f^{-1} \in C^{2}\left(\overline{B^{+}(0,1)}\right), \psi$ has support in $\gamma$ and $f^{-1} \in C^{2}\left(\overline{B^{+}(0,1)} \backslash\left\{q_{0}, q_{1}\right\}\right)$ one has that $C=C\left(L_{0}, A, R,\|\psi\|_{C^{2}(\partial \Omega)}\right)$, which completes the proof.

Proposition 3.4. Let $\Omega_{1}, \Omega_{2}$ denote two bounded simply connected $C^{2}$ subsets of $\mathbf{R}^{2}$ satisfying conditions (2.1a)-(2.1b) and such that $\Omega_{1}, \Omega_{2} \subset B(z, 2 d)$, where $d=\max \left\{\operatorname{diam}\left(\Omega_{1}\right)\right.$, $\left.\operatorname{diam}\left(\Omega_{2}\right)\right\}$ and $z \in \mathbf{R}^{2}$. Then

$$
\begin{equation*}
\delta_{\mathcal{H}}\left(\partial \Omega_{1}, \partial \Omega_{2}\right) \leq \frac{16 d}{(\pi)^{1 / 3} R^{2 / 3}}\left|\Omega_{1} \triangle \Omega_{2}\right|^{1 / 3} \tag{3.15}
\end{equation*}
$$

Since the proof is rather technical we postpone the proof to the Appendix.
4. Proof of Theorem 2.1. Let $u_{i}$ be the solution of the problem

$$
\begin{align*}
\Delta u_{i} & =0 & & \text { in } \Omega_{i} \\
\frac{\partial u_{i}}{\partial n} & =0 & & \text { on } \Gamma_{i} \\
\frac{\partial u_{i}}{\partial n} & =\psi & & \text { on } \partial \Omega_{i} \backslash \Gamma_{i}  \tag{4.1}\\
\int_{\partial \Omega_{i}} u_{i} d s & =0 & &
\end{align*}
$$

where $\Omega_{i}$ indicates the subset corresponding to $\Gamma_{i}$.
Proof of Theorem 2.1. Every time we will say in the sequel that a property is true for $\epsilon$ sufficiently small, we will mean that there exists a positive number $\epsilon_{0}=$ $\epsilon_{0}\left(A, R, L_{0}, L_{1},\|\psi\|_{C^{2}(\partial \Omega)}, q\right)$ such that for every $\epsilon \in\left(0, \epsilon_{0}\right)$ the property holds.

Let $R_{1}=\min \left(R, L_{0}\right)$ and $u=u_{1}-u_{2}$ be defined in $\Omega_{1} \cap \Omega_{2}$. Let

$$
J_{1}=\left\{x \in \Omega_{1} \cap \Omega_{2} \mid d(x, \gamma) \leq R_{1} ; d\left(x, a_{0}\right), d\left(x, a_{1}\right) \geq \frac{R_{1}}{4}\right\}
$$

and

$$
J_{2}=\left\{x \in \Omega_{1} \cap \Omega_{2} \mid d(x, \gamma) \leq R_{1} ; d\left(x, a_{0}\right), d\left(x, a_{1}\right) \geq \frac{R_{1}}{3}\right\}
$$

Then by $[\mathrm{P}]$ it follows that for $x \in J_{1}$,

$$
\begin{equation*}
|\nabla u(x)| \leq C \epsilon^{\lambda} \tag{4.2}
\end{equation*}
$$

where $\lambda \in(0,1)$ depends on $\gamma$ and $R_{1}$.
We divide the proof into two steps.
Step 1. In this first part of the proof we establish a first rough estimate of $\delta_{\mathcal{H}}\left(\Gamma_{1}, \Gamma_{2}\right)$. For let $r \in\left(0, R_{1} / 3\right)$. In the sequel we will indicate with $\gamma_{r}$ the set $\gamma_{r}=\left\{x \in \Omega_{1} \mid d(x, \gamma)=r\right\}$ and with $\Lambda_{r}$ the connected component of $\left(\Omega_{1}\right)_{r} \cap\left(\Omega_{2}\right)_{r}$ containing $\gamma_{r}$. The following inclusions hold:

$$
\begin{gather*}
\Omega_{1} \backslash \Omega_{2} \subset\left[\Omega_{1} \backslash\left(\Omega_{1}\right)_{r}\right] \cup\left[\left(\Omega_{1}\right)_{r} \backslash\left(\Omega_{2}\right)_{r}\right]  \tag{4.3}\\
\left(\Omega_{1}\right)_{r} \backslash\left(\Omega_{2}\right)_{r} \subset\left(\Omega_{1}\right)_{r} \backslash \Lambda_{r} \tag{4.3i}
\end{gather*}
$$

Setting $\Gamma_{r}^{\prime}=\partial \Omega_{j} \backslash \gamma$ for $j=1,2$, we have that the set $\Gamma_{j, r}^{\prime}$ indicates the set $\Gamma_{i, r}^{\prime}=$ $\left\{x \in \Omega_{i} \mid d\left(x, \Gamma_{i}^{\prime}\right)=r\right\}:$

$$
\begin{equation*}
\partial\left[\left(\Omega_{1}\right)_{r} \backslash \Lambda_{r}\right] \subset\left[\partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime}\right] \cup \Gamma_{1, r}^{\prime} \tag{4.3ii}
\end{equation*}
$$

From (3.9), (4.3), and (4.3ii) it follows that

$$
\begin{equation*}
\int_{\Omega_{1} \backslash \Omega_{2}}\left|\nabla u_{1}\right|^{2} d x \leq E_{1}^{2}\left|\Omega_{1} \backslash\left(\Omega_{1}\right)_{r}\right|+\int_{\left(\Omega_{1}\right)_{r} \backslash \Lambda_{r}}\left|\nabla u_{1}\right|^{2} d x \tag{4.4}
\end{equation*}
$$

From the divergence theorem, from (3.9), and from (4.3ii) one has

$$
\begin{align*}
\int_{\left(\Omega_{1}\right)_{r} \backslash \Lambda_{r}} & \left|\nabla u_{1}\right|^{2} d x=\int_{\partial\left[\left(\Omega_{1}\right)_{r} \backslash \Lambda_{r}\right]} u_{1} \frac{\partial u_{1}}{\partial n} d s \\
& \leq E_{0}\left(\int_{\partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime}}\left|\frac{\partial u_{1}}{\partial n}\right| d s+\int_{\Gamma_{1, r}^{\prime}}\left|\frac{\partial u_{1}}{\partial n}\right| d s\right) \tag{4.5}
\end{align*}
$$

Now, let $x \in \partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime}$ and let $y \in \Gamma_{2}^{\prime}$ be such that $x=y-r n_{y}$, where $n_{y}$ indicates the exterior outer unit normal at $\partial \Omega_{2}$ at the point $y$. Since $n_{x}=n_{y}$ and $\frac{\partial u_{2}}{\partial n}=0$ on $\Gamma_{2}^{\prime}$ it follows that

$$
\begin{equation*}
\left|\frac{\partial u_{1}}{\partial n}(x)\right| \leq|\nabla u(x)|+\left|\nabla u_{2}(x)-\nabla u_{2}(y)\right| \tag{4.6}
\end{equation*}
$$

From (3.9), from the Sobolev immersion theorem, and from (4.6) one derives

$$
\begin{equation*}
\left|\frac{\partial u_{1}}{\partial n}(x)\right| \leq|\nabla u(x)|+C r^{1-2 / q} \text { for } x \in \partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime} \text { and } q>2 \tag{4.7}
\end{equation*}
$$

Furthermore by (3.9) and since $\frac{\partial u_{1}}{\partial n}=0$ on $\Gamma_{1}^{\prime}$ one has

$$
\begin{equation*}
\left|\frac{\partial u_{1}}{\partial n}(x)\right| \leq C r^{1-2 / q} \text { for } x \in \Gamma_{1, r}^{\prime} \tag{4.8}
\end{equation*}
$$

Hence by (4.4)-(4.8) and by the a priori information we derive

$$
\begin{align*}
\int_{\Omega_{1} \backslash \Omega_{2}}\left|\nabla u_{1}\right|^{2} d x & \leq E_{1}^{2}\left|\Omega_{1} \backslash\left(\Omega_{1}\right)_{r}\right| \\
& +E_{0}\left(\left(\left|\Gamma_{1, r}^{\prime}\right|+\left|\Gamma_{2, r}^{\prime}\right|\right) C r^{1-2 / q}+\left|\Gamma_{2, r}^{\prime}\right| \max _{\partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime}}|\nabla u|\right)  \tag{4.9}\\
& \leq C\left[\left(\frac{r}{R_{1}}\right)^{1-2 / q}+\max _{\partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime}}|\nabla u|\right]
\end{align*}
$$

We now estimate $\max _{\partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime}}|\nabla u|$. More precisely we will prove that

$$
\begin{equation*}
|\nabla u(x)| \leq C\left(1+\epsilon^{\lambda}\right)^{1-\alpha^{N_{r}}} \epsilon^{\lambda \alpha^{N_{r}}} \text { for } x \in \partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime} \tag{4.10}
\end{equation*}
$$

where $\alpha=\frac{\ln 4 / 3}{\ln 4}, N_{r}=\frac{A}{\pi\left(\frac{r}{4}\right)^{2}}+1$, and $\lambda \in(0,1)$.
Now let $\bar{x} \in \partial \Lambda_{r} \cap \Gamma_{2, r}^{\prime}$ and $y \in \gamma_{r} \cap J_{2}$. Then one has that $B(y, r / 4) \subset J_{1}$ for $r<R_{1} / 3$. Set

$$
\begin{equation*}
\sigma=\frac{\max }{B(y, r / 4)}|\nabla u| \tag{4.11}
\end{equation*}
$$

Let $\mathcal{L}$ be a simple curve contained in $\Lambda_{r}$ having $\bar{x}$ and $y$ as endpoints. Then it is possible to construct a chain of closed balls centered in $\mathcal{L}$, of radius $r / 4$, tangent two by two, and internally nonoverlapping; the first ball is centered in $y$; the last is at distance less than or equal to $r / 4$ from $\bar{x}$. If the distance is less than $r / 4$, we add to the chain the ball of radius $r / 4$ whose center is $\bar{x}$. The repeated use of the three circles theorem leads to

$$
\begin{aligned}
\|\nabla u\|_{L^{\infty}\left(B\left(x_{i}, r / 4\right)\right)} & \leq\|\nabla u\|_{L^{\infty}\left(B\left(x_{i-1}, 3 r / 4\right)\right)} \\
& \leq\|\nabla u\|_{L^{\infty}\left(B\left(x_{i-1}, r\right)\right)}^{1-\alpha} \cdot\|\nabla u\|_{L^{\infty}\left(B\left(x_{i-1}, r / 4\right)\right)}^{\alpha}, i=1,2, \ldots, n,
\end{aligned}
$$

where $\alpha=\frac{\ln 4 / 3}{\ln 4}$. Hence from (4.11) we derive

$$
|\nabla u(\bar{x})| \leq\left(2 E_{1}+\sigma\right)^{1-\alpha^{n+1}} \sigma^{\alpha^{n+1}}
$$

On the other hand

$$
n \leq \frac{|\Lambda|}{\pi\left(\frac{r}{4}\right)^{2}} \leq \frac{A}{\pi\left(\frac{r}{4}\right)^{2}}
$$

where $\Lambda$ is the connected component of $\bar{\Omega}_{1} \cap \bar{\Omega}_{2}$ containing $\gamma$. This last bound and (4.2) give (4.10). From (4.9) and (4.10) it follows that for $r \in\left(0, R_{1} / 3\right)$,

$$
\begin{equation*}
\int_{\Omega_{1} \backslash \Omega_{2}}\left|\nabla u_{1}\right|^{2} d x \leq C\left[\left(\frac{r}{R_{1}}\right)^{1-2 / q}+\left(1+\epsilon^{\lambda}\right)^{1-\alpha^{N_{r}}} \cdot \epsilon^{\lambda \alpha^{N_{r}}}\right] \tag{4.12}
\end{equation*}
$$

Let $r=\frac{R_{1}}{4}\left[\frac{C}{\ln \left|\ln \epsilon^{\lambda}\right|}\right]^{1 / 2}$. Then from (4.12) for $\epsilon$ sufficiently small one has

$$
\int_{\Omega_{1} \backslash \Omega_{2}}\left|\nabla u_{1}\right|^{2} d x \leq C\left(\ln \left|\ln \epsilon^{\lambda}\right|\right)^{-\frac{1}{2}\left(1-\frac{2}{q}\right)}
$$

and by (3.11) one gets

$$
\left|\Omega_{1} \backslash \Omega_{2}\right| \leq C\left(\ln \left|\ln \epsilon^{\lambda}\right|\right)^{-\frac{1}{2}\left(1-\frac{2}{q}\right)}
$$

Since a similar bound holds for $\left|\Omega_{2} \backslash \Omega_{1}\right|$, it follows that

$$
\begin{equation*}
\left|\Omega_{1} \triangle \Omega_{2}\right| \leq C\left(\ln \left|\ln \epsilon^{\lambda}\right|\right)^{-\frac{1}{2}\left(1-\frac{2}{q}\right)} \tag{4.13}
\end{equation*}
$$

Finally, (4.13) and (3.15) lead to

$$
\begin{equation*}
\delta_{\mathcal{H}}\left(\partial \Omega_{1}, \partial \Omega_{2}\right) \leq C\left(\ln \left|\ln \epsilon^{\lambda}\right|\right)^{-\frac{1}{6}\left(1-\frac{2}{q}\right)} \tag{4.14}
\end{equation*}
$$

for $\epsilon$ sufficiently small.
Step 2. From the divergence theorem and from (3.2) it follows that

$$
\begin{equation*}
\int_{\Omega_{1} \backslash \Omega_{2}}\left|\nabla u_{1}\right|^{2} d x \leq \frac{c E_{0} A}{R} \cdot \sup _{\left(\partial \Lambda \cap \Gamma_{2}^{\prime}\right) \backslash \Gamma_{1}^{\prime}}|\nabla u| . \tag{4.15}
\end{equation*}
$$

We will assume that $\epsilon$ is sufficiently small in such a way that

$$
\begin{equation*}
C\left(\ln \left|\ln \epsilon^{\lambda}\right|\right)^{-\frac{1}{6}\left(1-\frac{2}{q}\right)} \leq \frac{R_{1}}{2} \tag{4.16}
\end{equation*}
$$

Let $\bar{x} \in\left(\partial \Lambda \cap \Gamma_{2}^{\prime}\right) \backslash \Gamma_{1}^{\prime}$ and let $r=d\left(\bar{x}, \partial \Omega_{1}\right)$. From (4.14) and (4.16) it follows that $\bar{x} \in \partial\left(\Omega_{1}\right)_{r}$ and, moreover, $\left(\Omega_{1}\right)_{r}$ has the interior sphere property with radius $R-r$ and the exterior sphere property with radius $R$.

Let $B_{\text {int }}\left(p, R_{1} / 2\right)$ and $B_{\text {ext }}\left(q, R_{1} / 2\right)$ indicate the interior and exterior disks to $\left(\Omega_{1}\right)_{r}$ tangent in $\bar{x}$ to $\partial\left(\Omega_{1}\right)_{r}$. Let $B_{\text {int }}\left(p^{\prime}, R_{1} / 2\right)$ and $B_{\text {ext }}\left(q^{\prime}, R_{1} / 2\right)$ be the interior and exterior disks to $\Omega_{2}$ tangent in $\bar{x}$ to $\partial \Omega_{2}$. We have that

$$
\begin{equation*}
B_{\text {int }}\left(p^{\prime}, R_{1} / 2\right) \cap B_{\text {ext }}\left(q, R_{1} / 2\right) \subset \Omega_{2} \backslash\left(\Omega_{1}\right)_{r} \tag{4.17}
\end{equation*}
$$

From (3.3), (4.13), (4.16), and (4.17) one has

$$
\begin{equation*}
B_{\text {int }}\left(p^{\prime}, R_{1} / 2\right) \cap B_{\text {ext }}\left(q, R_{1} / 2\right) \leq C\left(\ln \left|\ln \epsilon^{\lambda}\right|\right)^{-\frac{1}{6}\left(1-\frac{2}{q}\right)} \tag{4.18}
\end{equation*}
$$

Let $\bar{y}$ be the second intersection of $\partial B_{\text {int }}\left(p, R_{1} / 2\right)$ with $\partial B_{\text {int }}\left(p^{\prime}, R_{1} / 2\right)$ and let $\delta$ denote the angle $\bar{y} \hat{\bar{x}} p^{\prime}$. Since

$$
\left|B_{i n t}\left(p^{\prime}, \frac{R_{1}}{2}\right) \cap B_{e x t}\left(q, \frac{R_{1}}{2}\right)\right|=\frac{R_{1}^{2}}{4}(2 \delta-\sin 2 \delta),
$$

by (4.18) it follows that

$$
\delta \leq 2 \delta(\epsilon)
$$

where $\delta(\epsilon)$ is defined by the relation

$$
\frac{R_{1}^{2}}{4}(2(2 \delta(\epsilon))-\sin 2(2 \delta(\epsilon)))=C\left(\ln \left|\ln \epsilon^{\lambda}\right|\right)^{-\frac{1}{6}\left(1-\frac{2}{q}\right)}
$$

Denote with $B(m, \rho)$ the disk centered at $m=\frac{p+p^{\prime}}{2}$ of radius $\rho=1-\sin \delta$. Then it is easy to see that $B(m, \rho)$ is the maximum disk contained in $B_{\text {int }}\left(p, R_{1} / 2\right) \cap$ $B_{\text {int }}\left(p^{\prime}, R_{1} / 2\right)$.

Let $\delta_{0} \in(0, \pi / 12)$ be fixed and let $\epsilon$ be sufficiently small so that

$$
\delta(\epsilon) \leq \delta_{0}^{2}
$$

Let us describe the following geometric construction: consider the half-line originating from $\bar{x}$ intersecting $\partial B_{\text {int }}\left(p, R_{1} / 2\right)$ at $s$ and forming an angle of width $\pi / 2-\theta, \theta \in$ $\left(4 \delta_{0}, \pi / 2\right)$, with the half-line $\bar{x} m$. Now let $m^{\prime}=\frac{\bar{x}+s}{2}$. As $\theta$ varies in the interval $\left(4 \delta_{0}, \pi / 2\right)$, the point $m^{\prime}$ describes a curve of endpoints $a$ and $m$. Now reflect this curve across the line $\bar{x} m$ and denote with $\beta$ the entire curve. From the three circles theorem, one has

$$
|\nabla u(x)| \leq\left(2 E_{1}+\sigma\right)^{1-\omega_{0}} \sigma^{\omega_{0}} \quad \forall x \in \beta
$$

where

$$
\omega_{0}=\frac{\ln \left(\frac{\cos 3 \delta_{0}}{\cos 4 \delta_{0}}\right)}{\ln 2}
$$

and

$$
\sigma=\frac{\max }{B(m, \rho / 2)}|\nabla u|
$$

A Carleman estimate in a sector [C] leads to

$$
|\nabla u(q)| \leq\left(2 E_{1}+\sigma\right)\left(\frac{\sigma}{2 E_{1}+\sigma}\right)^{\omega_{0}\left(\frac{l}{R_{1} / 2 \sin 2 \delta_{0}}\right)^{\frac{1}{1-\frac{8 \delta_{0}}{\pi}}}}
$$

where $q$ lies on the segment $\bar{x} m$ at distance $l$ from $\bar{x}$.
Setting $t=\frac{l}{\frac{R_{1}}{2} \sin 2 \delta_{0}}$ one has that $t \in(0,1)$ and, moreover,

$$
\begin{equation*}
|\nabla u(\bar{x})| \leq C\left(\frac{t R_{1}}{2}\right)^{1-\frac{2}{q}}+\left(2 E_{1}+\sigma\right)\left(\frac{\sigma}{2 E_{1}+\sigma}\right)^{\omega_{0} t^{\frac{1}{1-\frac{8 \delta_{0}}{\pi}}}} \tag{4.19}
\end{equation*}
$$

For $\sigma<\frac{2 E_{1}}{e}$ let $t=\left|\ln \left(\frac{\sigma}{2 E_{1}+\sigma}\right)\right|^{-\left(1-\frac{9 \delta_{0}}{\pi}\right)}$. Then from (4.19) for $\sigma$ small enough it follows that

$$
|\nabla u(\bar{x})| \leq C\left|\ln \left(\frac{\sigma}{2 E_{1}+\sigma}\right)\right|^{-\left(1-\frac{2}{q}\right)\left(1-\frac{9 \delta_{0}}{\pi}\right)}
$$

Finally let us estimate $\sigma$. Using similar arguments as for the proof of estimate (4.10) one has

$$
\sigma \leq C\left(1+\epsilon^{\lambda}\right)^{1-\alpha^{N_{0}}} \epsilon^{\lambda \alpha^{N_{0}}}
$$

where $\alpha=\frac{\ln 4 / 3}{\ln 4}, N_{0}=\frac{2 A}{\pi\left(\frac{R_{1}}{32}\right)^{2}}+1$, and $\lambda \in(0,1)$. Then for $\epsilon$ sufficiently small

$$
|\nabla u(\bar{x})| \leq C|\ln \epsilon|^{-\left(1-\frac{2}{q}\right)\left(1-\frac{9 \delta_{0}}{\pi}\right)}
$$

The last inequality, (4.15), and (3.11) give

$$
\left|\Omega_{1} \backslash \Omega_{2}\right| \leq C|\ln \epsilon|^{-\left(1-\frac{2}{q}\right)\left(1-\frac{9 \delta_{0}}{\pi}\right)}
$$

Since an analogous bound holds for $\left|\Omega_{2} \backslash \Omega_{1}\right|$ we derive

$$
\left|\Omega_{1} \triangle \Omega_{2}\right| \leq C|\ln \epsilon|^{-\left(1-\frac{2}{q}\right)\left(1-\frac{9 \delta_{0}}{\pi}\right)} .
$$

Finally Proposition 3.4, last inequality, and the fact that

$$
\delta_{\mathcal{H}}\left(\partial \Omega_{1}, \partial \Omega_{2}\right)=\delta_{\mathcal{H}}\left(\Gamma_{1}, \Gamma_{2}\right)
$$

give

$$
\delta_{\mathcal{H}}\left(\Gamma_{1}, \Gamma_{2}\right) \leq C|\ln \epsilon|^{-\frac{1}{3}+\eta}
$$

which proves Theorem 2.1. $\quad$ ]

## 5. Appendix.

Proof of Proposition 3.4. In order to prove inequality (3.15) we prove preliminarily that

$$
\begin{equation*}
\delta_{\mathcal{H}}\left(\Omega_{1}, \Omega_{2}\right) \leq \frac{4 d}{(\pi)^{1 / 3} R^{2 / 3}}\left|\Omega_{1} \triangle \Omega_{2}\right|^{1 / 3} \tag{5.1}
\end{equation*}
$$

Let $\sigma=\left|\Omega_{1} \triangle \Omega_{2}\right|$. If $\sigma \geq \frac{\pi R^{2}}{8}$, then

$$
\delta_{\mathcal{H}}\left(\Omega_{1}, \Omega_{2}\right) \leq 2 d \leq 2 d\left(\frac{\sigma}{\frac{\pi R^{2}}{8}}\right)^{1 / 3}=\frac{4 d}{R^{2 / 3} \pi^{1 / 3}} \sigma^{1 / 3}
$$

which proves (5.1).
Let us consider the case $\sigma<\frac{\pi R^{2}}{8}$. Let $\bar{x} \in \bar{\Omega}_{1} \backslash \Omega_{2}$. From property (2.1b) there exists a point $p \in \Omega_{1}$ such that $B(p, R / 2) \subset \Omega_{1}$ and $\bar{x} \in \partial B(p, R / 2)$. Since $\sigma<\frac{\pi R^{2}}{8}$ it is easy to see that $B(p, R / 2) \cap \Omega_{2} \neq \emptyset$.

Let $y \in \partial \Omega_{2} \cap \overline{B(p, R / 2)}$ be such that

$$
\begin{equation*}
|\bar{x}-y|=d\left(\bar{x}, \bar{\Omega}_{2} \cap \overline{B(p, R / 2)}\right) \tag{5.2}
\end{equation*}
$$

Again by (2.1b) there exists a point $q \in \mathbf{R}^{2} \backslash \Omega_{2}$ such that $B(q, R) \subset \mathbf{R}^{2} \backslash \Omega_{2}$ and $\partial B(q, R)$ is tangent to $\partial \Omega_{2}$ at $y$. We now prove that

$$
\begin{equation*}
\bar{x} \in \overline{B(p, R / 2)} \cap \overline{B(q, R)} \tag{5.3}
\end{equation*}
$$

We distinguish two cases
(i) $y \in B(p, R / 2)$,
(ii) $y \in \partial B(p, R / 2)$.

In case (i) observe that by construction $(\bar{x}-y) \perp \partial \Omega_{2}$. Moreover, $|\bar{x}-y|<$ $\operatorname{diam} B(p, R / 2)=R$ from which (5.3) follows.

Let us now prove (5.3) in case (ii). From simple but lengthy geometric calculations it follows that the outer normal $n$ at $\partial \Omega_{2}$ in $y$ belongs to the angle $\bar{x} \hat{y} p$. This fact implies that the center $q$ of the disk $B(q, R)$ must lie on the arc $\overbrace{1} q_{2}$ of the circle centered at $y$ of radius $R$ and with endpoints at $q_{1}$ and $q_{2}$, where $q_{1}$ is the contact point of $\partial B(p, R / 2)$ and $\partial B(y, R)$ and $q_{2}$ is the intersection of the half-line $y \bar{x}$ with $\partial B(y, R)$. Then one easily verifies

$$
|\bar{x}-q| \leq\left|\bar{x}-q_{1}\right| \leq\left|y-q_{1}\right|=R
$$

Therefore $\bar{x} \in \overline{B(q, R)}$ which concludes the proof of (5.3). Set $K=\overline{B(p, R / 2)} \cap$ $\overline{B(q, R)}$. Since $|\bar{x}-y| \leq \operatorname{diam} K$, the rest of the proof consists of finding a bound for diamK in terms of $\sigma$. Without loss of generality we may assume that $q=(0,0)$ and that $p=(0, a)$ with $a \geq 0$. We observe that $a$ cannot be greater than $3(R / 2)$ since $K \neq \emptyset$; on the other hand $a \notin[0, \sqrt{3} R / 2]$ since $\sigma<\frac{\pi R^{2}}{8}$. Let us now consider the case $a \in\left[R, \frac{3 R}{2}\right]$. (For the case $a \in[\sqrt{3} R / 2, R]$ we may proceed analogously observing that $|K| \geq|B(0, R) \cap B((0, R), R / 2)|$.) Simple geometric arguments lead to the fact that $\operatorname{diamK}=\left|m_{1}-m_{2}\right|$, where $m_{1}$ and $m_{2}$ denote the intersections of $\partial B((0, a), R / 2)$ with $\partial B((0,0), R)$. Indicating with $2 \theta$ the angle $m_{1} \hat{0} m_{2}$ one has

$$
\begin{equation*}
\sigma \geq|K| \geq R^{2}(2 \theta-\sin 2 \theta) \tag{5.4}
\end{equation*}
$$

Finally from (5.4) it is easy to see that

$$
\begin{equation*}
\theta \leq\left(\frac{\sigma}{R^{2}}\right)^{1 / 3} \tag{5.5}
\end{equation*}
$$

By (5.5) we have that for $\bar{x} \in \Omega_{1}$,

$$
\begin{equation*}
d\left(\bar{x}, \Omega_{2}\right)=|\bar{x}-y| \leq \operatorname{diam} K=\left|m_{1}-m_{2}\right|=2 R \sin \theta \leq 2 R\left(\frac{\sigma}{R^{2}}\right)^{1 / 3} \tag{5.6}
\end{equation*}
$$

Similarly if $\bar{x} \in \Omega_{2}$,

$$
d\left(\bar{x}, \Omega_{1}\right) \leq 2 R\left(\frac{\sigma}{R^{2}}\right)^{1 / 3}
$$

which gives (5.1).
Let us finally prove (3.15). Let $\Omega_{1}^{\prime}=B_{4 d} \backslash \Omega_{1}$ and $\Omega_{2}^{\prime}=B_{4 d} \backslash \Omega_{2}$, where $B_{4 d}$ is a disk concentric with $B_{2 d}$ and radius $4 d$.

Since $\Omega_{1}^{\prime} \triangle \Omega_{2}^{\prime}=\Omega_{1} \triangle \Omega_{2}$ one has

$$
\delta_{\mathcal{H}}\left(\Omega_{1}^{\prime}, \Omega_{2}^{\prime}\right) \leq \frac{16 d}{R^{2 / 3} \pi^{1 / 3}} \sigma^{1 / 3}=\beta
$$

We claim that

$$
\delta_{\mathcal{H}}\left(\partial \Omega_{1}, \partial \Omega_{2}\right) \leq \beta
$$

In fact, let $x \in \partial \Omega_{1}$.
If $x \notin \partial \Omega_{2}$, then

$$
d\left(x, \partial \Omega_{2}\right)=d\left(x, \Omega_{2}\right) \leq \delta_{\mathcal{H}}\left(\Omega_{1}, \Omega_{2}\right) \leq \beta
$$

If $x \in \partial \Omega_{2}$, then

$$
\begin{equation*}
d\left(x, \Omega_{2}^{\prime}\right) \leq \delta_{\mathcal{H}}\left(\Omega_{1}^{\prime}, \Omega_{2}^{\prime}\right) \leq \beta \tag{5.7}
\end{equation*}
$$

Since

$$
d\left(x, \Omega_{2}^{\prime}\right)=d\left(x, \partial \Omega_{2}\right)
$$

from (5.7) we derive that

$$
d\left(x, \partial \Omega_{2}\right) \leq \beta
$$

Analogously if $x \in \partial \Omega_{2}$, one has

$$
d\left(x, \partial \Omega_{1}\right) \leq \beta
$$

which concludes the proof.
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#### Abstract

We study polynomials of several variables which occur as coupling coefficients for the analytic continuation of the holomorphic discrete series of $\mathrm{SU}(1,1)$. There are three types of such polynomials, one corresponding to each conjugacy class of one-parameter subgroups. They may be viewed as multivariable generalizations of Hahn, Jacobi, and continuous Hahn polynomials and include many orthogonal and biorthogonal families occurring in the literature. We give a simple and unified approach to these polynomials using the group theoretic interpretation. We prove many formal properties, in particular a number of convolution and linearization formulas. We also develop the corresponding theory for the Heisenberg group, leading to multivariable generalizations of Krawtchouk and Hermite polynomials.
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1. Introduction. In $[R]$, we introduced three classes of polynomials in several variables. They appeared there as coupling coefficients for certain representations of the group $\mathrm{SU}(1,1) \simeq \mathrm{SL}(2, \mathbb{R})$ and its covering groups. Special cases occur in the work of many authors, cf. [A1], [A2], [AK], [E], [Ex], [FL], [KMT], [KM1], [KM2], [K1], [KS], [LT], [M], [MP], [Pr], [Ra], [T1], [T2], [T4], [T5], and [V]. In this paper we give a simple and unified approach to the study of these polynomials. We also consider the case of the oscillator or Heisenberg group, leading to two more classes of polynomials.

In many cases such multivariable polynomials arose naturally from problems in physics or statistics. In view of the group theoretic interpretation, this is not surprising, since symmetry groups play an important role in these sciences. There are also close connections with spherical harmonics, as well as with the Wigner symbols (recoupling coefficients) occurring in quantum mechanics.

We will work with the analytic continuation of the holomorphic discrete series of $\mathrm{SU}(1,1) \simeq \mathrm{SL}(2, \mathbb{R})$. We realize these representations on the Hilbert spaces $\mathcal{A}^{\nu}$ $(\nu>0)$ of analytic functions on the complex unit disc, with the scalar product

$$
\langle f, g\rangle=\sum_{k=0}^{\infty} \frac{k!}{(\nu)_{k}} \hat{f}(k) \overline{\hat{g}(k)},
$$

where $f(z)=\sum \hat{f}(k) z^{k}$ and

$$
(\nu)_{k}=\frac{\Gamma(\nu+k)}{\Gamma(\nu)}=\nu(\nu+1) \cdots(\nu+k-1)
$$

[^11]is the Pochhammer symbol. The norm is invariant under the transformations
\[

f(z) \mapsto f\left(\frac{\alpha z+\beta}{\gamma z+\delta}\right) \frac{1}{(\gamma z+\delta)^{\nu}}, \quad\left($$
\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}
$$\right) \in \mathrm{SU}(1,1)
\]

This may be used to define a unitary representation of the universal covering group of $\operatorname{SU}(1,1)$ on each space $\mathcal{A}^{\nu}$, cf. [Sa] for the details.

We consider a Hilbert tensor product $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ of such spaces. It decomposes under the group action as

$$
\begin{equation*}
\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}} \simeq \bigoplus_{s=0}^{\infty}\binom{n+s-2}{n-2} \mathcal{A}^{|\nu|+2 s} \tag{1.1}
\end{equation*}
$$

(where $|\nu|=\sum \nu_{i}$ ). A highest weight vector $Q$ is an image of the constant function 1 under an intertwining embedding

$$
\begin{equation*}
\mathcal{A}^{|\nu|+2 s} \rightarrow \mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}} \tag{1.2}
\end{equation*}
$$

In our realization, this means that $Q$ is a homogeneous polynomial of degree $s$, which may be expressed as a function of differences $z_{i}-z_{j}$ of the coordinates. Equivalently, $Q$ satisfies the identity

$$
\begin{equation*}
Q\left(a z_{1}+b, \ldots, a z_{n}+b\right)=a^{s} Q\left(z_{1}, \ldots, z_{n}\right), \quad a, b \in \mathbb{C} . \tag{1.3}
\end{equation*}
$$

In agreement with (1.1), the space of such polynomials has dimension $\binom{n+s-2}{n-2}$.
In $[\mathrm{R}]$, we introduced three transforms which we will denote here by $T_{1}, T_{2}$, and $T_{3}$. Their role is to send highest weight vectors to coupling coefficients. They are defined on $z^{k} \in \mathcal{A}^{\nu}$ by

$$
\begin{equation*}
T_{1} z^{k}(m)=(-1)^{k} \frac{(-m)_{k}}{(\nu)_{k}}, \quad T_{2} z^{k}(\xi)=\frac{\xi^{k}}{(\nu)_{k}}, \quad T_{3} z^{k}(X)=(-1)^{k} \frac{\left(\frac{\nu}{2}-i X\right)_{k}}{(\nu)_{k}} \tag{1.4}
\end{equation*}
$$

and extended to power series by linearity. We will also denote by $T_{i}$ the extension $T_{i} \otimes \cdots \otimes T_{i}$ to a tensor product $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$. Thus if we let

$$
Q(z)=\sum_{|t|=s} c_{t} z_{1}^{t_{1}} \cdots z_{n}^{t_{n}}
$$

be a highest weight vector in $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ (throughout the paper we use multi-index notation freely), the three transforms of $Q$ are given by

$$
\begin{align*}
T_{1} Q\left(m_{1}, \ldots, m_{n}\right) & =(-1)^{s} \sum_{|t|=s} c_{t} \frac{\left(-m_{1}\right)_{t_{1}} \cdots\left(-m_{n}\right)_{t_{n}}}{\left(\nu_{1}\right)_{t_{1}} \cdots\left(\nu_{n}\right)_{t_{n}}}  \tag{1.5}\\
T_{2} Q\left(\xi_{1}, \ldots, \xi_{n}\right) & =\sum_{|t|=s} c_{t} \frac{\xi_{1}^{t_{1}} \cdots \xi_{n}^{t_{n}}}{\left(\nu_{1}\right)_{t_{1}} \cdots\left(\nu_{n}\right)_{t_{n}}}  \tag{1.6}\\
T_{3} Q\left(X_{1}, \ldots, X_{n}\right) & =(-1)^{s} \sum_{|t|=s} c_{t} \frac{\left(\frac{\nu_{1}}{2}-i X_{1}\right)_{t_{1}} \cdots\left(\frac{\nu_{n}}{2}-i X_{n}\right)_{t_{n}}}{\left(\nu_{1}\right)_{t_{1}} \cdots\left(\nu_{n}\right)_{t_{n}}} \tag{1.7}
\end{align*}
$$

Note that the $T_{i} Q$ are again polynomials of degree $s$, though only $T_{2} Q$ is homogeneous. Moreover, $T_{1}$ and $T_{3}$ are connected by the equation

$$
\begin{equation*}
T_{3} Q(X)=T_{1} Q\left(i X-\frac{\nu}{2}\right) \tag{1.8}
\end{equation*}
$$

One may also prove that

$$
\begin{equation*}
T_{3} Q(X)=(-1)^{s} T_{3} Q(-X) \tag{1.9}
\end{equation*}
$$

which is not obvious from the definition.
In $[\mathrm{R}]$ we proved that if $Q$ and $Q^{\prime}$ are two highest weight vectors, then the quantities

$$
\sum_{m_{1}+\cdots+m_{n}=M} \frac{\left(\nu_{1}\right)_{m_{1}} \cdots\left(\nu_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q\left(m_{1}, \ldots, m_{n}\right) \overline{T_{1} Q^{\prime}\left(m_{1}, \ldots, m_{n}\right)}
$$

for $M=0,1,2, \ldots$,

$$
\int_{\xi \in \mathbb{R}_{+}^{n}:|\xi|=C} T_{2} Q(\xi) \overline{T_{2} Q^{\prime}(\xi)} \xi_{1}^{\nu_{1}-1} \cdots \xi_{n}^{\nu_{n}-1} d \xi
$$

where $|\xi|=\xi_{1}+\cdots+\xi_{n}$ and $C>0$ is arbitrary, and

$$
\int_{X \in \mathbb{R}^{n}:|X|=C} T_{3} Q(X) \overline{T_{3} Q^{\prime}(X)}\left|\Gamma\left(\frac{\nu_{1}}{2}+i X_{1}\right)\right|^{2} \cdots\left|\Gamma\left(\frac{\nu_{n}}{2}+i X_{n}\right)\right|^{2} d X
$$

where $C \in \mathbb{R}$ is arbitrary, are all proportional to the scalar product

$$
\left\langle Q, Q^{\prime}\right\rangle_{\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}}
$$

In particular, given an orthogonal basis for the highest weight vectors, our transforms give us three systems of orthogonal polynomials. The form of the orthogonality relations suggests that one eliminate one variable and consider, for instance, for fixed $M$,

$$
T_{1} Q\left(m_{1}, \ldots, m_{n-1}, M-m_{1}-\cdots-m_{n-1}\right)
$$

as a polynomial in $n-1$ variables. This is how these polynomials usually occur in the literature.

In the case when all the $\nu_{i}$ are half-integers, there is a connection with spherical harmonics. If we introduce the polynomial

$$
R\left(x_{1}, \ldots, x_{2|\nu|}\right)=\left(T_{2} Q\right)\left(x_{1}^{2}+\cdots+x_{2 \nu_{1}}^{2}, \ldots, x_{2\left(\nu_{1}+\cdots+\nu_{n-1}\right)+1}^{2}+\cdots+x_{2|\nu|}^{2}\right)
$$

then the orthogonality relations for $T_{2} Q$ give corresponding orthogonality relations for $R$ on the unit sphere of $\mathbb{R}^{2 \nu}$. Moreover, the conditions on $Q$ ensure that $R$ is harmonic. In fact one obtains precisely the space of harmonic polynomials of degree $s$ invariant with respect to the subgroup

$$
\mathrm{O}\left(2 \nu_{1}\right) \times \cdots \times \mathrm{O}\left(2 \nu_{n}\right) \subseteq \mathrm{O}(2|\nu|)
$$

called polyspherical harmonics [V]. In [R] we gave an explanation of this, which involved the "Howe dual pair" $\mathrm{Mp}(1) \times \mathrm{O}(k) \subseteq \operatorname{Mp}(k)$.

The plan of the paper is as follows. In section 2 we describe some special cases of our polynomials, in particular those that we have found in the literature. In section 3 we review some fundamental facts on matrix elements of our representation due to Basu and Wolf [BW1]. In section 4 we obtain the polynomials $T_{i} Q$ as coupling coefficients for our representation. The proof is based on certain factorizations of the Fourier transforms on $\mathcal{A}^{\nu}$ with respect to one-parameter subgroups. This is
different from the approach in $[R]$. In section 5 we prove convolution formulas for our polynomials. These generalize formulas recently found by Koelink and Van der Jeugt [KV1]. In section 6 we introduce some polynomials in $2 n$ variables which we call coupling kernels. Whereas the coupling coefficients $T_{i} Q$ are connected with matrix elements of the intertwining embeddings (1.2) (or of the corresponding projections $\left.\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}} \rightarrow \mathcal{A}^{|\nu|+2 s}\right)$, the coupling kernels are connected with matrix elements for the projection of $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ onto the isotypic subspaces equivalent to $\binom{n+s-2}{n-2} \mathcal{A}^{|\nu|+2 s}$ in (1.1). In section 7 we study formal properties of the coupling kernels. These include some linearization formulas, which generalize the classical Burchnall-Chaundy formula. In section 8 we prove that the coupling kernels may be expressed in terms of certain generalized hypergeometric functions. Finally, in section 9 we give the analogues of our results when $\operatorname{SU}(1,1)$ is replaced by the Heisenberg group and the spaces $\mathcal{A}^{\nu}$ are replaced by Fock spaces of entire functions.
2. Special cases. We will now describe some special cases of our polynomials. We have found many occurrences of them in the literature after writing $[R]$, so here we will try to give more complete references. We first recall the definition of the generalized hypergeometric function

$$
{ }_{p} F_{q}\left(\left.\begin{array}{c}
a_{1}, \ldots, a_{p} \\
b_{1}, \ldots, b_{q}
\end{array} \right\rvert\, x\right)=\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k} \cdots\left(a_{p}\right)_{k} x^{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k} k!}
$$

When $a$ and $k$ are vectors, we write

$$
(a)_{k}=\left(a_{1}\right)_{k_{1}} \cdots\left(a_{n}\right)_{k_{n}}, \quad k!=k_{1}!\cdots k_{n}!.
$$

We will also encounter Karlsson's generalized Kampé de Fériet functions [Ka], [SK], which we may then write, with a slight variation of Karlsson's notation, as

$$
\begin{align*}
& F_{r: s}^{p: q}\left(\left.\begin{array}{c}
a_{1}, \ldots, a_{p}: b_{1}, \ldots, b_{q} \\
c_{1}, \ldots, c_{r}: d_{1}, \ldots, d_{s}
\end{array} \right\rvert\, x\right) \\
& =\sum_{k_{1}, \ldots, k_{n}=0}^{\infty} \frac{\left(a_{1}\right)_{|k|} \cdots\left(a_{p}\right)_{|k|}\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k} x^{k}}{\left(c_{1}\right)_{|k|} \cdots\left(c_{r}\right)_{|k|}\left(d_{1}\right)_{k} \cdots\left(d_{s}\right)_{k} k!} \tag{2.1}
\end{align*}
$$

where the $a_{i}$ and $c_{i}$ are scalar parameters while the $b_{i}, d_{i}$, and $x$ are vectors of the same dimension $n$. For $n=1, F_{r: s}^{p: q}$ reduces to the function ${ }_{p+q} F_{r+s}$.
2.1. The bilinear case. The simplest case is when $n=2$. Then the space of highest weight vectors of each degree $s$ is one-dimensional and spanned by the single element

$$
Q\left(z_{1}, z_{2}\right)=\left(z_{1}-z_{2}\right)^{s} .
$$

In this case, the polynomials $T_{1} Q$ are Clebsch-Gordan coefficients, which may be expressed in terms of Hahn polynomials. In fact,

$$
\begin{aligned}
T_{1} Q\left(m_{1}, m_{2}\right) & =\sum_{k=0}^{s}\binom{s}{k}(-1)^{k} \frac{\left(-m_{1}\right)_{k}\left(-m_{2}\right)_{s-k}}{\left(\nu_{1}\right)_{k}\left(\nu_{2}\right)_{s-k}} \\
& =\frac{\left(-m_{1}-m_{2}\right)_{s}}{\left(\nu_{2}\right)_{s}} Q_{s}\left(m_{1} ; \nu_{1}-1, \nu_{2}-1 ; m_{1}+m_{2}\right)
\end{aligned}
$$

where $Q_{s}$ is the Hahn polynomial of degree $s$ in the notation of [VK]. The polynomials $T_{2} Q$ and $T_{3} Q$ are Clebsch-Gordan coefficients with respect to continuous bases; they may be expressed in terms of Jacobi polynomials and "Hahn polynomials of an imaginary argument," respectively; cf. [MR], [BW2], [P2], and [VK, section 8.7]. Still in the notation of [VK], we have

$$
\begin{aligned}
T_{2} Q\left(\xi_{1}, \xi_{2}\right) & =\sum_{k=0}^{s}\binom{s}{k}(-1)^{s-k} \frac{\xi_{1}^{k} \xi_{2}^{s-k}}{\left(\nu_{1}\right)_{k}\left(\nu_{2}\right)_{s-k}} \\
& =\frac{(-1)^{s} s!}{\left(\nu_{1}\right)_{s}\left(\nu_{2}\right)_{s}}\left(\xi_{1}+\xi_{2}\right)^{s} P_{s}^{\left(\nu_{1}-1, \nu_{2}-1\right)}\left(\frac{\xi_{2}-\xi_{1}}{\xi_{1}+\xi_{2}}\right) \\
T_{3} Q\left(X_{1}, X_{2}\right) & =\sum_{k=0}^{s}\binom{s}{k}(-1)^{k} \frac{\left(\frac{\nu_{1}}{2}-i X_{1}\right)_{k}\left(\frac{\nu_{2}}{2}-i X_{2}\right)_{s-k}}{\left(\nu_{1}\right)_{k}\left(\nu_{2}\right)_{s-k}} \\
& =\frac{\left(\frac{\nu_{1}+\nu_{2}}{2}-i\left(X_{1}+X_{2}\right)\right)_{s}}{\left(\nu_{2}\right)_{s}} q_{s}\left(X_{1} ; \frac{\nu_{1}}{2}, \frac{\nu_{2}}{2}-i\left(X_{1}+X_{2}\right)\right)
\end{aligned}
$$

Even in this case, the present paper gives new and simple deductions of properties of these polynomials.
2.2. Polynomials of Appell-type. In the case of general $n$, the polynomials

$$
\begin{equation*}
Q_{t}(z)=\left(z_{1}-z_{n}\right)^{t_{1}} \cdots\left(z_{n-1}-z_{n}\right)^{t_{n-1}}, \quad t_{1}+\cdots+t_{n-1}=s \tag{2.2}
\end{equation*}
$$

form a basis for the space of highest weight vectors of degree $s$. Expanding $Q_{t}$ by the binomial theorem, one finds that the polynomials $T_{i} Q_{t}$ may be expressed in terms of Karlsson's generalized Kampé de Fériet functions (2.1) with the vector parameters of dimension $n-1$. In fact, one has

$$
\begin{aligned}
& T_{1} Q_{t}\left(m_{1}, \ldots, m_{n}\right) \\
& =\frac{\left(-m_{n}\right)_{s}}{\left(\nu_{n}\right)_{s}} \sum_{k_{1}, \ldots, k_{n-1}=0}^{\infty} \frac{\left(1-\nu_{n}-s\right)_{|k|}\left(-t_{1}\right)_{k_{1}} \cdots\left(-t_{n-1}\right)_{k_{n-1}}\left(-m_{1}\right)_{k_{1}} \cdots\left(-m_{n-1}\right)_{k_{n-1}}}{\left(1+m_{n}-s\right)_{|k|}\left(\nu_{1}\right)_{k_{1}} \cdots\left(\nu_{n-1}\right)_{k_{n-1}} k_{1}!\cdots k_{n-1}!} \\
& =\frac{\left(-m_{n}\right)_{s}}{\left(\nu_{n}\right)_{s}} F_{1: 1}^{1: 2}\left(\begin{array}{c}
1-\nu_{n}-s:-t,-\left(m_{1}, \ldots, m_{n-1}\right) \mid \\
1+m_{n}-s: \\
\left(\nu_{1}, \ldots, \nu_{n-1}\right)
\end{array}\right)
\end{aligned}
$$

(where, as is customary, we write the variable of the $F_{1: 1}^{1: 2}$-function as $1=(1, \ldots, 1)$ ). By (1.8), a similar expression is valid for $T_{3} Q_{t}$, while $T_{2} Q_{t}$ is given by

$$
\begin{align*}
& T_{2} Q_{t}\left(\xi_{1}, \ldots, \xi_{n}\right) \\
& =\frac{\left(-\xi_{n}\right)^{s}}{\left(\nu_{n}\right)_{s}} F_{0: 1}^{1: 1}\left(\left.\begin{array}{cc}
1-\nu_{n}-s: & -t \\
- & :\left(\nu_{1}, \ldots, \nu_{n-1}\right)
\end{array} \right\rvert\,-\frac{\xi_{1}}{\xi_{n}}, \ldots,-\frac{\xi_{n-1}}{\xi_{n}}\right) \tag{2.3}
\end{align*}
$$

(Karlsson's $F_{0: 1}^{1: 1}$-function is also known as the Lauricella $F_{A}$-function).
2.3. Polynomials biorthogonal to the polynomials of Appell-type. The family (2.2) is obviously nonorthogonal for $n \geq 3$. Thus it is a problem to find the dual basis. Applying the $T_{i}$ to these two families then gives biorthogonal polynomial systems. Though we have found no very simple expression for the basis dual to (2.2), the polynomials obtained after applying the $T_{i}$ are also expressible in terms of Karlsson's functions; cf. Corollary 6.2 below.

The polynomials (2.3) were introduced by Appell [A1] for $n=3$. The dual basis was found by him [A2] when $\nu_{3}=1$ and by Engelis [E] and, independently, by Fackerell and Littler [FL] in general. (For the work of Appell, see also the book [AK].) Lam and Tratnik [LT] generalized these polynomials to general $n$. The corresponding spherical harmonics occur in [KMT]. In the special case when all the $\nu_{i}$ equal 1 , these harmonics go back to Hermite, Didon, and Kampé de Fériet; cf. again [AK]. The biorthogonal systems obtained using $T_{1}$ were introduced by Rahman [Ra] for $n=3$ and by Tratnik [T2] in general. For the transform $T_{3}$, the corresponding polynomials are also due to Tratnik [T1].
2.4. Polynomials of Proriol-type. There seems to be no canonical choice of an orthogonal basis in the space of highest weight vectors. There is, however, a general procedure, known as binary coupling (the coupling of angular momenta in quantum physics), that allows one to construct many such bases. The corresponding polynomials $T_{i} Q$ are given by products of $n-1$ factors, each factor being a ClebschGordan coefficient, that is a Hahn, Jacobi, or continuous Hahn polynomial.

As an example, let us consider the case $n=3$. Let $K_{s}^{\nu_{1}, \nu_{2}}$ denote the intertwining embedding

$$
\mathcal{A}^{\nu_{1}+\nu_{2}+2 s} \rightarrow \mathcal{A}^{\nu_{1}} \otimes \mathcal{A}^{\nu_{2}}
$$

such that $K_{s}^{\nu_{1}, \nu_{2}} 1=\left(z_{1}-z_{2}\right)^{s}$. Then the polynomials

$$
Q_{s t}=\left(K_{s}^{\nu_{1}, \nu_{2}} \otimes \mathrm{id}\right) \circ K_{t}^{\nu_{1}+\nu_{2}+2 s, \nu_{3}} 1, \quad s+t=N
$$

form an orthogonal basis for the space of highest weight vectors in $\mathcal{A}^{\nu_{1}} \otimes \mathcal{A}^{\nu_{2}} \otimes \mathcal{A}^{\nu_{3}}$ of degree $N$. In $[\mathrm{R}]$ we found that

$$
\begin{aligned}
Q_{s t}(z)= & \left(z_{1}-z_{2}\right)^{s} \sum_{i+j=t} \frac{t!}{i!j!} \frac{\left(\nu_{1}+s\right)_{i}\left(\nu_{2}+s\right)_{j}}{\left(\nu_{1}+\nu_{2}+2 s\right)_{t}}\left(z_{1}-z_{3}\right)^{i}\left(z_{2}-z_{3}\right)^{j}, \\
T_{1} Q_{s t}(m)= & \frac{\left(-m_{1}-m_{2}\right)_{s}\left(s-m_{1}-m_{2}-m_{3}\right)_{t}}{\left(\nu_{2}\right)_{s}\left(\nu_{3}\right)_{t}} Q_{s}\left(m_{1} ; \nu_{1}-1, \nu_{2}-1 ; m_{1}+m_{2}\right) \\
& \times Q_{t}\left(m_{1}+m_{2}-s ; \nu_{1}+\nu_{2}+2 s-1, \nu_{3}-1 ; m_{1}+m_{2}+m_{3}-s\right), \\
T_{2} Q_{s t}(\xi)= & \frac{(-1)^{s+t} s!t!\left(\xi_{1}+\xi_{2}\right)^{s}\left(\xi_{1}+\xi_{2}+\xi_{3}\right)^{t}}{\left(\nu_{1}\right)_{s}\left(\nu_{2}\right)_{s}\left(\nu_{1}+\nu_{2}+2 s\right)_{t}\left(\nu_{3}\right)_{t}} \\
& \times P_{s}^{\left(\nu_{1}-1, \nu_{2}-1\right)}\left(\frac{\xi_{2}-\xi_{1}}{\xi_{1}+\xi_{2}}\right) P_{t}^{\left(\nu_{1}+\nu_{2}+2 s-1, \nu_{3}-1\right)}\left(\frac{\xi_{3}-\xi_{1}-\xi_{2}}{\xi_{1}+\xi_{2}+\xi_{3}}\right), \\
T_{3} Q_{s t}(X)= & \frac{\left(\frac{\nu_{1}+\nu_{2}}{2}-i\left(X_{1}+X_{2}\right)\right)_{s}\left(\frac{\nu_{1}+\nu_{2}+\nu_{3}+2 s}{2}-i\left(X_{1}+X_{2}+X_{3}\right){)_{t}}_{\left(\nu_{2}\right)_{s}\left(\nu_{3}\right)_{t}}^{2}, \frac{\left.\left.X_{2}\right)\right)}{2}-i\left(X_{1}+X_{2}+X_{3}\right)\right) .}{}
\end{aligned}
$$

The polynomials $T_{2} Q_{s t}$, with $Q_{s t}$ as above, were introduced by Proriol in $[\operatorname{Pr}]$. They were independently obtained and applied to genetics by Karlin and McGregor in [KM1] and have also found applications in physics $[M]$, [MP]. See the survey [K1] for these and other two-variable analogues of Jacobi polynomials. The spherical harmonics constructible by this method were, for general $n$, introduced in $[\mathrm{V}]$, cf.
also [VK, section 10.5], and generalized further in [KMT]. For the special coupling procedure
$Q_{s_{1}, \ldots, s_{n-1}}=\left(K_{s_{1}}^{\nu_{1}, \nu_{2}} \otimes \mathrm{id}\right) \circ\left(K_{s_{2}}^{\nu_{1}+\nu_{2}+2 s_{1}, \nu_{3}} \otimes \mathrm{id}\right) \circ \cdots \circ K_{s_{n-1}}^{\nu_{1}+\cdots+\nu_{n-1}+2\left(s_{1}+\cdots+s_{n-2}\right), \nu_{n}} 1$,
the polynomials $T_{1} Q_{s_{1}, \ldots, s_{n-1}}$ were defined by Karlin and McGregor in [KM2], cf. also [T5]; again they appear in the context of genetics. The corresponding polynomials $T_{3} Q_{s_{1}, \ldots, s_{n-1}}$ were introduced by Tratnik in [T4]. An interesting product formula for the polynomials $T_{2} Q_{s_{1}, \ldots, s_{n-1}}$ is given in [KS].
3. Matrix elements. In this section we write down some basic facts, due to Basu and Wolf [BW1], cf. also [K2], about matrix elements of our representation. Whereas these authors work with the oscillator realization on $L^{2}\left(\mathbb{R}_{+}\right)$, we will reformulate their results in terms of the analytic function spaces $\mathcal{A}^{\nu}$. This has computational advantages, allowing us to work with power series expansions.

Let $\mathbf{D}$ be the unit disc of $\mathbb{C}$ and $G \simeq \operatorname{SU}(1,1) /\{ \pm 1\}$ be the group of conformal automorphisms of $\mathbf{D}$. There are three conjugacy classes of one-parameter subgroups in $G$. They may be described in terms of the fixed point sets in $\mathbb{C} \cup\{\infty\}$ of the corresponding Möbius maps. There are the elliptic elements, which fix one point in $\mathbf{D}$ and one in the outside, the hyperbolic elements, which fix two points on the boundary of $\mathbf{D}$, and finally the parabolic elements, which have a single fixed point on the boundary.

We choose a representative subgroup in each conjugacy class, namely, the elliptic subgroup

$$
\phi_{t}^{1}=\left(\begin{array}{cc}
e^{i t / 2} & 0 \\
0 & e^{-i t / 2}
\end{array}\right)
$$

corresponding to rotations $z \mapsto e^{i t} z$ of the disc, the parabolic subgroup

$$
\phi_{t}^{2}=\left(\begin{array}{cc}
1+i t / 2 & i t / 2 \\
-i t / 2 & 1-i t / 2
\end{array}\right)
$$

and the hyperbolic subgroup

$$
\phi_{t}^{3}=\left(\begin{array}{cc}
\cosh (t / 2) & -\sinh (t / 2) \\
-\sinh (t / 2) & \cosh (t / 2)
\end{array}\right)
$$

One may check that

$$
\phi_{s}^{i} \phi_{t}^{i}=\phi_{s+t}^{i}, \quad i=1,2,3
$$

Note that if we choose $\psi$ as the Cayley transform

$$
\psi(z)=\frac{i-z}{i+z}
$$

of the upper half-plane onto $\mathbf{D}$, then

$$
\left(\psi^{-1} \phi_{t}^{2} \psi\right)(z)=z+t
$$

so we may realize the parabolic subgroup as translations of the half-plane. Similarly

$$
\left(\gamma^{-1} \phi_{t}^{3} \gamma\right)(z)=z+t
$$

where

$$
\gamma(z)=\frac{i-e^{z}}{i+e^{z}}
$$

which realizes the hyperbolic subgroup as translations of the strip $\{z \mid 0<\operatorname{Im} z<\pi\}$. (Hyperbolic transformations may also be realized as dilatations of the half-plane.)

To clarify the group theoretic meaning of our formulas, we employ certain notational conventions, which we will now state explicitly. Various objects connected with the subgroup $\phi_{t}^{i}(i=1,2,3)$ will be labelled with the index $i$. The letter $z$ will denote variables ranging in the disc (or polydisc). We will be concerned with three versions of the Fourier transform, one for each subgroup. For the elliptic subgroup, the variable dual to $z$ is discrete; it will be denoted by $k, l, m$. For the parabolic and hyperbolic subgroup, the dual variables are continuous; they will be denoted by $\xi, \eta$ and $X, Y$, respectively. The equations (1.5), (1.6), and (1.7) are examples of these conventions.

Recall now the function spaces $\mathcal{A}^{\nu}(\nu>0)$ with scalar product

$$
\langle f, g\rangle=\sum_{k=0}^{\infty} \frac{k!}{(\nu)_{k}} \hat{f}(k) \overline{\hat{g}(k)}
$$

We will use this notation also when $f$ or $g$ is not in $\mathcal{A}^{\nu}$, provided that the sum on the right-hand side converges. This space has the reproducing kernel

$$
k_{w}(z)=\sum_{k=0}^{\infty} \frac{(\nu)_{k}}{k!}(z \bar{w})^{k}=\frac{1}{(1-z \bar{w})^{\nu}}
$$

that is,

$$
f(w)=\left\langle f, k_{w}\right\rangle, \quad f \in \mathcal{A}^{\nu}, w \in \mathbb{D}
$$

We denote the group action by

$$
(f * \phi)(z)=f(\phi(z)) \phi^{\prime}(z)^{\frac{\nu}{2}}=f\left(\frac{\alpha z+\beta}{\bar{\beta} z+\bar{\alpha}}\right) \frac{1}{(\bar{\beta} z+\bar{\alpha})^{\nu}}
$$

where $\phi \in G$ is given by

$$
\phi(z)=\frac{\alpha z+\beta}{\bar{\beta} z+\bar{\alpha}}, \quad|\alpha|^{2}-|\beta|^{2}=1
$$

We also write

$$
\mathcal{U}_{\phi}(f)=f * \phi^{-1}
$$

for the corresponding left action. Because of the indeterminacy of the power function, one must pass to the universal covering group to get a unitary representation on each space $\mathcal{A}^{\nu}$. (If $\nu \in 2 \mathbb{Z} / k$ for an integer $k$, the $k$-fold cover is sufficient.)

It is easy to find joint eigenfunctions of our subgroups. Namely, since $e^{i \xi z}$ are eigenfunctions of the translations, it follows that

$$
e^{i \xi \psi^{-1}(z)}\left(\left(\psi^{-1}\right)^{\prime}(z)\right)^{\frac{\nu}{2}}
$$

with $\psi$ as above, are eigenfunctions of $\phi_{t}^{2}$. It will be convenient to normalize them so that they take the value 1 at the origin. This gives the functions

$$
e_{\xi}^{2}(z)=\frac{1}{(1+z)^{\nu}} \exp \left(\frac{\xi z}{1+z}\right)
$$

which indeed satisfy

$$
e_{\xi}^{2} * \phi_{t}^{2}=e^{i t \xi} e_{\xi}^{2}
$$

Replacing $\psi$ by $\gamma$ in this argument leads to the functions

$$
e_{X}^{3}(z)=\frac{2^{\frac{\nu}{2}}}{(1-z)^{\frac{\nu}{2}-i X}(1+z)^{\frac{\nu}{2}+i X}}
$$

(the factor $2^{\frac{\nu}{2}}$ being chosen for convenience), which satisfy

$$
e_{X}^{3} * \phi_{t}^{3}=e^{i t X} e_{X}^{3}
$$

Finally we write

$$
e_{k}^{1}(z)=z^{k}
$$

for the eigenfunctions of the elliptic subgroup. We call $\left(e_{k}^{1}\right)_{k=0}^{\infty}$ the elliptic basis of $\mathcal{A}^{\nu}$, while $\left(e_{\xi}^{2}\right)_{\xi>0}$ and $\left(e_{X}^{3}\right)_{X \in \mathbb{R}}$ are called the parabolic and the hyperbolic (generalized) basis, respectively.

Note that, whereas clearly $e_{k}^{1}$ is an element of $\mathcal{A}^{\nu}$, this is not true for $e_{\xi}^{2}$ or $e_{X}^{3}$. However, one may still define $\left\langle f, e_{x}^{i}\right\rangle(i=2,3)$ for $f$ in a dense subspace of $\mathcal{A}^{\nu}$. Natural choices are the space of polynomials and the linear hull of all reproducing kernels $k_{z}$, $z \in \mathbf{D}$. With either of these choices the following Plancherel theorem is true.

Proposition 3.1. The operator $\left(\mathcal{F}_{2} f\right)(\xi)=\left\langle f, e_{\xi}^{2}\right\rangle$ extends to a Hilbert space isomorphism

$$
\mathcal{F}_{2}: \mathcal{A}^{\nu} \rightarrow \mathrm{L}^{2}\left(\mathbb{R}_{+}, \frac{1}{\Gamma(\nu)} e^{-\xi} \xi^{\nu-1} d \xi\right)
$$

Similarly, the operator $\left(\mathcal{F}_{3} f\right)(X)=\left\langle f, e_{X}^{3}\right\rangle$ extends to an isomorphism

$$
\mathcal{F}_{3}: \mathcal{A}^{\nu} \rightarrow \mathrm{L}^{2}\left(\mathbb{R}, \frac{1}{2 \pi \Gamma(\nu)}\left|\Gamma\left(\frac{\nu}{2}+i X\right)\right|^{2} d X\right)
$$

The transforms $\mathcal{F}_{2}$ and $\mathcal{F}_{3}$ are connected to the classical Fourier transform. For instance $\mathcal{F}_{2} f$ is essentially the Fourier transform of the boundary value distribution of the function $f(\psi(z)) \psi^{\prime}(z)^{\nu / 2}$ defined in the upper half-plane (they differ by a multiplicative factor). The proposition may be proved using this observation, cf. [P2], or alternatively using the orthogonality relations for Laguerre and Meixner-Pollaczek polynomials (whose role is made clear below).

By polarization, we have

$$
\begin{align*}
\langle f, g\rangle & =\sum_{k=0}^{\infty} \frac{(\nu)_{k}}{k!}\left\langle f, e_{k}^{1}\right\rangle\left\langle e_{k}^{1}, g\right\rangle \\
& =\frac{1}{\Gamma(\nu)} \int_{0}^{\infty}\left\langle f, e_{\xi}^{2}\right\rangle\left\langle e_{\xi}^{2}, g\right\rangle e^{-\xi} \xi^{\nu-1} d \xi  \tag{3.1}\\
& =\frac{1}{2 \pi \Gamma(\nu)} \int_{-\infty}^{\infty}\left\langle f, e_{X}^{3}\right\rangle\left\langle e_{X}^{3}, g\right\rangle\left|\Gamma\left(\frac{\nu}{2}+i X\right)\right|^{2} d X
\end{align*}
$$

with a suitable interpretation of the last two expressions. Choosing $g=k_{z}$, it follows that

$$
\begin{align*}
f(z) & =\sum_{k=0}^{\infty} \frac{(\nu)_{k}}{k!}\left(\mathcal{F}_{1} f\right)(k) e_{k}^{1}(z) \\
& =\frac{1}{\Gamma(\nu)} \int_{0}^{\infty}\left(\mathcal{F}_{2} f\right)(\xi) e_{\xi}^{2}(z) e^{-\xi} \xi^{\nu-1} d \xi  \tag{3.2}\\
& =\frac{1}{2 \pi \Gamma(\nu)} \int_{-\infty}^{\infty}\left(\mathcal{F}_{3} f\right)(X) e_{X}^{3}(z)\left|\Gamma\left(\frac{\nu}{2}+i X\right)\right|^{2} d \xi
\end{align*}
$$

where

$$
\mathcal{F}_{1} f(k)=\left\langle f, e_{k}^{1}\right\rangle=\frac{k!}{(\nu)_{k}} \hat{f}(k)
$$

We now introduce the matrix elements

$$
K^{i j}(x, y, \phi)=\left\langle e_{x}^{i}, e_{y}^{j} * \phi\right\rangle, \quad i, j=1,2,3
$$

where $\phi \in G$ is such that this makes sense. By unitarity,

$$
K^{i j}(x, y, \phi)=\overline{K^{j i}\left(y, x, \phi^{-1}\right)}
$$

so there are six cases to consider. As remarked above, the $K^{i j}$ were computed by Basu and Wolf [BW1]. We summarize their results in the following proposition.

Proposition 3.2. The matrix elements of $\mathcal{A}^{\nu}$ are given by

$$
\begin{aligned}
K^{11}(k, l, \phi)= & \begin{cases}\frac{\beta^{k} \bar{\beta}^{l}}{\alpha^{\nu+k+l}}(-1)^{k}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-k,-l \\
\nu
\end{array} \right\rvert\,-\frac{1}{|\beta|^{2}}\right) & \beta \neq 0, \\
\frac{k!}{(\nu)_{k} \alpha^{\nu+2 k}} \delta_{k l} & \beta=0,\end{cases} \\
K^{12}(k, \xi, \phi)= & \frac{(-1)^{k}(\bar{\alpha}+\beta)^{k}}{(\alpha+\bar{\beta})^{\nu+k}} \exp \left(\frac{\bar{\beta} \xi}{\bar{\beta}+\alpha}\right){ }_{1} F_{1}\left(\begin{array}{c}
-k \\
\nu
\end{array} \left\lvert\, \frac{\xi}{|\alpha+\bar{\beta}|^{2}}\right.\right), \\
K^{13}(k, X, \phi)= & \frac{2^{\frac{\nu}{2}}(\bar{\alpha}-\beta)^{k}}{(\alpha+\bar{\beta})^{\frac{\nu}{2}-i X}(\alpha-\bar{\beta})^{\frac{\nu}{2}+i X+k}{ }_{2} F_{1}\left(\begin{array}{c}
-k, \frac{\nu}{2}-i X \\
\nu
\end{array} \left\lvert\, \frac{2}{(\alpha+\bar{\beta})(\bar{\alpha}-\beta)}\right.\right),} \\
K^{22}(\xi, \eta, \phi)= & \frac{1}{(2 i \operatorname{Im}(\alpha-\beta))^{\nu}} \exp \left(-\frac{(\bar{\alpha}+\beta) \xi+(\bar{\alpha}-\bar{\beta}) \eta}{2 i \operatorname{Im}(\alpha-\beta)}\right) \\
& \times{ }_{0} F_{1}\left(\begin{array}{c}
- \\
\nu
\end{array} \left\lvert\,-\frac{\xi \eta}{4(\operatorname{Im}(\alpha-\beta))^{2}}\right.\right), \\
K^{23}(\xi, X, \phi)= & \frac{2^{\frac{\nu}{2}}}{(2 \operatorname{Re}(\alpha-\beta))^{\frac{\nu}{2}+i X}(2 i \operatorname{Im}(\alpha-\beta))^{\frac{\nu}{2}-i X}} \exp \left(\frac{(\bar{\alpha}-\beta) \xi}{2 \operatorname{Re}(\alpha-\beta)}\right) \\
K^{33}(X, Y, \phi)= & \left.\frac{\nu}{(\operatorname{Re}(\alpha-\beta))^{\frac{\nu}{2}+i X}(\operatorname{Re}(\alpha+\beta))^{\frac{\nu}{2}-i Y}} \frac{(i \operatorname{Im}(\alpha+\beta))^{i(X-Y)}}{2 \operatorname{Re}(\alpha-\beta) \operatorname{Im}(\alpha-\beta)}\right), \\
& \times{ }_{2} F_{1}\left(\begin{array}{c}
\left.\frac{\nu}{2}+i X, \frac{\nu}{2}-i Y \left\lvert\, \frac{\nu}{\operatorname{Re}(\alpha+\beta) \operatorname{Re}(\alpha-\beta)}\right.\right)
\end{array}\right.
\end{aligned}
$$

where $\phi(z)=(\alpha z+\beta) /(\bar{\beta} z+\bar{\alpha}),|\alpha|^{2}-|\beta|^{2}=1$.

One may check that these are well defined up to a choice of $\left(\phi^{\prime}\right)^{\nu / 2}$. The matrix elements may be identified with classical orthogonal functions as follows, cf. [K2]:

| $K^{11}$ | $:$ Meixner polynomials, |
| :--- | :--- |
| $K^{12}$ | $:$ Laguerre polynomials, |
| $K^{13}$ | $:$ Meixner-Pollaczek polynomials, |
| $K^{22}$ | $:$ Bessel functions, |
| $K^{23}$ | $:$ Laguerre functions, |
| $K^{33}$ | $:$ Meixner-Pollaczek functions. |

By inserting basis elements $e_{x}^{i} * \phi$ into (3.1), one may deduce a host of addition theorems and orthogonality relations for these functions, cf. [VK, section 7.7].

The proposition does not give the matrix elements $K^{22}, K^{23}$, or $K^{33}$ for $\phi=\mathrm{id}$. However, by (3.2) it is natural to define

$$
\begin{align*}
K^{22}(\xi, \eta, \mathrm{id}) & =\Gamma(\nu) e^{\xi} \xi^{1-\nu} \delta(\xi-\eta)  \tag{3.3}\\
K^{33}(X, Y, \mathrm{id}) & =2 \pi \Gamma(\nu)\left|\Gamma\left(\frac{\nu}{2}+i X\right)\right|^{-2} \delta(X-Y) \tag{3.4}
\end{align*}
$$

where $\delta$ is the Dirac measure. Similarly one may define

$$
K^{23}(\xi, X, \mathrm{id})=\frac{\Gamma(\nu) e^{\frac{\xi}{2}}}{\Gamma\left(\frac{\nu}{2}+i X\right) 2^{i X}} \xi^{-\frac{\nu}{2}+i X}
$$

since this kernel has the property

$$
e_{X}^{3}(z)=\frac{1}{\Gamma(\nu)} \int_{0}^{\infty} \overline{K^{23}(\xi, X, \mathrm{id})} e_{\xi}^{2}(z) e^{-\xi} \xi^{\nu-1} d \xi
$$

(This reduces to the usual definition of the $\Gamma$-function after a change of variables.) These identities can be made precise by extending the transforms $\mathcal{F}_{i}$ to suitable classes of distributions.

As for the proof, we remark that in the present realization, all of Proposition 3.2 may be deduced from Meixner's expansion formula [Me]

$$
\begin{aligned}
& (3.5) \\
& =\frac{\sum_{k=0}^{\infty} \frac{(\nu)_{k}}{k!}{ }_{2} F_{1}\left(\begin{array}{c|c}
-k, \alpha \\
\nu & x
\end{array}\right){ }_{2} F_{1}\left(\left.\begin{array}{c}
-k, \beta \\
\nu
\end{array} \right\rvert\, y\right) z^{k}}{(1-z)^{\nu-\alpha-\beta}(1-z+x z)^{\alpha}(1-z+y z)^{\beta}}{ }_{2} F_{1}\left(\begin{array}{c|c}
\alpha, \beta & \frac{x y z}{(1-z+x z)(1-z+y z)}
\end{array}\right) .
\end{aligned}
$$

The case $x=0$ gives the expressions for $K^{11}$ and $K^{13}$. To proceed, one may use the expansion

$$
K^{33}(X, Y, \phi)=\sum_{k=0}^{\infty} \frac{(\nu)_{k}}{k!} \overline{K^{13}(k, X, \text { id })} K^{13}(k, Y, \phi)
$$

which follows from the first identity in (3.1). The expression for $K^{33}$ given in Proposition 3.2 now follows from the general case of Meixner's formula.

The matrix elements involving the parabolic subgroup are computed similarly, using two degenerate cases of Meixner's formula. If we replace $y$ by $y / \beta$ in (3.5) and let $\beta$ tend to infinity, we obtain the expansion

$$
\begin{align*}
& \sum_{k=0}^{\infty} \frac{(\nu)_{k}}{k!}{ }_{2} F_{1}\left(\begin{array}{c|c}
-k, \alpha \\
\nu & x
\end{array}\right){ }_{1} F_{1}\left(\begin{array}{c|c}
-k & y \\
\nu &
\end{array}\right) z^{k} \\
= & \frac{1}{(1-z)^{\nu-\alpha}(1-z+x z)^{\alpha}} \exp \left(-\frac{y z}{1-z}\right){ }_{1} F_{1}\left(\begin{array}{c|c}
\alpha & \frac{x y z}{\nu}
\end{array}\right) \tag{3.6}
\end{align*}
$$

due to Weisner. Repeating this once more gives the Hardy-Hille formula

$$
\begin{aligned}
& \sum_{k=0}^{\infty} \frac{(\nu)_{k}}{k!}{ }_{1} F_{1}\left(\begin{array}{c|c}
-k & x \\
\nu & { }_{1} F_{1}\left(\begin{array}{c|c}
-k & y \\
\nu & y
\end{array}\right) z^{k} \\
=\frac{1}{(1-z)^{\nu}} \exp \left(-\frac{z(x+y)}{1-z}\right){ }_{0} F_{1}\left(\left.\begin{array}{c}
- \\
\nu
\end{array} \right\rvert\, \frac{x y z}{(1-z)^{2}}\right.
\end{array}\right) .
\end{aligned}
$$

We refer to $[\mathrm{SM}]$ for a large number of proofs of these formulas.
4. Coupling coefficients. In this section we will obtain the polynomials $T_{i} Q$ as coupling coefficients of our representation. We consider transforms of the type

$$
\mathcal{F}_{i}^{\phi} f(x)=\mathcal{F}_{i} \mathcal{U}_{\phi} f(x)=\left\langle f, e_{x}^{i} * \phi\right\rangle, \quad i=1,2,3, \phi \in G
$$

that is, the Fourier transform with respect to an arbitrary one-parameter subgroup of $G$. We will factorize these into operators which interact nicely with the Lie algebra action. More precisely, we will find factorizations of the type

$$
\mathcal{F}_{i}^{\phi}=M_{i} T_{i} \delta_{a} \tau_{b},
$$

where $\delta_{a}$ and $\tau_{b}$ are the dilatation and translation operators defined by

$$
\delta_{a} f(z)=f(a z), \quad \tau_{b} f(z)=f(z+b)
$$

$M_{i}$ are the multiplication operators

$$
M_{i} f(x)=\overline{e_{x}^{i} * \phi(0)} f(x)=\left(\mathcal{F}_{i}^{\phi} 1\right)(x) f(x)
$$

and $T_{i}$ are the transforms defined in (1.4).
We will use the explicit expressions for the matrix elements given in Proposition 3.2 to obtain our factorizations. Note, however, that we only need them in the easiest special case, corresponding to $x=0$ in (3.5) and (3.6).

Proposition 4.1. In the notation above, we have for $\phi=\binom{\alpha \beta}{\bar{\beta} \bar{\alpha}}$ the following factorizations of densely defined operators:

$$
\begin{align*}
& \mathcal{F}_{1}^{\phi}=M_{1} T_{1} \delta_{1 / \alpha \bar{\beta}} \tau_{-\beta / \alpha} \quad(\beta \neq 0),  \tag{4.1}\\
& \mathcal{F}_{2}^{\phi}=M_{2} T_{2} \delta_{1 /(\alpha+\bar{\beta})^{2}} \tau_{-(\bar{\alpha}+\beta) /(\alpha+\bar{\beta})}, \\
& \mathcal{F}_{3}^{\phi}=M_{3} T_{3} \delta_{2 /(\alpha+\bar{\beta})(\alpha-\bar{\beta})} \tau_{(\bar{\alpha}-\beta) /(\alpha-\bar{\beta})} .
\end{align*}
$$

Proof. Test the action of both sides on the function $e_{k}^{1}(z)=z^{k}$. In general,

$$
\left(\delta_{a} \tau_{b} e_{k}^{1}\right)(z)=(a z+b)^{k}=b^{k} \sum_{j=0}^{\infty} \frac{(-k)_{j}}{j!}\left(-\frac{a z}{b}\right)^{j}
$$

Thus one has for instance

$$
\begin{aligned}
M_{1} T_{1} \delta_{1 / \alpha \bar{\beta}} \tau_{-\beta / \alpha} e_{k}^{1}(m) & =\frac{\bar{\beta}^{m}}{\alpha^{\nu+m}} T_{1}\left(\left(-\frac{\beta}{\alpha}\right)^{k} \sum_{j=0}^{\infty} \frac{(-k)_{j}}{j!}\left(\frac{z}{|\beta|^{2}}\right)^{j}\right)(m) \\
& =\frac{\bar{\beta}^{m}(-\beta)^{k}}{\alpha^{\nu+m+k}} \sum_{j=0}^{\infty} \frac{(-k)_{j}(-m)_{j}}{j!(\nu)_{j}}\left(-\frac{1}{|\beta|^{2}}\right)^{j} \\
& =\frac{\bar{\beta}^{m}(-\beta)^{k}}{\alpha^{\nu+k+m}} 2^{2} F_{1}\left(\left.\begin{array}{c}
-k,-m \\
\nu
\end{array} \right\rvert\,-\frac{1}{|\beta|^{2}}\right) \\
& =K^{11}(k, m, \phi)=\mathcal{F}_{1}^{\phi} e_{k}^{1}(m),
\end{aligned}
$$

which proves (4.1). The other two identities follow similarly.
Now let us apply these factorizations to a general tensor product $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$. As in the case $n=1$, we write

$$
\left(f_{1} \otimes \cdots \otimes f_{n}\right) * \phi(z)=f_{1}\left(\phi\left(z_{1}\right)\right) \cdots f_{n}\left(\phi\left(z_{n}\right)\right) \phi^{\prime}\left(z_{1}\right)^{\frac{\nu_{1}}{2}} \cdots \phi^{\prime}\left(z_{n}\right)^{\frac{\nu_{n}}{2}}
$$

for the group action and $\mathcal{F}_{i}^{\phi}$ for the transforms

$$
\left(\mathcal{F}_{i}^{\phi} f\right)\left(x_{1}, \ldots, x_{n}\right)=\left\langle f,\left(e_{x_{1}}^{i} \otimes \cdots \otimes e_{x_{n}}^{i}\right) * \phi\right\rangle, \quad i=1,2,3, \phi \in G
$$

Applying Proposition 4.1 in each variable gives factorizations of these transforms.
We fix a highest weight polynomial $Q$ of degree $s$ and write

$$
\mu=|\nu|+2 s
$$

Then there is a unique intertwining embedding $\mathcal{K}_{Q}$ of $\mathcal{A}^{\mu}$ into $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ such that $\mathcal{K}_{Q} 1=Q$. We will henceforth denote by $\langle,\rangle_{\mu}$ and $\langle,\rangle_{\nu}$ the scalar product of $\mathcal{A}^{\mu}$ and $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$, respectively.

Theorem 4.2. For $g \in \mathcal{A}^{\mu}$ and $\phi \in G$, we have the equalities

$$
\begin{aligned}
\left(\mathcal{F}_{1}^{\phi} \mathcal{K}_{Q} g\right)(m) & =T_{1} Q(m)\left(\mathcal{F}_{1}^{\phi} g\right)(|m|-s) \\
\left(\mathcal{F}_{2}^{\phi} \mathcal{K}_{Q} g\right)(\xi) & =T_{2} Q(\xi)\left(\mathcal{F}_{2}^{\phi} g\right)(|\xi|) \\
\left(\mathcal{F}_{3}^{\phi} \mathcal{K}_{Q} g\right)(X) & =T_{3} Q(X)\left(\mathcal{F}_{3}^{\phi} g\right)(|X|)
\end{aligned}
$$

Thus we may write

$$
\left\langle\mathcal{K}_{Q} g,\left(z_{1}^{m_{1}} \cdots z_{n}^{m_{n}}\right) * \phi\right\rangle_{\nu}=T_{1} Q\left(m_{1}, \ldots, m_{n}\right)\left\langle g, z^{|m|-s} * \phi\right\rangle_{\mu}
$$

while for $T_{2}$ and $T_{3}$ similar equalities are valid with a suitable interpretation. In particular the matrix elements

$$
\left\langle\mathcal{K}_{Q} e_{x}^{i},\left(e_{y_{1}}^{j} \otimes \cdots \otimes e_{y_{n}}^{j}\right) * \phi\right\rangle_{\nu}
$$

of the embedding $\mathcal{K}_{Q}$ factor as $T_{j} Q(y)$ times a matrix element (in the sense of section 3) for $\mathcal{A}^{|\nu|+2 s}$.

Proof. Since $\mathcal{K}_{Q}$ commutes with the group action, we may assume that $\phi=\mathrm{id}$. Moreover, it suffices to choose $g=k_{w}$ as a reproducing kernel. The first equality then reduces to

$$
\begin{equation*}
\left\langle\mathcal{K}_{Q} k_{w}, e_{m_{1}}^{1} \otimes \cdots \otimes e_{m_{n}}^{1}\right\rangle_{\nu}=T_{1} Q(m) \bar{w}^{|m|-s} \tag{4.2}
\end{equation*}
$$

First note that

$$
k_{w}=\left(1-|w|^{2}\right)^{-\frac{\mu}{2}} 1 * \phi_{w}^{-1}
$$

where $\phi_{w}$ is the disc automorphism $\phi_{w}(z)=(z+w) /(1+\bar{w} z)$, corresponding to the matrix $\binom{\alpha \beta}{\bar{\beta} \bar{\alpha}}$, with

$$
\alpha=\frac{1}{\sqrt{1-|w|^{2}}}, \quad \beta=\frac{w}{\sqrt{1-|w|^{2}}}
$$

This gives

$$
\mathcal{K}_{Q} k_{w}=\left(1-|w|^{2}\right)^{-\frac{\mu}{2}} Q * \phi_{w}^{-1}
$$

Thus we have

$$
\begin{aligned}
\left\langle\mathcal{K}_{Q} k_{w}, e_{m_{1}}^{1} \otimes \cdots \otimes e_{m_{n}}^{1}\right\rangle_{\nu} & =\left(1-|w|^{2}\right)^{-\frac{\mu}{2}}\left\langle Q * \phi_{w}^{-1}, e_{m_{1}}^{1} \otimes \cdots \otimes e_{m_{n}}^{1}\right\rangle_{\nu} \\
& =\left(1-|w|^{2}\right)^{-\frac{\mu}{2}}\left(\mathcal{F}_{1}^{\phi_{w}} Q\right)\left(m_{1}, \ldots, m_{n}\right)
\end{aligned}
$$

We now apply the factorization (4.1) to each variable. Note that (1.3) may be written as

$$
\left(\delta_{a} \tau_{b}\right)^{\otimes n} Q=a^{s} Q
$$

This gives

$$
\begin{aligned}
\left\langle\mathcal{K}_{Q} k_{w}, e_{m_{1}}^{1} \otimes \cdots \otimes e_{m_{n}}^{1}\right\rangle_{\nu} & =\left(1-|w|^{2}\right)^{-\frac{\mu}{2}} \frac{\bar{\beta}^{|m|}}{\alpha^{|\nu|+|m|}}\left(T_{1}\left(\delta_{1 / \alpha \bar{\beta}} \tau_{-\beta / \alpha}\right)^{\otimes s} Q\right)(m) \\
& =\left(1-|w|^{2}\right)^{-\frac{\mu}{2}} \frac{\bar{\beta}^{|m|-s}}{\alpha^{|\nu|+|m|+s}} T_{1} Q(m)=\bar{w}^{|m|-s} T_{1} Q(m)
\end{aligned}
$$

which proves (4.2). The rest of the theorem follows from the equalities

$$
\begin{gathered}
\mathcal{F}_{2}^{\phi_{w}} Q(\xi)=\left(1-|w|^{2}\right)^{\frac{\mu}{2}} T_{2} Q(\xi) \overline{e_{|\xi|}^{2}(w)}, \\
\mathcal{F}_{3}^{\phi_{w}} Q(X)=\left(1-|w|^{2}\right)^{\frac{\mu}{2}} T_{3} Q(X) \overline{e_{|X|}^{3}(w)}
\end{gathered}
$$

which are likewise easily obtained from Proposition 4.1.
Choosing as in the proof, $g=k_{w}, \phi=\mathrm{id}$, and expressing the left-hand sides by means of the adjoint $\mathcal{K}_{Q}^{*}$, one sees that the theorem is equivalent to the equalities

$$
\begin{aligned}
\mathcal{K}_{Q}^{*} e_{m_{1}}^{1} \otimes \cdots \otimes e_{m_{n}}^{1} & =\overline{T_{1} Q(m)} e_{|m|-s}^{1} \\
\mathcal{K}_{Q}^{*} e_{\xi_{1}}^{2} \otimes \cdots \otimes e_{\xi_{n}}^{2} & =\overline{T_{2} Q(\xi)} e_{|\xi|}^{2} \\
\mathcal{K}_{Q}^{*} e_{X_{1}}^{3} \otimes \cdots \otimes e_{X_{n}}^{3} & =\overline{T_{3} Q(X)} e_{|X|}^{3}
\end{aligned}
$$

This may also be proved using the explicit expression for $\mathcal{K}_{Q}^{*}$ as a differential operator (transvectant) given in [R]; cf. [P2] for the case $n=2$.

We now combine Theorem 4.2 with the equalities (3.2), choosing $f=\mathcal{K}_{Q} e_{x}^{i}$. This will give the expansions of $\mathcal{K}_{Q} e_{x}^{i}$ in tensor products of the $e_{y}^{j}$. By the theorem, the coefficients will involve the polynomial $T_{j} Q$ times the matrix element $K^{i j}$. For $i=j$ this exhibits the polynomials $T_{i} Q$ as coupling coefficients of our representation. We summarize this in a corollary.

Corollary 4.3. In the notation above, we have the generalized Clebsch-Gordan formulas

$$
\begin{align*}
& \frac{(\mu)_{k}}{k!} \mathcal{K}_{Q} e_{k}^{1}\left(z_{1}, \ldots, z_{n}\right)=\sum_{|m|=k+s} \frac{\left(\nu_{1}\right)_{m_{1}} \cdots\left(\nu_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(m) z_{1}^{m_{1}} \cdots z_{n}^{m_{n}} \\
& \frac{\xi^{\mu-1}}{\Gamma(\mu)} \mathcal{K}_{Q} e_{\xi}^{2}\left(z_{1}, \ldots, z_{n}\right) \\
= & \frac{1}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\eta \in \mathbb{R}_{+}^{n}:|\eta|=\xi} T_{2} Q(\eta) e_{\eta_{1}}^{2}\left(z_{1}\right) \cdots e_{\eta_{n}}^{2}\left(z_{n}\right) \eta_{1}^{\nu_{1}-1} \cdots \eta_{n}^{\nu_{n}-1} d \eta \tag{4.3}
\end{align*}
$$

$$
\begin{aligned}
& \frac{\left|\Gamma\left(\frac{\mu}{2}+i X\right)\right|^{2}}{\Gamma(\mu)} \mathcal{K}_{Q} e_{X}^{3}\left(z_{1}, \ldots, z_{n}\right)=\frac{1}{(2 \pi)^{n-1} \Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \\
& \times \int_{Y \in \mathbb{R}^{n}:|Y|=X} T_{3} Q(Y) e_{Y_{1}}^{3}\left(z_{1}\right) \cdots e_{Y_{n}}^{3}\left(z_{n}\right)\left|\Gamma\left(\frac{\nu_{1}}{2}+i Y_{1}\right) \cdots \Gamma\left(\frac{\nu_{n}}{2}+i Y_{n}\right)\right|^{2} d Y
\end{aligned}
$$

To obtain the latter two equalities, one may formally use (3.3) and (3.4). This can be justified either by a duality argument or by first writing down an analogous expansion for $\mathcal{K}_{Q} e_{x}^{i} * \phi$ and then sending $\phi$ to id along a suitable one-parameter subgroup.

Choosing $i \neq j$ gives six additional expansion formulas. These follow, however, from formulas which have been obtained already. For instance, $i=1, j=2$ gives

$$
\mathcal{K}_{Q} e_{k}^{1}(z)=\frac{(-1)^{k}}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\mathbb{R}_{+}^{n}}{ }_{1} F_{1}\left(\left.\begin{array}{c}
-k \\
\mu
\end{array}| | \eta \right\rvert\,\right) T_{2} Q(\eta) e^{-|\eta|} \prod_{r=1}^{n} e_{\eta_{r}}^{2}\left(z_{r}\right) \eta_{r}^{\nu_{r}-1} d \eta
$$

Integrating over the hypersurfaces $|\eta|=\xi$ and assuming (4.3), we see that this reduces to

$$
\mathcal{K}_{Q} e_{k}^{1}(z)=\frac{(-1)^{k}}{\Gamma(\mu)} \int_{0}^{\infty}{ }_{1} F_{1}\left(\begin{array}{c|c}
-k & \\
\mu & \xi
\end{array}\right) \mathcal{K}_{Q} e_{\xi}^{2}(z) e^{-\xi} \xi^{\mu-1} d \xi
$$

However, this follows from applying $\mathcal{K}_{Q}$ to each side of

$$
e_{k}^{1}(z)=\frac{1}{\Gamma(\mu)} \int_{0}^{\infty} K^{12}(k, \xi, \mathrm{id}) e_{\xi}^{2}(z) e^{-\xi} \xi^{\mu-1} d \xi
$$

which is a special case of (3.2).
As a consequence of the interpretation as coupling coefficients, we recover the orthogonality relations for the polynomials $T_{i} Q$ with the exact proportionality constants.

Corollary 4.4. Let $Q$ and $\tilde{Q}$ be two highest weight polynomials in

$$
\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}
$$

not necessarily of the same degree. Then if $s$ is the degree of $Q$ (or of $\tilde{Q})$ and $\mu=$ $|\nu|+2 s$, the quantities

$$
\frac{k!}{(\mu)_{k}} \sum_{|m|=k+s} \frac{\left(\nu_{1}\right)_{m_{1}} \cdots\left(\nu_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(m) \overline{T_{1} \tilde{Q}(m)}
$$

$$
\begin{gathered}
\frac{\Gamma(\mu) B^{1-\mu}}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\xi \in \mathbb{R}_{+}^{n}:|\xi|=B} T_{2} Q(\xi) \overline{T_{2} \tilde{Q}(\xi)} \xi_{1}^{\nu_{1}-1} \cdots \xi_{n}^{\nu_{n}-1} d \xi \\
\frac{\Gamma(\mu)}{(2 \pi)^{n-1}\left|\Gamma\left(\frac{\mu}{2}+i C\right)\right|^{2}} \int_{X \in \mathbb{R}^{n}:|X|=C} T_{3} Q(X) \overline{T_{3} \tilde{Q}(X)} \prod_{r=1}^{n} \frac{\left|\Gamma\left(\frac{\nu_{r}}{2}+i X_{r}\right)\right|^{2}}{\Gamma\left(\nu_{r}\right)} d X
\end{gathered}
$$

are, for each $k=0,1,2, \ldots, B \in \mathbb{R}_{+}$and $C \in \mathbb{R}$, all equal to the scalar product $\langle Q, \tilde{Q}\rangle_{\nu}$.

Proof. First note that, as a consequence of Schur's lemma,

$$
\left\langle\mathcal{K}_{Q} f, \mathcal{K}_{\tilde{Q}} g\right\rangle_{\nu}=\langle Q, \tilde{Q}\rangle_{\nu}\langle f, g\rangle_{\mu}
$$

where we have used $\mathcal{K}_{Q} 1=Q$. If we put $\xi=B$ in the equality (4.3) and then take the scalar product with $\mathcal{K}_{\tilde{Q}} e_{B}^{2} * \phi$ for a suitable $\phi$, the left-hand side then equals

$$
\frac{B^{\mu-1}}{\Gamma(\mu)}\langle Q, \tilde{Q}\rangle_{\nu}\left\langle e_{B}^{2}, e_{B}^{2} * \phi\right\rangle_{\mu}
$$

while the right-hand side equals

$$
\begin{aligned}
& \frac{1}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\eta \in \mathbb{R}_{+}^{n}:|\eta|=B} T_{2} Q(\eta)\left\langle e_{\eta_{1}}^{2} \otimes \cdots \otimes e_{\eta_{n}}^{2}, \mathcal{K}_{\tilde{Q}} e_{B}^{2} * \phi\right\rangle_{\nu} \eta_{1}^{\nu_{1}-1} \cdots \eta_{n}^{\nu_{n}-1} d \eta \\
& =\frac{1}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\eta \in \mathbb{R}_{+}^{n}:|\eta|=B} T_{2} Q(\eta) \overline{T_{2} \tilde{Q}(\eta)}\left\langle e_{B}^{2}, e_{B}^{2} * \phi\right\rangle_{\mu} \eta_{1}^{\nu_{1}-1} \cdots \eta_{n}^{\nu_{n}-1} d \eta
\end{aligned}
$$

Dividing out the matrix element $\left\langle e_{B}^{2}, e_{B}^{2} * \phi\right\rangle_{\mu}$ we obtain the second part of the corollary. The remaining parts are similar.
5. Convolution formulas. In this section we will obtain some convolution formulas for the polynomials $T_{i} Q$. The most general formulas of this type would follow from considering a scalar product

$$
\left\langle\mathcal{K}_{Q} e_{x}^{i} * \phi,\left(e_{y_{1}}^{j} \otimes \cdots \otimes e_{y_{n}}^{j}\right) * \psi\right\rangle_{\nu}
$$

and expanding this by applying formula number $k$ in (3.1) on each variable. For instance, with $(i, j, k)=(1,2,3)$ this gives

$$
\begin{aligned}
& \left\langle\mathcal{K}_{Q} e_{k}^{1} * \phi,\left(e_{\xi_{1}}^{2} \otimes \cdots \otimes e_{\xi_{n}}^{2}\right) * \psi\right\rangle_{\nu} \\
& =\int_{\mathbb{R}^{n}}\left\langle\mathcal{K}_{Q} e_{k}^{1} * \phi, e_{X_{1}}^{3} \otimes \cdots \otimes e_{X_{n}}^{3}\right\rangle_{\nu}\left\langle e_{X_{1}}^{3} \otimes \cdots \otimes e_{X_{n}}^{3},\left(e_{\xi_{1}}^{2} \otimes \cdots \otimes e_{\xi_{n}}^{2}\right) * \psi\right\rangle_{\nu} d m(X)
\end{aligned}
$$

where

$$
d m(X)=\frac{1}{(2 \pi)^{n} \Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)}\left|\Gamma\left(\frac{\nu_{1}}{2}+i X_{1}\right) \cdots \Gamma\left(\frac{\nu_{n}}{2}+i X_{n}\right)\right|^{2} d X_{1} \cdots d X_{n}
$$

Now, by Theorem 4.2, this may be written as

$$
T_{2} Q(\xi) K^{12}\left(k,|\xi|, \psi \phi^{-1}\right)=\int_{\mathbb{R}^{n}} T_{3} Q(X) K^{13}\left(k,|X|, \phi^{-1}\right) \prod_{r=1}^{n} K^{32}\left(X_{r}, \xi_{r}, \psi\right) d m(X)
$$

Inserting the expressions for matrix elements from Proposition 3.2, we obtain an integral formula linking $T_{2} Q$ and $T_{3} Q$.

We will not write down all such formulas since they may be deduced from a few special cases. Using addition formulas for the matrix elements we may reduce ourselves to the case $\phi=\mathrm{id}$. As in the previous section, we may also assume that $i=k$. In this case, the formulas follow from applying the transform $\mathcal{F}_{j}^{\psi}$ to both sides of the three generalized Clebsch-Gordan formulas of Corollary 4.3. Moreover, the formulas with $j=3$ follow from those with $j=1$, by means of (1.8). After these reductions, there remain the six cases

$$
(i, j)=(1,1),(1,2),(2,1),(2,2),(3,1),(3,2)
$$

which will give the following convolution formulas.
Theorem 5.1. Let, as above, $Q$ be a highest weight polynomial in $\mathcal{A}^{\nu_{1}} \cdots \otimes \mathcal{A}^{\nu_{n}}$ of degree $s$ and let $\mu=|\nu|+2 s$. Then the following formulas hold:

$$
\begin{align*}
& \text { 5.1) } \quad \frac{(\mu)_{k}}{k!} c^{s}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-k, s-|l| \\
\mu
\end{array} \right\rvert\, c\right) T_{1} Q(l)  \tag{5.1}\\
& =\sum_{|m|=k+s} \frac{\left(\nu_{1}\right)_{m_{1}} \cdots\left(\nu_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(m) \prod_{r=1}^{n}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-m_{r},-l_{r} \\
\nu_{r}
\end{array} \right\rvert\, c\right)
\end{align*}
$$

$$
\begin{aligned}
& \frac{(\mu)_{k}}{k!}{ }_{1} F_{1}\left(\left.\begin{array}{c}
-k \\
\mu
\end{array}| | \xi \right\rvert\,\right) T_{2} Q(\xi) \\
= & (-1)^{s} \sum_{|m|=k+s} \frac{\left(\nu_{1}\right)_{m_{1}} \cdots\left(\nu_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(m) \prod_{r=1}^{n}{ }_{1} F_{1}\left(\left.\begin{array}{c}
-m_{r} \\
\nu_{r}
\end{array} \right\rvert\, \xi_{r}\right),
\end{aligned}
$$

$$
=\frac{(-1)^{s}}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\eta \in \mathbb{R}_{+}^{n}:|\eta|=\xi} T_{2} Q(\eta) \prod_{r=1}^{n}{ }_{1} F_{1}\left(\left.\begin{array}{c}
-m_{r}  \tag{5.2}\\
\nu_{r}
\end{array} \right\rvert\, \eta_{r}\right) \eta_{1}^{\nu_{1}-1} \cdots \eta_{n}^{\nu_{n}-1} d \eta
$$

$$
\begin{aligned}
& \frac{\xi^{\mu-1}}{\Gamma(\mu)}{ }_{0} F_{1}\left(\left.\begin{array}{c}
- \\
\mu
\end{array}|-\xi| \zeta \right\rvert\,\right) T_{2} Q(\zeta) \\
= & \frac{(-1)^{s}}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\eta \in \mathbb{R}_{+}^{n}:|\eta|=\xi} T_{2} Q(\eta) \prod_{r=1}^{n}{ }_{0} F_{1}\left(\left.\begin{array}{c}
- \\
\nu_{r}
\end{array} \right\rvert\,-\eta_{r} \zeta_{r}\right) \eta_{1}^{\nu_{1}-1} \cdots \eta_{n}^{\nu_{n}-1} d \eta
\end{aligned}
$$

$$
\frac{\left|\Gamma\left(\frac{\mu}{2}+i X\right)\right|^{2}}{\Gamma(\mu)} c^{s}{ }_{2} F_{1}\left(\left.\begin{array}{c}
s-|m|, \frac{\mu}{2}+i X  \tag{5.3}\\
\mu
\end{array} \right\rvert\, c\right) T_{1} Q(m)
$$

$$
=\frac{1}{(2 \pi)^{n-1}} \int_{Y \in \mathbb{R}^{n}:|Y|=X} T_{3} Q(Y) \prod_{r=1}^{n} \frac{\left|\Gamma\left(\frac{\nu_{r}}{2}+i Y_{r}\right)\right|^{2}}{\Gamma\left(\nu_{r}\right)}{ }_{2} F_{1}\left(\begin{array}{c}
-m_{r}, \frac{\nu_{r}}{2}+i Y_{r} \\
\nu_{r}
\end{array} c\right) d Y
$$

$$
\frac{\left|\Gamma\left(\frac{\mu}{2}+i X\right)\right|^{2}}{\Gamma(\mu)}{ }_{1} F_{1}\left(\left.\begin{array}{c}
\frac{\mu}{2}+i X \\
\mu
\end{array}| | \xi \right\rvert\,\right) T_{2} Q(\xi)
$$

$$
=\frac{i^{s}}{(2 \pi)^{n-1}} \int_{Y \in \mathbb{R}^{n}:|Y|=X} T_{3} Q(Y) \prod_{r=1}^{n} \frac{\left|\Gamma\left(\frac{\nu_{r}}{2}+i Y_{r}\right)\right|^{2}}{\Gamma\left(\nu_{r}\right)}{ }_{1} F_{1}\left(\left.\begin{array}{c}
\frac{\nu_{r}}{2}+i Y_{r} \\
\nu_{r}
\end{array} \right\rvert\, i \xi_{r}\right) d Y
$$

The parameter $c$ occurring in (5.1) and (5.3) depends on the choice of $\psi$. More precisely, in the first of these identities $c=-1 /|\beta|^{2}$, where $\psi(z)=(\alpha z+\beta) /(\bar{\beta} z+\bar{\alpha})$,
and in the second one $c=2 /(\alpha+\bar{\beta})(\bar{\alpha}-\beta)$. Since both sides are polynomials in $c$ they are valid for arbitrary $c$. For the remaining four identities, different choices of $\psi$ give essentially the same result.

Quite a lot of information is contained in these formulas. Many known identities follow from the three interesting special cases when (i) $Q=1$, (ii) $n=2$, or (iii) a numerator parameter in the hypergeometric function on the left-hand side is 0 , so that this function reduces to 1 . In particular, the case $n=2$ of the first two identities occurs in [KV1] with a similar group theoretic interpretation; cf. also [Su], [VdJ].

It should be noted that if $Q$ is constructed by binary coupling as in section 2.4, the theorem may be proved using the case $n=2$ and induction on $n$. Since one may construct a basis for the space of highest weight vectors in this way, this actually gives an alternative proof of the general case.

Some degenerate cases of our convolution formulas seem interesting enough to state explicitly. First, the polynomials $T_{1} Q$ (and thus $T_{3} Q$ ) satisfy some related identities.

Corollary 5.2. In the notation of Theorem 5.1, the following additional formulas are valid:

$$
\begin{align*}
\frac{(\mu+|l|-s)_{k}}{k!} T_{1} Q(l) & =\sum_{|m|=k+s} \frac{\left(\nu_{1}+l_{1}\right)_{m_{1}} \cdots\left(\nu_{n}+l_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(m),  \tag{5.4}\\
\frac{(\mu+|l|-s)_{k+s}}{(k+s)!} T_{1} Q(l) & =\sum_{|m|=k+s} \frac{\left(\nu_{1}+l_{1}\right)_{m_{1}} \cdots\left(\nu_{n}+l_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(m+l), \\
\frac{(s-|l|)_{k}}{k!} T_{1} Q(l) & =(-1)^{s} \sum_{|m|=k+s} \frac{\left(-l_{1}\right)_{m_{1}} \cdots\left(-l_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(m), \\
\frac{(s-|l|)_{k+s}}{(k+s)!} T_{1} Q(l) & =\sum_{|m|=k+s} \frac{\left(-l_{1}\right)_{m_{1}} \cdots\left(-l_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(l-m) .
\end{align*}
$$

Proof. This follows from the convolution formula (5.1). As remarked above, it is valid for arbitrary values of $c$, though in the proof $c=-1 /|\beta|^{2}$ is negative. Putting $c=1$ and using the Chu-Vandermonde formula

$$
{ }_{2} F_{1}\left(\begin{array}{c|c}
-m,-l & 1 \\
\nu & 1
\end{array}\right)=\frac{(\nu)_{m+l}}{(\nu)_{m}(\nu)_{l}}
$$

gives the equality (5.4). If we multiply both sides of (5.1) by $c^{-k-s}$ and use the limit relation

$$
\lim _{c \rightarrow \infty} \frac{1}{c^{m}}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-m,-l \\
\nu
\end{array} \right\rvert\, c\right)=(-1)^{m} \frac{(-l)_{m}}{(\nu)_{m}} \quad(m, l=0,1,2, \ldots),
$$

we obtain (5.6). Incidentally, (5.6) also follows from (5.4) together with

$$
\begin{equation*}
T_{1} Q(m)=(-1)^{s} T_{1} Q(-\nu-m) \tag{5.8}
\end{equation*}
$$

which in turn follows from (1.8) and (1.9).
If we instead multiply both sides of (5.1) by $c^{-|l|}$ and let $c \rightarrow \infty$, we get

$$
(-1)^{s} \frac{(\mu)_{k}(-k)_{|l|-s}}{k!(\mu)_{|l|-s}} T_{1} Q(l)=\sum_{|m|=k+s} \frac{\left(\nu_{1}\right)_{m_{1}} \cdots\left(\nu_{n}\right)_{m_{n}}\left(-m_{1}\right)_{l_{1}} \cdots\left(-m_{n}\right)_{l_{n}}}{m_{1}!\cdots m_{n}!\left(\nu_{1}\right)_{l_{1}} \cdots\left(\nu_{n}\right)_{l_{n}}} T_{1} Q(m)
$$

Replacing $k$ by $k+|l|$ and $m$ by $m+l$ gives (5.5). The equality (5.7) follows from (5.5) together with (5.8).

We may also obtain two integral formulas for $T_{1} Q$ from Theorem 5.1. In the bilinear case, the first of these is a known formula for the Hahn polynomials (see [VK, Formula $8.2 .4(7)]$ ), while we have not found the second one in the literature.

Corollary 5.3. In the notation of Theorem 5.1, the following additional formulas are valid:

$$
\begin{aligned}
& \frac{1}{\Gamma(\mu+|m|-s)} T_{1} Q(m) \\
& =\frac{1}{\Gamma\left(\nu_{1}+m_{1}\right) \cdots \Gamma\left(\nu_{n}+m_{n}\right)} \int_{\eta \in \mathbb{R}_{+}^{n}:|\eta|=1} T_{2} Q(\eta) \eta_{1}^{m_{1}+\nu_{1}-1} \cdots \eta_{n}^{m_{n}+\nu_{n}-1} d \eta \\
& \frac{\Gamma\left(\frac{\mu}{2}+i X\right) \Gamma\left(\frac{\mu}{2}-i X+|m|-s\right)}{\Gamma(\mu+|m|-s)} T_{1} Q(m) \\
& =\frac{1}{(2 \pi)^{n-1}} \int_{Y \in \mathbb{R}^{n}:|Y|=X} T_{3} Q(Y) \prod_{r=1}^{m} \frac{\Gamma\left(\frac{\nu_{r}}{2}+i Y_{r}\right) \Gamma\left(\frac{\nu_{r}}{2}-i Y_{r}+m_{r}\right)}{\Gamma\left(\nu_{r}+m_{r}\right)} d Y .
\end{aligned}
$$

Proof. This follows from the convolution formulas (5.2) and (5.3), respectively. In the integral in (5.2), replace $\eta$ by $\xi \eta$ so that the integration is over $\{|\eta|=1\}$. Then let $\xi \rightarrow \infty$ and use the homogeneity of $T_{2} Q$ and the limit relation

$$
\lim _{\xi \rightarrow \infty} \frac{1}{\xi^{m}}{ }_{1} F_{1}\left(\left.\begin{array}{c}
-m \\
\nu
\end{array} \right\rvert\, \xi \eta\right)=\frac{(-1)^{m}}{(\nu)_{m}} \eta^{m} \quad(m=0,1,2, \ldots)
$$

The other half of the corollary is the case $c=1$ of (5.3).
6. Coupling kernels. In this section we introduce some polynomials in $2 n$ variables which we call coupling kernels. Let $V_{s}$ be the subspace of $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ consisting of highest weight polynomials of degree $s$, and let $Q_{s}(z, \bar{w})$ be its reproducing kernel. The coupling kernels are obtained by applying one of the transforms $T_{i}$ to each variable in $Q_{s}(z, \bar{w})$. If

$$
Q_{s}(z, \bar{w})=\sum_{|t|=|u|=s} c_{t, u} \bar{w}^{t} z^{u}
$$

we define the coupling kernels $P_{s}^{i j}$ as

$$
P_{s}^{i j}(x, y)=\sum_{|t|=|u|=s} c_{t, u} \overline{\left(T_{i} w^{t}\right)(x)}\left(T_{j} z^{u}\right)(y), \quad i, j=1,2,3 .
$$

Recall the decomposition

$$
\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}} \simeq \bigoplus_{s=0}^{\infty}\binom{n+s-2}{n-2} \mathcal{A}^{|\nu|+2 s}
$$

Let $\Pi_{s}$ denote the orthogonal projection of $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ onto the isotypic subspace equivalent to $\binom{n+s-2}{n-2} \mathcal{A}^{|\nu|+2 s}$. By general Hilbert space arguments, we may express the reproducing kernel $Q_{s}$ as

$$
Q_{s}(z, \bar{w})=\sum_{|t|=|u|=s} \frac{(\nu)_{t}(\nu)_{u}}{t!u!}\left\langle\Pi_{s} z^{t}, z^{u}\right\rangle_{\nu} \bar{w}^{t} z^{u}
$$

or as

$$
Q_{s}(z, \bar{w})=\sum_{k \in \Lambda_{s}} \overline{Q_{k}(w)} Q_{k}^{\prime}(z)
$$

where $\left(Q_{k}\right)_{k \in \Lambda_{s}}$ is any basis of $V_{s}$ and $\left(Q_{k}^{\prime}\right)_{k \in \Lambda_{s}}$ is the dual basis (here $\Lambda_{s}$ is a suitable index set of cardinality $\binom{n+s-2}{n-2}$ ). Thus the coupling kernels are given by

$$
\begin{align*}
P_{s}^{i j}(x, y) & =\sum_{|t|=|u|=s} \frac{(\nu)_{t}(\nu)_{u}}{t!u!}\left\langle\Pi_{s} z^{t}, z^{u}\right\rangle_{\nu} \overline{\left(T_{i} w^{t}\right)(x)}\left(T_{j} z^{u}\right)(y)  \tag{6.1}\\
& =\sum_{k \in \Lambda_{s}} \overline{T_{i} Q_{k}(x)} T_{j} Q_{k}^{\prime}(y) \tag{6.2}
\end{align*}
$$

It will turn out that the coupling kernels may be expressed more explicitly in terms of Karlsson's generalized Kampé de Fériet functions (2.1). Moreover, we will recover as very special cases the dual Appell polynomials described in section 2.3.

To motivate the introduction of the coupling kernels, consider the matrix elements of the projection $\Pi_{s}$ :

$$
\begin{equation*}
\left\langle\Pi_{s}\left(e_{x_{1}}^{i} \otimes \cdots \otimes e_{x_{n}}^{i}\right),\left(e_{y_{1}}^{j} \otimes \cdots \otimes e_{y_{n}}^{j}\right) * \phi\right\rangle_{\nu}, \quad i, j=1,2,3 \tag{6.3}
\end{equation*}
$$

One may express $\Pi_{s}$ as

$$
\Pi_{s}=\sum_{k \in \Lambda_{s}} \mathcal{K}_{Q_{k}^{\prime}} \mathcal{K}_{Q_{k}}^{*}
$$

where $\left(Q_{k}\right)$ and $\left(Q_{k}^{\prime}\right)$ are as above. Using Theorem 4.2 one finds that the matrix element (6.3) equals a matrix element (in the sense of section 3) for $\mathcal{A}^{|\nu|+2 s}$ times the coupling kernel $P_{s}^{i j}(x, y)$. For instance, one has

$$
\begin{aligned}
& \left\langle\Pi_{s}\left(e_{l_{1}}^{1} \otimes \cdots \otimes e_{l_{n}}^{1}\right),\left(e_{\xi_{1}}^{2} \otimes \cdots \otimes e_{\xi_{n}}^{2}\right) * \phi\right\rangle_{\nu} \\
& =\sum_{k \in \Lambda_{s}}\left\langle\mathcal{K}_{Q_{k}}^{*} e_{l_{1}}^{1} \otimes \cdots \otimes e_{l_{n}}^{1}, \mathcal{K}_{Q_{k}^{\prime}}^{*}\left(e_{\xi_{1}}^{2} \otimes \cdots \otimes e_{\xi_{n}}^{2}\right) * \phi\right\rangle_{|\nu|+2 s} \\
& =\sum_{k \in \Lambda_{s}} \overline{T_{1} Q_{k}(l)} T_{2} Q_{k}^{\prime}(\xi)\left\langle e_{|l|-s}^{1}, e_{|\xi|}^{2} * \phi\right\rangle_{|\nu|+2 s} \\
& =K^{12}(|l|-s,|\xi|, \phi) P_{s}^{12}(l, \xi)
\end{aligned}
$$

We now give explicit expressions for the coupling kernels. It is clear that

$$
\begin{equation*}
P_{s}^{i j}(x, y)=\overline{P_{s}^{j i}(y, x)} \tag{6.4}
\end{equation*}
$$

so we may assume that $i \leq j$. Moreover, it follows from (1.8) that

$$
\begin{equation*}
P_{s}^{i 3}(x, Y)=P_{s}^{i 1}\left(x, i Y-\frac{\nu}{2}\right) \tag{6.5}
\end{equation*}
$$

which leaves us with the three cases $P_{s}^{11}, P_{s}^{12}$, and $P_{s}^{22}$.
THEOREM 6.1. The coupling kernels are given in terms of Karlsson's functions (2.1) by

$$
\begin{aligned}
& P_{s}^{11}(k, l)=\frac{(-1)^{s}(-|k|)_{s}(-|l|)_{s}}{(|\nu|+s-1)_{s} s!} F_{2: 1}^{2: 2}\left(\begin{array}{ccc|}
|\nu|+s-1,-s & : & -k,-l \mid \\
-|k|,-|l| & : & \nu
\end{array}\right), \\
& P_{s}^{12}(k, \xi)=\frac{(-|k|)_{s}|\xi|^{s}}{(|\nu|+s-1)_{s} s!} F_{1: 1}^{2: 1}\left(\begin{array}{ccc|c}
|\nu|+s-1,-s & : & -k & \xi \\
-|k| & : & \nu & |\xi|
\end{array}\right), \\
& P_{s}^{22}(\xi, \eta)=\frac{(-1)^{s}|\xi|^{s}|\eta|^{s}}{(|\nu|+s-1)_{s} s!} F_{0: 1}^{2: 0}\left(\begin{array}{ccc|c}
|\nu|+s-1,-s & : & - & \xi \eta \\
- & : & \nu & |\xi||\eta|
\end{array}\right) .
\end{aligned}
$$

The proof of this theorem will be deferred to section 8 . The variable of the $F_{0: 1}^{2: 0}$-function should be interpreted as

$$
\frac{\xi \eta}{|\xi \||\eta|}=\frac{1}{\left(\xi_{1}+\cdots+\xi_{n}\right)\left(\eta_{1}+\cdots+\eta_{n}\right)}\left(\xi_{1} \eta_{1}, \ldots, \xi_{n} \eta_{n}\right)
$$

We also remark that Karlsson's $F_{0: 1}^{2: 0}$-function is Lauricella's $F_{C}$-function.
These expressions should be compared with what one gets from choosing a particular basis $\left(Q_{k}\right)$ in (6.2). This is particularly interesting when $n=2$, when the sum has only one term. In the case of $P_{s}^{22}$ one gets an expression for the product of two Jacobi polynomials as an $F_{0: 1}^{2: 0}$-series of two variables, that is, as an Appell $F_{4}$-series. This is a classical result of Watson [W]. For $P_{s}^{11}$ one gets a similar expression for the product of two Hahn polynomials due to Gasper [G1]; cf. also [G2]. For $P_{s}^{12}$ one gets the identity

$$
\begin{aligned}
& \frac{(-1)^{s} s!}{\left(\nu_{2}\right)_{s}} P_{s}^{\left(\nu_{1}-1, \nu_{2}-1\right)}\left(\frac{\xi_{2}-\xi_{1}}{\xi_{1}+\xi_{2}}\right) Q_{s}\left(k_{1} ; \nu_{1}-1, \nu_{2}-1 ; k_{1}+k_{2}\right) \\
& =F_{1: 1}^{2: 1}\left(\left.\begin{array}{c}
\nu_{1}+\nu_{2}+s-1,-s: \\
-k_{1}-k_{2} \\
:\left(k_{1}, k_{2}\right) \\
\left(\nu_{1}, \nu_{2}\right)
\end{array} \right\rvert\, \frac{\xi_{1}}{\xi_{1}+\xi_{2}}, \frac{\xi_{2}}{\xi_{1}+\xi_{2}}\right)
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
& { }_{2} F_{1}\left(\begin{array}{c|c}
-n, n+a & z \\
b
\end{array}\right){ }_{3} F_{2}\left(\begin{array}{cc|c}
-n, n+a, c & 1 \\
b, d
\end{array}\right. \\
& =\frac{(-1)^{n}(a-b+1)_{n}}{(b)_{n}} F_{1: 1}^{2: 1}\left(\left.\begin{array}{cc}
-n, n+a & (c, d-c) \\
d & :(b, a-b+1)
\end{array} \right\rvert\, z, 1-z\right)
\end{aligned}
$$

which we have not found in the literature. For general $n$ one may obtain generalizations of these formulas by choosing in (6.2) the basis (2.2) of $V_{s}$ or a basis constructed by binary coupling as in section 2.4.

As we mentioned above, the dual Appell polynomials described in section 2.3 may be viewed as special cases of coupling kernels. This might first seem surprising, but is easily understood.

Corollary 6.2. Let $\left(Q_{t}\right)$ be the basis

$$
Q_{t}(z)=\left(z_{1}-z_{n}\right)^{t_{1}} \cdots\left(z_{n-1}-z_{n}\right)^{t_{n-1}}, \quad|t|=t_{1}+\cdots+t_{n-1}=s
$$

of the space of highest weight polynomials in $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ of degree s. Let $\left(Q_{t}^{\prime}\right)$ be the dual basis. For $x=\left(x_{1}, \ldots, x_{n}\right)$, let $\hat{x}=\left(x_{1}, \ldots, x_{n-1}\right)$. Then the polynomials $T_{i} Q_{t}^{\prime}$ may be expressed in terms of Karlsson's functions as

$$
\begin{aligned}
T_{1} Q_{t}^{\prime}(m) & =\frac{(\hat{\nu})_{t}(-|m|)_{s}}{t!(|\nu|+s-1)_{s}} F_{1: 1}^{1: 2}\left(\left.\begin{array}{ccc}
|\nu|+s-1 & : & -t,-\hat{m} \mid \\
-|m| & : & \hat{\nu}
\end{array} \right\rvert\,\right. \\
T_{2} Q_{t}^{\prime}(\xi) & =\frac{(\hat{\nu})_{t}(-|\xi|)^{s}}{t!(|\nu|+s-1)_{s}} F_{0: 1}^{1: 1}\left(\left.\begin{array}{ccc}
|\nu|+s-1 & -t & \xi_{1} \\
- & : & \hat{\nu}
\end{array} \right\rvert\, \frac{\xi_{n-1}}{|\xi|}, \ldots, \frac{|\xi|}{|\xi|}\right) \\
T_{3} Q_{t}^{\prime}(X) & =\frac{(\hat{\nu})_{t}\left(\frac{|\nu|}{2}-i|X|\right)_{s}}{t!(|\nu|+s-1)_{s}} F_{1: 1}^{1: 2}\left(\begin{array}{ccc}
|\nu|+s-1 & : & -t, \left.\frac{1}{2} \hat{\nu}-i \hat{X} \right\rvert\, \\
\frac{1}{2}|\nu|-i|X|: & \hat{\nu}
\end{array}\right)
\end{aligned}
$$

Note that the vector parameters in Karlsson's functions have dimension $n-1$ here but dimension $n$ in Theorem 6.1.

Proof. If $u=\left(u_{1}, \ldots, u_{n}\right),|u|=s$, we may write

$$
\Pi_{s} z^{u}=\sum_{v}\left\langle z^{u}, Q_{v}\right\rangle_{\nu} Q_{v}^{\prime}=\sum_{v} \overline{T_{1} Q_{v}(u)} Q_{v}^{\prime}
$$

Thus

$$
\begin{equation*}
T_{i} \Pi_{s} z^{u}(x)=\sum_{v} \overline{T_{1} Q_{v}(u)} T_{i} Q_{v}^{\prime}(x)=P_{s}^{1 i}(u, x) \tag{6.6}
\end{equation*}
$$

Now choose

$$
\begin{equation*}
u=(t, 0)=\left(t_{1}, \ldots, t_{n-1}, 0\right), \quad|t|=s \tag{6.7}
\end{equation*}
$$

Then

$$
\left\langle z^{u}, Q_{v}\right\rangle_{\nu}=\frac{t_{1}!\cdots t_{n-1}!}{\left(\nu_{1}\right)_{t_{1}} \cdots\left(\nu_{n-1}\right)_{t_{n-1}}} \delta_{t, v}
$$

so that in fact

$$
\begin{equation*}
Q_{t}^{\prime}=\frac{\left(\nu_{1}\right)_{t_{1}} \cdots\left(\nu_{n-1}\right)_{t_{n-1}}}{t_{1}!\cdots t_{n-1}!} \Pi_{s} z^{u} \tag{6.8}
\end{equation*}
$$

Combining (6.6) and (6.8) gives

$$
T_{i} Q_{t}^{\prime}(x)=\frac{\left(\nu_{1}\right)_{t_{1}} \cdots\left(\nu_{n-1}\right)_{t_{n-1}}}{t_{1}!\cdots t_{n-1}!} P_{s}^{1 i}(u, x), \quad i=1,2,3
$$

It is now easy to check that the expressions for $P_{s}^{1 i}(u, x)$ given in Theorem 6.1 simplify to those of the corollary when $u$ is of the form (6.7).
7. Further properties of the coupling kernels. We continue to study the formal properties of the coupling kernels. Some formulas follow from Corollary 4.4 and Theorem 5.1 by choosing highest weight vectors $Q$ of the form

$$
Q_{i s x}=\sum_{k \in \Lambda_{s}} \overline{T_{i} Q_{k}(x)} Q_{k}^{\prime}
$$

where as above $\left(Q_{k}\right)_{k \in \Lambda_{s}}$ is any basis of $V_{s}$ and $\left(Q_{k}^{\prime}\right)_{k \in \Lambda_{s}}$ is the dual basis. For such $Q$ one has

$$
\left\langle Q, Q_{i s x}\right\rangle_{\nu}=T_{i} Q(x), \quad Q \in V_{s}
$$

so $Q_{i s x}$ is the kernel of $T_{i}$, viewed as an operator on $V_{s}$. We will write down these formulas explicitly since we find them quite interesting.

Applying Corollary 4.4 with $\tilde{Q}=Q_{i s x}$ gives the following identities.
Proposition 7.1. Let $Q$ be a highest weight polynomial in $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ of degree $s$, and let $\mu=|\nu|+2 s$. Then, for $i=1,2,3, k=0,1,2, \ldots, B \in \mathbb{R}_{+}$, and $C \in \mathbb{R}$, one has the equalities

$$
\begin{aligned}
T_{i} Q(x) & =\frac{k!}{(\mu)_{k}} \sum_{|m|=k+s} \frac{\left(\nu_{1}\right)_{m_{1}} \cdots\left(\nu_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} T_{1} Q(m) P_{s}^{1 i}(x, m) \\
& =\frac{\Gamma(\mu) B^{1-\mu}}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\xi \in \mathbb{R}_{+}^{n}:|\xi|=B} T_{2} Q(\xi) P_{s}^{2 i}(x, \xi) \xi_{1}^{\nu_{1}-1} \cdots \xi_{n}^{\nu_{n}-1} d \xi \\
= & \frac{\Gamma(\mu)}{(2 \pi)^{n-1}\left|\Gamma\left(\frac{\mu}{2}+i C\right)\right|^{2}} \int_{X \in \mathbb{R}^{n}:|X|=C} T_{3} Q(X) P_{s}^{3 i}(x, X) \prod_{r=1}^{n} \frac{\left|\Gamma\left(\frac{\nu_{r}}{2}+i X_{r}\right)\right|^{2}}{\Gamma\left(\nu_{r}\right)} d X .
\end{aligned}
$$

In particular, $P_{s}^{i i}$ is essentially the reproducing kernel for the space of coupling coefficients $T_{i} Q$ of degree $s$. If we recall the connection between the polynomials $T_{2} Q$ and spherical harmonics, we see that the reproducing kernels for Vilenkin's polyspherical harmonics may be expressed in terms of $P_{s}^{22}$ and thus in terms of Karlsson's function $F_{0: 1}^{2: 0}$. This is an interesting fact which we have not found in the literature.

If we choose $\tilde{Q}=Q_{i s x}$ and $Q=Q_{j t y}$ in Corollary 4.4, we obtain addition formulas for the coupling kernels.

Proposition 7.2. In the notation above, one has for $i, j=1,2,3$ the equalities

$$
\begin{aligned}
P_{s}^{i j}(x, y) \delta_{s, t} & =\frac{k!}{(\mu)_{k}} \sum_{|m|=k+s} \frac{\left(\nu_{1}\right)_{m_{1}} \cdots\left(\nu_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} P_{s}^{i 1}(x, m) P_{t}^{1 j}(m, y) \\
& =\frac{\Gamma(\mu) B^{1-\mu}}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\xi \in \mathbb{R}_{+}^{n}:|\xi|=B} P_{s}^{i 2}(x, \xi) P_{t}^{2 j}(\xi, y) \xi_{1}^{\nu_{1}-1} \cdots \xi_{n}^{\nu_{n}-1} d \xi \\
= & \frac{\Gamma(\mu)}{(2 \pi)^{n-1}\left|\Gamma\left(\frac{\mu}{2}+i C\right)\right|^{2}} \int_{X \in \mathbb{R}^{n}:|X|=C} P_{s}^{i 3}(x, X) P_{t}^{3 j}(X, y) \prod_{r=1}^{n} \frac{\left|\Gamma\left(\frac{\nu_{r}}{2}+i X_{r}\right)\right|^{2}}{\Gamma\left(\nu_{r}\right)} d X .
\end{aligned}
$$

If we choose $Q=Q_{i s x}$ in Theorem 5.1, we obtain eighteen convolution formulas. Proposition 7.3. In the notation above, one has for $i=1,2,3$ the equalities

$$
\begin{aligned}
& \frac{(\mu)_{k}}{k!} c^{s}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-k, s-|l| \\
\mu
\end{array} \right\rvert\, c\right) P_{s}^{i 1}(x, l) \\
& =\sum_{|m|=k+s} \frac{(\nu)_{m}}{m!} P_{s}^{i 1}(x, m) \prod_{r=1}^{n}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-m_{r},-l_{r} \\
\nu_{r}
\end{array} \right\rvert\, c\right), \\
& \frac{(\mu)_{k}}{k!}{ }_{1} F_{1}\left(\begin{array}{c|c}
-k & |\xi|) \\
\mu & i 2 \\
i 2 \\
& (x, \xi)
\end{array}\right. \\
& =(-1)^{s} \sum_{|m|=k+s} \frac{(\nu)_{m}}{m!} P_{s}^{i 1}(x, m) \prod_{r=1}^{n}{ }_{1} F_{1}\left(\left.\begin{array}{c|c}
-m_{r} & \xi_{r} \\
\nu_{r}
\end{array} \right\rvert\,,\right. \\
& \frac{\xi^{\mu-1}}{\Gamma(\mu)}{ }_{1} F_{1}\left(\left.\begin{array}{c}
s-|m| \\
\mu
\end{array}| | \xi \right\rvert\,\right) P_{s}^{i 1}(x, m) \\
& =\frac{(-1)^{s}}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\eta \in \mathbb{R}_{+}^{n}:|\eta|=\xi} P_{s}^{i 2}(x, \eta) \prod_{r=1}^{n}{ }_{1} F_{1}\left(\left.\begin{array}{c|c}
-m_{r} \\
\nu_{r}
\end{array} \right\rvert\, \eta_{r}\right) \eta_{1}^{\nu_{1}-1} \cdots \eta_{n}^{\nu_{n}-1} d \eta, \\
& \frac{\xi^{\mu-1}}{\Gamma(\mu)}{ }_{0} F_{1}\left(\left.\begin{array}{c}
- \\
\mu
\end{array}|-\xi| \zeta \right\rvert\,\right) P_{s}^{i 2}(x, \zeta) \\
& =\frac{(-1)^{s}}{\Gamma\left(\nu_{1}\right) \cdots \Gamma\left(\nu_{n}\right)} \int_{\eta \in \mathbb{R}_{+}^{n}:|\eta|=\xi} P_{s}^{i 2}(x, \eta) \prod_{r=1}^{n}{ }_{0} F_{1}\left(\left.\begin{array}{c}
- \\
\nu_{r}
\end{array} \right\rvert\,-\eta_{r} \zeta_{r}\right) \eta_{1}^{\nu_{1}-1} \cdots \eta_{n}^{\nu_{n}-1} d \eta, \\
& \frac{\left|\Gamma\left(\frac{\mu}{2}+i X\right)\right|^{2}}{\Gamma(\mu)} c^{s}{ }_{2} F_{1}\left(\left.\begin{array}{c|c}
s-|m|, \frac{\mu}{2}+i X \\
\mu
\end{array} \right\rvert\, c\right) P_{s}^{i 1}(x, m) \\
& =\frac{1}{(2 \pi)^{n-1}} \int_{Y \in \mathbb{R}^{n}:|Y|=X} P_{s}^{i 3}(x, Y) \prod_{r=1}^{n} \frac{\left|\Gamma\left(\frac{\nu_{r}}{2}+i Y_{r}\right)\right|^{2}}{\Gamma\left(\nu_{r}\right)}{ }_{2} F_{1}\left(\begin{array}{c}
-m_{r}, \frac{\nu_{r}}{2}+i Y_{r} \\
\nu_{r}
\end{array} c\right) d Y,
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\left|\Gamma\left(\frac{\mu}{2}+i X\right)\right|^{2}}{\Gamma(\mu)}{ }_{1} F_{1}\left(\left.\begin{array}{c}
\frac{\mu}{2}+i X \\
\mu
\end{array}|i| \xi \right\rvert\,\right) P_{s}^{i 2}(x, \xi) \\
& =\frac{i^{s}}{(2 \pi)^{n-1}} \int_{Y \in \mathbb{R}^{n}:|Y|=X} P_{s}^{i 3}(x, Y) \prod_{r=1}^{n} \frac{\left|\Gamma\left(\frac{\nu_{r}}{2}+i Y_{r}\right)\right|^{2}}{\Gamma\left(\nu_{r}\right)}{ }_{1} F_{1}\left(\left.\begin{array}{c}
\frac{\nu_{r}}{2}+i Y_{r} \\
\nu_{r}
\end{array} \right\rvert\, i \xi_{r}\right) d Y .
\end{aligned}
$$

Degenerate cases of these formulas are obtained by choosing $Q=Q_{i s x}$ in Corollaries 5.2 and 5.3.

We will now give some expansions which are different in nature from those obtained so far. They are of a type known as linearization formulas, since they linearize a product of orthogonal functions, expressing it as a sum of functions from the same orthogonal system. Let $\Pi_{s}$ be the orthogonal projection introduced in section 6 . Then the scalar product of $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ decomposes as

$$
\begin{equation*}
\langle f, g\rangle_{\nu}=\sum_{s=0}^{\infty}\left\langle\Pi_{s} f, g\right\rangle_{\nu} . \tag{7.1}
\end{equation*}
$$

We insert in this equality $f=e_{x_{1}}^{i} \otimes \cdots \otimes e_{x_{n}}^{i}, g=\left(e_{y_{1}}^{i} \otimes \cdots \otimes e_{y_{n}}^{i}\right) * \phi$. Then the left-hand side is a product of matrix elements for the spaces $\mathcal{A}^{\nu_{i}}$, while, as we have observed, each term on the right-hand side is the product of a coupling kernel $P_{s}^{i j}(x, y)$ and a matrix element for $\mathcal{A}^{|\nu|+2 s}$. In view of (6.4) and (6.5) it suffices to consider the three cases

$$
(i, j)=(1,1),(1,2),(2,2)
$$

This gives the following linearization formulas.
Proposition 7.4. In the notation above,

$$
\begin{align*}
\prod_{r=1}^{n}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-k_{r},-l_{r} \\
\nu_{r}
\end{array} \right\rvert\, c\right) & =\sum_{s=0}^{\min (|k|,|l|)} P_{s}^{11}(k, l) c^{s}{ }_{2} F_{1}\left(\left.\begin{array}{c}
s-|k|, s-|l| \\
|\nu|+2 s
\end{array} \right\rvert\, c\right),  \tag{7.2}\\
\prod_{r=1}^{n}{ }_{1} F_{1}\left(\left.\begin{array}{c}
-k_{r} \\
\nu_{r}
\end{array} \right\rvert\, \xi_{r}\right) & =\sum_{s=0}^{|k|} P_{s}^{12}(k, \xi)(-1)^{s}{ }_{1} F_{1}\left(\left.\begin{array}{c}
s-|k| \\
|\nu|+2 s
\end{array}| | \xi \right\rvert\,\right), \\
\prod_{r=1}^{n}{ }_{0} F_{1}\left(\left.\begin{array}{c}
- \\
\nu_{r}
\end{array} \right\rvert\,-\xi_{r} \eta_{r}\right) & =\sum_{s=0}^{\infty} P_{s}^{22}(\xi, \eta)_{0} F_{1}\left(\left.\begin{array}{c}
- \\
|\nu|+2 s
\end{array}|-|\xi|| \eta \right\rvert\,\right) .
\end{align*}
$$

For $n=2$, when the coupling kernels factor as a product of two Clebsch-Gordan coefficients, the first of these formulas is the Burchnall-Chaundy formula [BC], while the third one is attributed to Bateman in [VK]. The bilinear case is also treated in [KV2].

It is not hard to prove these formulas directly or to obtain them as special cases of more general expansion formulas. For instance, one may prove that (assuming convergence)

$$
\left.\left.\begin{array}{rl} 
& \prod_{r=1}^{n}{ }_{2} F_{1}\left(\begin{array}{c|c}
A_{r}, B_{r} & \\
C_{r} & x
\end{array}\right)  \tag{7.3}\\
= & \sum_{s=0}^{\infty} \frac{(a)_{s}(b)_{s}(-1)^{s}}{s!(c+s-1)_{s}} F_{2: 1}^{2: 2}\left(\begin{array}{ccc|c}
c+s-1,-s & : A, B & 1 \\
a, b & : & C & 1
\end{array}\right) x^{s}{ }_{2} F_{1}\left(\begin{array}{c}
a+s, b+s \\
c+2 s
\end{array}\right.
\end{array}\right) x\right), ~ \$
$$

which reduces to (7.2) for special values of the parameters and to Chaundy's formula [C]

$$
\begin{align*}
& { }_{2} F_{1}\left(\begin{array}{c|c}
A, B & x \\
C & x
\end{array}\right)  \tag{7.4}\\
= & \sum_{s=0}^{\infty} \frac{(a)_{s}(b)_{s}(-1)^{s}}{s!(c+s-1)_{s}}{ }_{4} F_{3}\left(\begin{array}{c}
c+s-1,-s, A, B \\
a, b, C
\end{array}\right. \\
\hline\left(\begin{array}{c}
\end{array}\right) x_{2}^{s} F_{1}\left(\begin{array}{c}
a+s, b+s \\
c+2 s
\end{array}\right. & x)
\end{align*}
$$

for $n=1$. In fact, (7.3) is a special case of an even more general expansion formula due to H. M. Srivastava [S]; cf. also [SK, pp. 340-341, Formulas (251) and (254)]. (I would like to thank Professor Srivastava for pointing this out to me.) In $[R]$, we gave a group theoretic interpretation of (7.4), where the ${ }_{4} F_{3}$-series occur as Racah coefficients (or Wigner 6 - $j$-symbols). It would be interesting to also have an interpretation of the more general formula (7.3).

We finally note some degenerate cases of (7.2). If we put $c=1$, we get

$$
\frac{\left(\nu_{1}\right)_{k_{1}+l_{1}} \cdots\left(\nu_{n}\right)_{k_{n}+l_{n}}}{\left(\nu_{1}\right)_{k_{1}} \cdots\left(\nu_{n}\right)_{k_{n}}\left(\nu_{1}\right)_{l_{1}} \cdots\left(\nu_{n}\right)_{l_{n}}}=\sum_{s=0}^{\min (|k|,|l|)} \frac{(|\nu|+2 s)_{|k|+|l|-2 s}}{(|\nu|+2 s)_{|k|-s}(|\nu|+2 s)_{|l|-s}} P_{s}^{11}(k, l) .
$$

If we multiply (7.2) by $1 / c^{|l|}$ and let $c \rightarrow \infty$, we get

$$
\frac{\left(-k_{1}\right)_{l_{1}} \cdots\left(-k_{n}\right)_{l_{n}}}{\left(\nu_{1}\right)_{l_{1}} \cdots\left(\nu_{n}\right)_{l_{n}}}=(-1)^{s} \sum_{s=0}^{|l|} \frac{(s-|k|)_{|l|-s}}{(|\nu|+2 s)_{|l|-s}} P_{s}^{11}(k, l) .
$$

The case $|k|=|l|$ of this equation reads

$$
\frac{k_{1}!\cdots k_{n}!}{\left(\nu_{1}\right)_{k_{1}} \cdots\left(\nu_{n}\right)_{k_{n}}} \delta_{k, l}=\sum_{s=0}^{|k|} \frac{(|k|-s)!}{(|\nu|+2 s)_{|k|-s}} P_{s}^{11}(k, l), \quad|k|=|l| .
$$

This may also be deduced by inserting $f=z_{1}^{k_{1}} \cdots z_{n}^{k_{n}}, g=z_{1}^{l_{1}} \cdots z_{n}^{l_{n}}$ in (7.1). For $n=2$, writing $P_{s}^{11}(k, l)$ as the product of two ${ }_{3} F_{2}$-series gives the orthogonality relations for the dual Hahn polynomials (Eberlein polynomials).
8. Proof of Theorem 6.1. In this section we will prove the explicit expressions for the coupling kernels given in Theorem 6.1. The proof will be based on formula (6.1). Thus we will first compute the matrix elements

$$
\begin{equation*}
\left\langle\Pi_{s} z^{t}, z^{u}\right\rangle_{\nu}, \quad|t|=|u|=s \tag{8.1}
\end{equation*}
$$

of the projection $\Pi_{s}$.
We will work with the action of the universal enveloping algebra $\mathcal{U}(\mathfrak{s l}(2, \mathbb{C}))$ derived from the group action. This associative algebra has three generators $E, F$, and $H$. The action is given on $\mathcal{A}^{\nu}$ by the densely defined operators (cf. [R])

$$
E=-\frac{d}{d z}, \quad F=z^{2} \frac{d}{d z}+\nu z, \quad H=-\left(2 z \frac{d}{d z}+\nu\right)
$$

and on $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ by

$$
E=-\sum_{i=1}^{n} \frac{\partial}{\partial z_{i}}, \quad F=\sum_{i=1}^{n}\left(z_{i}^{2} \frac{\partial}{\partial z_{i}}+\nu_{i} z_{i}\right), \quad H=-\sum_{i=1}^{n}\left(2 z_{i} \frac{\partial}{\partial z_{i}}+\nu_{i}\right)
$$

These operators satisfy the structure equations

$$
[E F]=H, \quad[H E]=2 E, \quad[H F]=-2 F
$$

and the reality conditions

$$
E^{*}=-F, \quad F^{*}=-E, \quad H^{*}=H .
$$

Let $\mathcal{H}_{s}$ be the subspace of $\mathcal{A}^{\nu_{1}} \otimes \cdots \otimes \mathcal{A}^{\nu_{n}}$ consisting of homogeneous polynomials of degree $s$. There is then an orthogonal decomposition

$$
\mathcal{H}_{s}=V_{s} \oplus F \mathcal{H}_{s-1}
$$

and we are interested in the orthogonal projection $\left.\Pi_{s}\right|_{\mathcal{H}_{s}}$ onto the first summand.
Lemma 8.1. We have

$$
\left.E F^{k}\right|_{\mathcal{H}_{s}}=F^{k} E-k(|\nu|+2 s+k-1) F^{k-1}
$$

Proof. First we observe that

$$
\left.E F\right|_{\mathcal{H}_{s}}=\left.(F E+H)\right|_{\mathcal{H}_{s}}=F E-(|\nu|+2 s) \mathrm{Id}
$$

Proceeding by induction on $k$, we find that

$$
\begin{aligned}
\left.E F^{k+1}\right|_{\mathcal{H}_{s}} & =\left.\left.E F^{k}\right|_{\mathcal{H}_{s+1}} F\right|_{\mathcal{H}_{s}}=F^{k} E F-k(|\nu|+2 s+k+1) F^{k} \\
& =F^{k}(F E-(|\nu|+2 s))-k(|\nu|+2 s+k+1) F^{k} \\
& =F^{k+1} E-(k+1)(|\nu|+2 s+k) F^{k}
\end{aligned}
$$

Lemma 8.2. The orthogonal projection of $\mathcal{H}_{s}$ onto $V_{s}$ is given by

$$
\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!(2-|\nu|-2 s)_{k}} F^{k} E^{k}
$$

Note that since $\left.E^{s+1}\right|_{\mathcal{H}_{s}}=0$, the sum terminates.
Proof. We first show that the operator maps into $V_{s}$. Using the previous lemma, we find that in general

$$
\begin{aligned}
\left.E \sum_{k=0}^{\infty} c_{k} F^{k} E^{k}\right|_{\mathcal{H}_{s}} & =\left.\sum_{k=0}^{\infty} c_{k} E F^{k}\right|_{\mathcal{H}_{s-k}} E^{k} \\
& =\sum_{k=0}^{\infty} c_{k}\left(F^{k} E-k(|\nu|+2 s-k-1) F^{k-1}\right) E^{k} \\
& =\sum_{k=0}^{\infty}\left(c_{k}-c_{k+1}(k+1)(|\nu|+2 s-k-2)\right) F^{k} E^{k+1}
\end{aligned}
$$

This vanishes if

$$
c_{k+1}=\frac{1}{(k+1)(|\nu|+2 s-k-2)} c_{k}
$$

which is indeed solved by

$$
c_{k}=\frac{(-1)^{k}}{k!(2-|\nu|-2 s)_{k}} .
$$

We then have, for any $f$ in $\mathcal{H}_{s}$,

$$
f=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{k!(2-|\nu|-2 s)_{k}} F^{k} E^{k} f-\sum_{k=1}^{\infty} \frac{(-1)^{k}}{k!(2-|\nu|-2 s)_{k}} F^{k} E^{k} f
$$

where the first term is in $V_{s}$. Since the second term is in the image of $F$, it is orthogonal to the first term. This completes the proof.

We use this lemma to compute the matrix elements (8.1).
Lemma 8.3. For $|t|=|u|=s$,

$$
\left\langle\Pi_{s} z^{t}, z^{u}\right\rangle_{\nu}=\frac{(-1)^{s} s!}{(|\nu|+s-1)_{s}} F_{1: 1}^{1: 2}\left(\begin{array}{ccc|}
|\nu|+s-1 & : & -t,-u  \tag{8.2}\\
-s & : & \nu
\end{array}\right)
$$

Proof. Since $F^{*}=-E$, the previous lemma gives

$$
\begin{equation*}
\left\langle\Pi_{s} z^{t}, z^{u}\right\rangle_{\nu}=\sum_{k=0}^{\infty} \frac{1}{k!(2-|\nu|-2 s)_{k}}\left\langle E^{k} z^{t}, E^{k} z^{u}\right\rangle_{\nu} \tag{8.3}
\end{equation*}
$$

Since $E$ is the sum of the commuting operators $-\frac{\partial}{\partial z_{j}}$, it follows from the multinomial theorem that

$$
E^{k}\left(z^{t}\right)=(-1)^{s} k!\sum_{|j|=s-k} \frac{(-t)_{j}}{j!} z^{j}
$$

and thus that

$$
\left\langle E^{k} z^{t}, E^{k} z^{u}\right\rangle_{\nu}=(k!)^{2} \sum_{|j|=s-k} \frac{(-t)_{j}(-u)_{j}}{j!(\nu)_{j}}
$$

Inserting this in (8.3), we obtain

$$
\begin{aligned}
\left\langle\Pi_{s} z^{t}, z^{u}\right\rangle_{\nu} & =\sum_{k=0}^{\infty} \sum_{|j|=s-k} \frac{k!(-t)_{j}(-u)_{j}}{(2-|\nu|-2 s)_{k} j!(\nu)_{j}} \\
& =\sum_{j_{1}, \ldots, j_{n}=0}^{\infty} \frac{(s-|j|)!(-t)_{j}(-u)_{j}}{(2-|\nu|-2 s)_{s-|j|} j!(\nu)_{j}} \\
& =\frac{(-1)^{s} s!}{(|\nu|+s-1)_{s}} \sum_{j_{1}, \ldots, j_{n}=0}^{\infty} \frac{(|\nu|+s-1)_{|j|}(-t)_{j}(-u)_{j}}{(-s)_{|j|} j!(\nu)_{j}} \\
& =\frac{(-1)^{s} s!}{(|\nu|+s-1)_{s}} F_{1: 1}^{1: 2}\left(\begin{array}{cc|c}
|\nu|+s-1: & -t,-u \\
-s & : & \nu
\end{array}\right)
\end{aligned}
$$

We are now ready to prove Theorem 6.1.
Proof of Theorem 6.1. Insert the expression (8.2) in (6.1). In the case of $P_{s}^{12}$ this gives

$$
\begin{aligned}
P_{s}^{12}(k, \xi) & =\sum_{|t|=|u|=s} \frac{(\nu)_{t}(\nu)_{u}}{t!u!}\left\langle\Pi_{s} z^{t}, z^{u}\right\rangle_{\nu}(-1)^{s} \frac{(-k)_{t} \xi^{u}}{(\nu)_{t}(\nu)_{u}} \\
& =\sum_{|t|=|u|=s} \frac{s!}{(|\nu|+s-1)_{s}} F_{1: 1}^{1: 2}\left(\left.\begin{array}{cc}
|\nu|+s-1:-t,-u \mid \\
-s \quad: & \nu
\end{array} \right\rvert\, 1\right) \frac{(-k)_{t} \xi^{u}}{t!u!} \\
& =\frac{s!}{(|\nu|+s-1)_{s}} \sum_{|t|=|u|=s} \sum_{j_{1}, \ldots, j_{n}=0}^{\infty} \frac{(|\nu|+s-1)_{|j|}(-t)_{j}(-u)_{j}(-k)_{t} \xi^{u}}{(-s)_{|j|}(\nu)_{j} j!t!u!} .
\end{aligned}
$$

Since the terms for which $t_{i} \leq j_{i}$ or $u_{i} \leq j_{i}$ for some $i$ vanish, we put

$$
t=j+p, \quad u=j+q
$$

and interchange the order of summation. Then

$$
\frac{(-t)_{j}(-u)_{j}}{t!u!}=\frac{(-j-p)_{j}(-j-q)_{j}}{(j+p)!(j+q)!}=\frac{1}{p!q!}
$$

so that we get

$$
\begin{align*}
& P_{s}^{12}(k, \xi)  \tag{8.4}\\
& =\frac{s!}{(|\nu|+s-1)_{s}} \sum_{j:|j| \leq s} \frac{(|\nu|+s-1)_{|j|}}{(-s)_{|j|}(\nu)_{j} j!} \sum_{|p|=s-|j|} \frac{(-k)_{j+p}}{p!} \sum_{|q|=s-|j|} \frac{\xi^{j+q}}{q!}
\end{align*}
$$

Now, by the generalized Chu-Vandermonde formula,

$$
\begin{align*}
\sum_{|p|=s-|j|} \frac{(-k)_{j+p}}{p!} & =(-k)_{j} \sum_{|p|=s-|j|} \frac{(j-k)_{p}}{p!}=(-k)_{j} \frac{(|j|-|k|)_{s-|j|}}{(s-|j|)!}  \tag{8.5}\\
& =(-1)^{|j|} \frac{(-|k|)_{s}}{s!} \frac{(-s)_{|j|}(-k)_{j}}{(-|k|)_{|j|}} .
\end{align*}
$$

Similarly, the multinomial theorem gives

$$
\sum_{|q|=s-|j|} \frac{\xi^{j+q}}{q!}=\xi^{j} \frac{|\xi|^{s-|j|}}{(s-|j|)!}=(-1)^{|j|} \frac{|\xi|^{s}}{s!} \frac{(-s)_{|j|} \xi^{j}}{|\xi|^{|j|}}
$$

Inserting these expressions in (8.4) we finally obtain

$$
\begin{aligned}
P_{s}^{12}(k, \xi) & =\frac{(-|k|)_{s}|\xi|^{s}}{(|\nu|+s-1)_{s} s!} \sum_{j_{1}, \ldots, j_{n}=0}^{\infty} \frac{\left.(|\nu|+s-1)_{|j|}(-s)_{|j|} \mid-k\right)_{j} \xi^{j}}{(-|k|)_{|j|}(\nu)_{j}|\xi||j|} \\
& =\frac{(-|k|)_{s}|\xi|^{s}}{(|\nu|+s-1)_{s} s!} F_{1: 1}^{2: 1}\left(\left.\begin{array}{ccc}
|\nu|+s-1,-s & : & -k \\
-|k| & : & \nu
\end{array} \right\rvert\, \frac{\xi}{|\xi|}\right) .
\end{aligned}
$$

The remaining two cases are similar except that for $P_{s}^{11}$ one uses the generalized Chu-Vandermonde formula twice and for $P_{s}^{22}$ the multinomial theorem twice.
9. The Fock space. So far our discussion has been based on the unit disc. However, one may study analogous problems for other Hermitean symmetric spaces. In dimension 1 one has, apart from the disc, the Riemann sphere and the plane. For the Riemann sphere, the spaces $\mathcal{A}^{\nu}$ should be replaced by finite-dimensional spaces of polynomials. Since the group $\mathrm{SU}(2)$ has only one conjugacy class of one-parameter subgroups, there will only be one analogue of the transforms $T_{i}$. This transform is similar to $T_{1}$ with the parameters $\nu_{i}$ replaced by negative integers.

A more interesting case is the plane $\mathbb{C}$. We will write down the analogues of our results in this section. Since most proofs are similar to the case of the disc, we will not give the details. First we introduce the Fock space $\mathcal{F}_{\alpha}(\alpha>0)$, consisting of entire functions for which

$$
\|f\|^{2}=\frac{\alpha}{\pi} \int_{\mathbb{C}}|f(z)|^{2} e^{-\alpha|z|^{2}} d x d y=\sum_{k=0}^{\infty} \frac{k!}{\alpha^{k}}|\hat{f}(k)|^{2}<\infty .
$$

This space may be viewed as a limit of $\mathcal{A}^{\nu}$ when $\nu \rightarrow \infty$. In fact, if $\nu>1$, the norm of $\mathcal{A}^{\nu}$ is given by

$$
\|f\|^{2}=\frac{\nu-1}{\pi} \int_{\mathbf{D}}|f(z)|^{2}\left(1-|z|^{2}\right)^{\nu-2} d x d y
$$

If we replace $\mathbf{D}$ with the disc $\{|z|<R\}$ and let $\nu$ and $R$ tend to infinity so that $\nu / R^{2} \rightarrow \alpha$, the weight tends to

$$
\lim _{\nu, R \rightarrow \infty}\left(1-\frac{|z|^{2}}{R^{2}}\right)^{\nu-2}=e^{-\alpha|z|^{2}}
$$

At the level of Lie algebras, this corresponds to deforming $\mathfrak{s u}(1,1)$ into the Heisenberg algebra.

On the space $\mathcal{F}_{\alpha}$ we introduce the Heisenberg operators

$$
\mathcal{U}_{h} f(z)=e^{-\alpha|h|^{2} / 2-\alpha \bar{h} z} f(z+h), \quad h \in \mathbb{C}
$$

They satisfy the Heisenberg relation

$$
\mathcal{U}_{h_{1}} \mathcal{U}_{h_{2}}=e^{i \alpha \operatorname{Im}\left(h_{1} \bar{h}_{2}\right)} \mathcal{U}_{h_{1}+h_{2}}
$$

and are unitary operators.
As an analogue of the parabolic basis for $\mathcal{A}^{\nu}$ we introduce the Gauss-Weierstrass functions

$$
e_{x}^{2}(z)=e^{-\alpha z^{2} / 2+x z}
$$

and write $\mathfrak{F}_{2}$ for the transform

$$
\mathfrak{F}_{2} f(x)=\left\langle f, e_{x}^{2}\right\rangle
$$

We also write $e_{k}^{1}(z)=z^{k}$ and

$$
\mathfrak{F}_{1} f(k)=\left\langle f, e_{k}^{1}\right\rangle
$$

In analogy with (3.1), and with the same interpretation, we have the Plancherel formulas

$$
\begin{align*}
\langle f, g\rangle & =\sum_{k=0}^{\infty} \frac{\alpha^{k}}{k!} \mathfrak{F}_{1} f(k) \overline{\mathfrak{F}_{1} g(k)} \\
& =\frac{1}{\sqrt{2 \pi \alpha}} \int_{-\infty}^{\infty} \mathfrak{F}_{2} f(x) \overline{\mathfrak{F}_{2} g(x)} e^{-x^{2} / 2 \alpha} d x \tag{9.1}
\end{align*}
$$

The matrix elements of $\mathcal{U}_{<}$are given by

$$
\left\langle\mathcal{U}_{h} e_{k}^{1}, e_{l}^{1}\right\rangle=(-1)^{l} h^{k} \bar{h}^{l} e^{-\alpha|h|^{2} / 2}{ }_{2} F_{0}\left(\left.\begin{array}{c}
-k,-l \\
-
\end{array} \right\rvert\,-\frac{1}{\alpha|h|^{2}}\right)
$$

which are essentially Charlier polynomials, and by

$$
\begin{aligned}
\left\langle e_{k}^{1}, e_{x}^{2}\right\rangle & =\frac{x^{k}}{\alpha^{k}}{ }_{2} F_{0}\left(\begin{array}{c}
-\frac{k}{2}, \left.\frac{1}{2}-\frac{k}{2} \right\rvert\,-\frac{2 \alpha}{x^{2}}
\end{array}\right) \\
& =\sum_{0 \leq j \leq\left[\frac{k}{2}\right]} \frac{(-1)^{j} k!x^{k-2 j}}{(k-2 j)!j!2^{j} \alpha^{k-j}},
\end{aligned}
$$

which are essentially Hermite polynomials. It will be convenient to denote the latter quantity by $H_{k}(x, \alpha)$, so that

$$
\begin{equation*}
e_{x}^{2}(z)=\sum_{k=0}^{\infty} \frac{\alpha^{k}}{k!} H_{k}(x, \alpha) z^{k} \tag{9.2}
\end{equation*}
$$

In the standard notation for Hermite polynomials, cf. [VK], one has

$$
H_{k}(x, \alpha)=\frac{1}{(2 \alpha)^{k / 2}} H_{k}\left(\frac{x}{\sqrt{2 \alpha}}\right), \quad \alpha>0
$$

The operators $\mathcal{U}_{h}$ permute the functions $e_{x}^{2}$, and thus the matrix elements $\left\langle\mathcal{U}_{h} e_{k}^{1}, e_{x}^{2}\right\rangle$ are also given by Hermite polynomials. For the same reason, the matrix elements $\left\langle\mathcal{U}_{h} e_{x}^{2}, e_{y}^{2}\right\rangle$ are essentially Dirac measures. We will also consider the matrix elements $\left\langle\delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle$, where, as above, $\delta_{c}$ is the dilatation $\left(\delta_{c} f\right)(z)=f(c z)$. Expanding the scalar product as in (9.1), we get

$$
\begin{equation*}
\left\langle\delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle=\sum_{k=0}^{\infty} \frac{\alpha^{k} c^{k}}{k!} H_{k}(x, \alpha) H_{k}(y, \alpha) \tag{9.3}
\end{equation*}
$$

Mehler's formula (see [VK, Formula 9.6.8(5)]) then gives

$$
\begin{equation*}
\left\langle\delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle=\frac{1}{\sqrt{1-c^{2}}} \exp \left(\frac{2 c x y-c^{2}\left(x^{2}+y^{2}\right)}{2 \alpha\left(1-c^{2}\right)}\right), \quad|c|<1 \tag{9.4}
\end{equation*}
$$

(cf. [P1] for another computation of this scalar product).
Later we will need power series expansions of $1 / e_{x}^{2}$ and $1 /\left\langle\delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle$. Since

$$
\frac{1}{e_{x}^{2}(z)}=e^{\alpha z^{2} / 2-x z}
$$

is obtained from $e_{x}^{2}(z)$ by replacing $\alpha$ with $-\alpha$ and $z$ with $-z$, it follows from (9.2) that

$$
\begin{equation*}
\frac{1}{e_{x}^{2}(z)}=\sum_{k=0}^{\infty} \frac{\alpha^{k}}{k!} H_{k}(x,-\alpha) z^{k} \tag{9.5}
\end{equation*}
$$

Similarly, if in the right-hand side of (9.4) we formally replace $\alpha$ by $-\alpha$ and multiply by $1-c^{2}$, we obtain the reciprocal quantity. Manipulating (9.3) in the same way gives

$$
\begin{align*}
\frac{1}{\left\langle\delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle} & =\left(1-c^{2}\right) \sum_{k=0}^{\infty} \frac{(-1)^{k} \alpha^{k} c^{k}}{k!} H_{k}(x,-\alpha) H_{k}(y,-\alpha)  \tag{9.6}\\
& =\sum_{k=0}^{\infty} \frac{(-1)^{k} \alpha^{k} c^{k}}{k!} G_{k}(x, y, \alpha)
\end{align*}
$$

where

$$
\begin{align*}
G_{k}(x, y, \alpha) & =H_{k}(x,-\alpha) H_{k}(y,-\alpha)-\frac{k(k-1)}{\alpha^{2}} H_{k-2}(x,-\alpha) H_{k-2}(y,-\alpha)  \tag{9.7}\\
& =\sum_{0 \leq i, j \leq\left[\frac{k}{2}\right]} \frac{k!(k-2)!(k(k-1)-4 i j) x^{k-2 i} y^{k-2 j}}{(k-2 i)!(k-2 j)!i!j!2^{i+j} \alpha^{2 k-i-j}}
\end{align*}
$$

Let us now consider an arbitrary tensor product

$$
\mathcal{F}_{\alpha_{1}} \otimes \cdots \otimes \mathcal{F}_{\alpha_{n}}
$$

of Fock spaces. It decomposes under the group action into infinitely many copies of the space $\mathcal{F}_{|\alpha|}$. To get a finer decomposition one may add to the group auxiliary operators of the form

$$
f(z) \mapsto e^{i m \theta} f\left(e^{i \theta} z\right)
$$

where $m$ is an integer; cf. [VK, section 8.6.1]. Temporarily writing $\mathcal{F}_{\alpha, m}$ for the corresponding representation space, we have a decomposition

$$
\mathcal{F}_{\alpha_{1}, m_{1}} \otimes \cdots \otimes \mathcal{F}_{\alpha_{n}, m_{n}}=\bigoplus_{s=0}^{\infty}\binom{n+s-2}{n-2} \mathcal{F}_{|\alpha|,|m|+s}
$$

This means that the intertwining embeddings $\mathcal{F}_{|\alpha|,|m|+s} \rightarrow \mathcal{F}_{\alpha_{1}, m_{1}} \otimes \cdots \otimes \mathcal{F}_{\alpha_{n}, m_{n}}$ are required to increase homogeneity by $s$. If $Q$ is an image of 1 under such an embedding, then $Q$ must satisfy the same condition (1.3) as in the case of the disc. In the case at hand, there is a simple expression for the corresponding embedding $\mathcal{K}_{Q}$ :

$$
\begin{equation*}
\left(\mathcal{K}_{Q} g\right)\left(z_{1}, \ldots, z_{n}\right)=Q\left(z_{1}, \ldots, z_{n}\right) g\left(\frac{(\alpha, z)}{|\alpha|}\right) \tag{9.8}
\end{equation*}
$$

where

$$
(\alpha, z)=\alpha_{1} z_{1}+\cdots+\alpha_{n} z_{n}
$$

From now on we write

$$
\langle f, g\rangle_{\alpha}=\langle f, g\rangle_{\mathcal{F}_{\alpha_{1}} \otimes \cdots \otimes \mathcal{F}_{\alpha_{n}}}, \quad\langle f, g\rangle_{|\alpha|}=\langle f, g\rangle_{\mathcal{F}_{|\alpha|} .}
$$

To proceed in analogy with the case of the disc, we should now seek factorizations of the transforms

$$
\mathfrak{F}_{i}^{h}=\mathfrak{F}_{i} \mathcal{U}_{h}, \quad i=1,2
$$

However, we get a useful factorization only in the case $i=1$. Then we may write

$$
\mathfrak{F}_{1}^{h}=M_{1} \mathfrak{T}_{1} \delta_{-1 / \bar{h}} \tau_{h} \quad(h \neq 0)
$$

where

$$
M_{1} f(k)=e^{-\alpha|h|^{2} / 2}(-1)^{k} \bar{h}^{k} f(k)
$$

and

$$
\mathfrak{T}_{1} z^{k}(m)=(-1)^{k} \frac{(-m)_{k}}{\alpha^{k}}
$$

Analogous to Theorem 4.2, we have

$$
\begin{equation*}
\left(\mathfrak{F}_{1}^{h} \mathcal{K}_{Q} g\right)(m)=\mathfrak{T}_{1} Q(m)\left(\mathfrak{F}_{1}^{h} g\right)(|m|-s) \tag{9.9}
\end{equation*}
$$

Thus if

$$
Q(z)=\sum_{|t|=s} c_{t} z_{1}^{t_{1}} \cdots z_{n}^{t_{n}}
$$

is a highest weight vector, we have a corresponding coupling coefficient

$$
\mathfrak{T}_{1} Q\left(m_{1}, \ldots, m_{n}\right)=(-1)^{s} \sum_{|t|=s} c_{t} \frac{\left(-m_{1}\right)_{t_{1}} \cdots\left(-m_{n}\right)_{t_{n}}}{\alpha_{1}^{t_{1}} \cdots \alpha_{n}^{t_{n}}}
$$

which is again a polynomial of degree $s$.
For $i=2$ we define

$$
\mathfrak{T}_{2} Q\left(x_{1}, \ldots, x_{n}\right)=\left\langle Q, e_{x_{1}}^{2} \otimes \cdots \otimes e_{x_{n}}^{2}\right\rangle_{\alpha}
$$

where $Q$ is a highest weight vector. There is no very simple expression for $\mathfrak{T}_{2} Q$; we must be content with writing

$$
\mathfrak{T}_{2} Q\left(x_{1}, \ldots, x_{n}\right)=\sum_{|t|=s} c_{t} H_{t_{1}}\left(x_{1}, \alpha_{1}\right) \cdots H_{t_{n}}\left(x_{n}, \alpha_{n}\right)
$$

which shows that $\mathfrak{T}_{2} Q$ is a polynomial of degree $s$. One may also show that

$$
\begin{equation*}
\mathfrak{T}_{2} Q\left(x_{1}+b \alpha_{1}, \ldots, x_{n}+b \alpha_{n}\right)=\mathfrak{T}_{2} Q\left(x_{1}, \ldots, x_{n}\right), \quad b \in \mathbb{C} . \tag{9.10}
\end{equation*}
$$

Note that in the case of the disc, the polynomial $T_{2} Q$ is homogeneous. Thus in both cases something of the property (1.3) is preserved. As in Theorem 4.2, we have

$$
\begin{equation*}
\left(\mathfrak{F}_{2}^{h} \mathcal{K}_{Q} g\right)(x)=\mathfrak{T}_{2} Q(x)\left(\mathfrak{F}_{2}^{h} g\right)(|x|) \tag{9.11}
\end{equation*}
$$

and, for the dilatations,

$$
\begin{equation*}
\left(\mathfrak{F}_{2} \delta_{c} \mathcal{K}_{Q} g\right)(x)=c^{s} \mathfrak{T}_{2} Q(x)\left(\mathfrak{F}_{2} \delta_{c} g\right)(|x|) \tag{9.12}
\end{equation*}
$$

In the bilinear case, $n=2$, we may take $Q(z)=\left(z_{1}-z_{2}\right)^{s}$. Then $\mathfrak{T}_{1} Q$ are essentially Krawtchouk polynomials; in the notation of [VK] we have

$$
\mathfrak{T}_{1} Q\left(m_{1}, m_{2}\right)=\frac{\left(-m_{1}-m_{2}\right)_{s}}{\alpha_{2}^{s}} K_{s}\left(m_{1} ; \frac{\alpha_{1}}{\alpha_{1}+\alpha_{2}} ; m_{1}+m_{2}\right)
$$

while the polynomials $\mathfrak{T}_{2} Q$ may be expressed in terms of Hermite polynomials. Indeed, we may write

$$
\begin{aligned}
\mathfrak{T}_{2} Q\left(x_{1}, x_{2}\right) & =\sum_{k=0}^{s}\binom{s}{k}(-1)^{s-k} H_{k}\left(x_{1}, \alpha_{1}\right) H_{s-k}\left(x_{2}, \alpha_{2}\right) \\
& =\left(\frac{1}{\alpha_{1}}+\frac{1}{\alpha_{2}}\right)^{s} H_{s}\left(\frac{x_{1}}{\alpha_{1}}-\frac{x_{2}}{\alpha_{2}}, \frac{1}{\alpha_{1}}+\frac{1}{\alpha_{2}}\right),
\end{aligned}
$$

where the last equality is a special case of the addition formula for Hermite polynomials (see [VK, Formula 9.6.8(7)]), which is in turn easily derived from (9.2). Note that this expression is in agreement with (9.10). That Krawtchouk polynomials are Clebsch-Gordan coefficients for the Heisenberg algebra is well known, cf. [VK], while for the Hermite polynomial this fact, as far as we know, first occurs in [VdJ].

We now write down some properties of the coupling coefficients. First we have the Clebsch-Gordan type formulas analogous to Corollary 4.3. In this case we may use (9.8) to write them more explicitly as

$$
\begin{array}{r}
Q(z) \frac{(\alpha, z)^{k}}{k!}=\sum_{|m|=k+s} \frac{\alpha_{1}^{m_{1}} \cdots \alpha_{n}^{m_{n}}}{m_{1}!\cdots m_{n}!} \mathfrak{T}_{1} Q(m) z_{1}^{m_{1}} \cdots z_{n}^{m_{n}}, \\
Q(z) \exp \left(-\frac{(x-(\alpha, z))^{2}}{2|\alpha|}\right)=\frac{1}{(2 \pi)^{\frac{n-1}{2}}} \sqrt{\frac{|\alpha|}{\alpha_{1} \cdots \alpha_{n}}} \\
\times \int_{y \in \mathbb{R}^{n}:|y|=x} \mathfrak{T}_{2} Q(y) \exp \left(-\left(\frac{\left(y_{1}-\alpha_{1} z_{1}\right)^{2}}{2 \alpha_{1}}+\cdots+\frac{\left(y_{n}-\alpha_{n} z_{n}\right)^{2}}{2 \alpha_{n}}\right)\right) d y,
\end{array}
$$

where in the last equality we have written the product of the generalized basis elements and the weight of the Plancherel measures as

$$
e_{y}^{2}(z) e^{-y^{2} / 2 \alpha}=e^{-(y-\alpha z)^{2} / 2 \alpha}
$$

Next we have orthogonality relations as in Corollary 4.4. If $Q$ and $\tilde{Q}$ are two highest weight vectors, then their scalar product $\langle Q, \tilde{Q}\rangle_{\alpha}$ equals both the sum

$$
\frac{k!}{|\alpha|^{k}} \sum_{|m|=k+s} \frac{\alpha_{1}^{m_{1}} \cdots \alpha_{n}^{m_{n}}}{m_{1}!\cdots m_{n}!} \mathfrak{T}_{1} Q(m) \overline{\mathfrak{T}_{1} \tilde{Q}(m)}
$$

for each $k=0,1,2, \ldots$ and, for each $x \in \mathbb{R}$, the integral

$$
\frac{1}{(2 \pi)^{\frac{n-1}{2}}} \sqrt{\frac{|\alpha|}{\alpha_{1} \cdots \alpha_{n}}} \int_{y \in \mathbb{R}^{n}:|y|=x} \mathfrak{T}_{2} Q(y) \overline{\mathfrak{T}_{2} \tilde{Q}(y)} \exp \left(-\left(\frac{y_{1}^{2}}{2 \alpha_{1}}+\cdots+\frac{y_{n}^{2}}{2 \alpha_{n}}\right)\right) d y
$$

There are also analogues of the convolution formulas of Theorem 5.1. If $Q$ is a highest weight polynomial of degree $s$, we have

$$
\begin{aligned}
& \frac{|\alpha|^{k}}{k!} c^{s}{ }_{2} F_{0}\left(\left.\begin{array}{c}
-k, s-|l| \\
-
\end{array} \right\rvert\, \frac{c}{|\alpha|}\right) \mathfrak{T}_{1} Q(l) \\
& =\sum_{|m|=k+s} \frac{\alpha_{1}^{m_{1}} \cdots \alpha_{n}^{m_{n}}}{m_{1}!\cdots m_{n}!} \mathfrak{T}_{1} Q(m) \prod_{r=1}^{n}{ }_{2} F_{0}\binom{-m_{r},-l_{r} \left\lvert\, \frac{c}{\alpha_{r}}\right.}{-} \\
& \frac{|\alpha|^{k}}{k!} H_{k}(|x|,|\alpha|) \mathfrak{T}_{2} Q(x) \\
& =\sum_{|m|=k+s} \frac{\alpha_{1}^{m_{1}} \cdots \alpha_{n}^{m_{n}}}{m_{1}!\cdots m_{n}!} \mathfrak{T}_{1} Q(m) \prod_{r=1}^{n} H_{m_{r}}\left(x_{r}, \alpha_{r}\right), \\
& \quad \exp \left(-\frac{x^{2}}{2|\alpha|}\right) H_{|m|-s}(x,|\alpha|) \mathfrak{T}_{1} Q(m)=\frac{1}{(2 \pi)^{\frac{n-1}{2}}} \sqrt{\frac{|\alpha|}{\alpha_{1} \cdots \alpha_{n}}} \\
& \quad \times \int_{y \in \mathbb{R}^{n}:|y|=x} \mathfrak{T}_{2} Q(y) \prod_{r=1}^{n} H_{m_{r}}\left(y_{r}, \alpha_{r}\right) \exp \left(-\left(\frac{y_{1}^{2}}{2 \alpha_{1}}+\cdots+\frac{y_{n}^{2}}{2 \alpha_{n}}\right)\right) d y, \\
& c^{s} \exp \left(\frac{2 c x|z|-x^{2}-c^{2}|z|^{2}}{2|\alpha|\left(1-c^{2}\right)}\right) \mathfrak{T}_{2} Q(z)=\frac{1}{\left(2 \pi\left(1-c^{2}\right)\right)^{\frac{n-1}{2}}} \sqrt{\frac{|\alpha|}{\alpha_{1} \cdots \alpha_{n}}} \\
& \quad \times \int_{y \in \mathbb{R}^{n}:|y|=x} \mathfrak{T}_{2} Q(y) \exp \left(\sum_{j=1}^{n} \frac{2 c y_{j} z_{j}-y_{j}^{2}-c^{2} z_{j}^{2}}{2 \alpha_{j}\left(1-c^{2}\right)}\right) d y .
\end{aligned}
$$

For $n=2$, the first of these formulas is the addition formula for Charlier polynomials, cf. [VK, section 8.6.5], while the second one is a generalization of the addition formula for Hermite polynomials given in [VdJ] and [KV1]. As degenerate cases of the first of these formulas we obtain analogues of the equations (5.5) and (5.6):

$$
\begin{aligned}
\frac{|\alpha|^{k+s}}{(k+s)!} \mathfrak{T}_{1} Q(l) & =\sum_{|m|=k+s} \frac{\alpha_{1}^{m_{1}} \cdots \alpha_{n}^{m_{n}}}{m_{1}!\cdots m_{n}!} \mathfrak{T}_{1} Q(m+l), \\
\frac{(s-|l|)_{k}}{k!} \mathfrak{T}_{1} Q(l) & =(-1)^{s} \sum_{|m|=k+s} \frac{\left(-l_{1}\right)_{m_{1}} \cdots\left(-l_{n}\right)_{m_{n}}}{m_{1}!\cdots m_{n}!} \mathfrak{T}_{1} Q(m)
\end{aligned}
$$

They are proved similarly using the limit

$$
\lim _{c \rightarrow \infty} \frac{1}{c^{m}}{ }_{2} F_{0}\left(\begin{array}{c|c}
-m,-l & \frac{c}{a} \\
- & -1)^{m} \frac{(-l)_{m}}{a^{m}} \quad(m, l=0,1,2, \ldots) . . . . . . .
\end{array}\right.
$$

We now turn to the coupling kernels for the present situation. They are defined as in the case of the disc and have a similar group theoretic interpretation. We denote them by $\mathfrak{P}_{s}^{i j}$. We may reduce ourselves to the three cases

$$
\mathfrak{P}_{s}^{11}(k, l), \quad \mathfrak{P}_{s}^{12}(k, x), \quad \mathfrak{P}_{s}^{22}(x, y)
$$

We first give explicit expressions for the coupling kernels similar to those given in Theorem 6.1. It seems that the kernels $\mathfrak{P}_{s}^{12}$ and $\mathfrak{P}_{s}^{22}$ do not have simple expressions in terms of Karlsson's functions. Instead we give expansions involving Hermite polynomials. Our explicit expressions are

$$
\mathfrak{P}_{s}^{11}(k, l)=\frac{(-1)^{s}(-|k|)_{s}(-|l|)_{s}}{|\alpha|^{s} s!} F_{2: 0}^{1: 2}\left(\begin{array}{ccc|c}
-s & : & -k,-l \mid & |\alpha|  \tag{9.13}\\
-|k|,-|l| & : & - & \alpha
\end{array}\right)
$$

$$
\mathfrak{P}_{s}^{12}(k, x)
$$

$$
\begin{align*}
& 4)=\frac{(-|k|)_{s}}{|\alpha|^{s}} \sum_{m:|m| \leq s} \frac{(-1)^{|m|}|\alpha|^{|m|}(-k)_{m}}{(-|k|)_{|m|} m!} \sum_{|p|=s-|m|} \frac{\alpha^{p}}{p!} \mathbf{H}_{p+m}(x, \alpha)  \tag{9.14}\\
& 5)=\frac{(-1)^{s}(-|k|)_{s}}{s!} \sum_{m_{1}, \ldots, m_{n}=0}^{\infty}(-1)^{|m|} \frac{(-s)_{|m|}(-k)_{m}}{(-|k|)_{|m|} m!} H_{s-|m|}(|x|,-|\alpha|) \mathbf{H}_{m}(x, \alpha), \tag{9.15}
\end{align*}
$$

$$
\mathfrak{P}_{s}^{22}(x, y)
$$

$$
\begin{align*}
& =\frac{(-1)^{s} s!}{|\alpha|^{s}} \sum_{m:|m| \leq s} \frac{|\alpha|^{|m|} \alpha^{m}}{(-s)_{|m|} m!} \sum_{|p|=s-|m|} \frac{\alpha^{p}}{p!} \mathbf{H}_{p+m}(x, \alpha) \sum_{|q|=s-|m|} \frac{\alpha^{q}}{q!} \mathbf{H}_{q+m}(y, \alpha)  \tag{9.16}\\
& =\frac{(-1)^{s}|\alpha|^{s}}{s!} \sum_{m_{1}, \ldots, m_{n}=0}^{\infty} \frac{(-s)_{|m|} \alpha^{m}}{|\alpha|^{|m|} m!} G_{s-|m|}(|x|,|y|,|\alpha|) \mathbf{H}_{m}(x, \alpha) \mathbf{H}_{m}(y, \alpha), \tag{9.17}
\end{align*}
$$

where in (9.13) we write for short

$$
\frac{|\alpha|}{\alpha}=\left(\frac{\alpha_{1}+\cdots+\alpha_{n}}{\alpha_{1}}, \ldots, \frac{\alpha_{1}+\cdots+\alpha_{n}}{\alpha_{n}}\right)
$$

where

$$
\mathbf{H}_{m}(x, \alpha)=H_{m_{1}}\left(x_{1}, \alpha_{1}\right) \cdots H_{m_{n}}\left(x_{n}, \alpha_{n}\right)
$$

and where $G$ is the polynomial defined in (9.7).
As for the proof, the expression (9.13) may be proved in a similar manner as in the case of the disc, using instead of Lemma 8.2 the formula

$$
\left.\Pi_{s}\right|_{\mathcal{H}_{f}}=\sum_{k=0}^{\infty} \frac{1}{k!|\alpha|^{k}} F^{k} E^{k}
$$

where $\Pi_{s}$ is defined as the orthogonal projection of $\mathcal{F}_{\alpha_{1}} \otimes \cdots \otimes \mathcal{F}_{\alpha_{n}}$ onto the subspace spanned by all $\mathcal{K}_{Q} g$, where $g \in \mathcal{F}_{|\alpha|}$ and $Q$ is a highest weight polynomial of degree $s$ and where

$$
E=-\sum_{i=1}^{n} \frac{\partial}{\partial z_{i}}, \quad F=\sum_{i=1}^{n} \alpha_{i} z_{i}
$$

are Lie algebra operators derived from the group action. If one continues to imitate the proof of Theorem 6.1, one arrives at the expressions (9.14) and (9.16). However, in this case there is no "multinomial theorem" to sum the inner series. To prove (9.15) and (9.17), which we believe are the natural analogues of the expressions in Theorem 6.1 , we use a different approach.

Proof of (9.15). Consider a tensor product $e_{x_{1}}^{2} \otimes \cdots \otimes e_{x_{n}}^{2}$. We try to decompose it as

$$
e_{x_{1}}^{2} \otimes \cdots \otimes e_{x_{n}}^{2}=\sum_{s=0}^{\infty} \mathcal{K}_{Q_{s x}} g_{s x}
$$

where $Q_{s x}$ is a highest weight polynomial of degree $s$. Because of (9.11) we expect that one must take $g_{s x}=e_{|x|}^{2}$ for all $s$, and thus, in view of (9.8), that

$$
e_{x_{1}}^{2}\left(z_{1}\right) \cdots e_{x_{n}}^{2}\left(z_{n}\right)=e_{|x|}^{2}\left(\frac{(\alpha, z)}{|\alpha|}\right) \sum_{s=0}^{\infty} Q_{s x}
$$

That there is such an expansion may be verified easily by checking that the function

$$
\begin{equation*}
\frac{e_{x_{1}}^{2}\left(z_{1}\right) \cdots e_{x_{n}}^{2}\left(z_{n}\right)}{e_{|x|}^{2}\left(\frac{(\alpha, z)}{|\alpha|}\right)}=\exp \left(\sum_{i=1}^{n}\left(-\frac{\alpha_{i}}{2} z_{i}^{2}+x_{i} z_{i}\right)+\frac{(\alpha, z)^{2}}{2|\alpha|}-\frac{|x|(\alpha, z)}{|\alpha|}\right) \tag{9.18}
\end{equation*}
$$

is in the kernel of $E$ and thus that its homogeneous parts are highest weight polynomials. This may be made more transparent by rewriting the above expression as

$$
\frac{e_{x_{1}}^{2}\left(z_{1}\right) \cdots e_{x_{n}}^{2}\left(z_{n}\right)}{e_{|x|}^{2}\left(\frac{(\alpha, z)}{|\alpha|}\right)}=\exp \left(-\frac{1}{2|\alpha|} \sum_{i<j} \alpha_{i} \alpha_{j}\left(z_{i}-z_{j}\right)^{2}+2\left(x_{i} \alpha_{j}-\alpha_{i} x_{j}\right)\left(z_{i}-z_{j}\right)\right)
$$

Now, consider the matrix element

$$
\left\langle\Pi_{s} e_{x}^{2}, e_{k}^{1}\right\rangle_{\alpha}=\left\langle\Pi_{s} e_{x_{1}}^{2} \otimes \cdots \otimes e_{x_{n}}^{2}, e_{k_{1}}^{1} \otimes \cdots \otimes e_{k_{n}}^{1}\right\rangle_{\alpha}
$$

for $\Pi_{s}$. As for the disc, it factors as

$$
\left\langle\Pi_{s} e_{x}^{2}, e_{k}^{1}\right\rangle_{\alpha}=\mathfrak{P}_{s}^{12}(k, x)\left\langle e_{|x|}^{2}, e_{|k|-s}^{1}\right\rangle_{|\alpha|} .
$$

On the other hand, (9.9) gives

$$
\left\langle\Pi_{s} e_{x}^{2}, e_{k}^{1}\right\rangle_{\alpha}=\left\langle\mathcal{K}_{Q_{x}^{s}} e_{|x|}^{2}, e_{k}^{1}\right\rangle_{\alpha}=\mathfrak{T}_{1} Q_{s x}(k)\left\langle e_{|x|}^{2}, e_{|k|-s}^{1}\right\rangle_{|\alpha|}
$$

Thus we have found that

$$
\mathfrak{P}_{s}^{12}(k, x)=\mathfrak{T}_{1} Q_{s x}(k),
$$

where $Q_{s x}$ is the term of degree $s$ in the homogeneous expansion of the function (9.18).
Now, by (9.2)

$$
e_{x_{1}}^{2}\left(z_{1}\right) \cdots e_{x_{n}}^{2}\left(z_{n}\right)=\sum_{m_{1}, \ldots, m_{n}=0}^{\infty} \frac{\alpha^{m} z^{m}}{m!} \mathbf{H}_{m}(x, \alpha)
$$

and by (9.5)

$$
\frac{1}{e_{|x|}^{2}\left(\frac{(\alpha, z)}{|\alpha|}\right)}=\sum_{l=0}^{\infty} \frac{(\alpha, z)^{l}}{l!} H_{l}(|x|,-|\alpha|)
$$

Thus

$$
Q_{s x}(z)=\sum_{m:|m| \leq s} \frac{\alpha^{m} z^{m}}{m!} \mathbf{H}_{m}(x, \alpha) \frac{(\alpha, z)^{s-|m|}}{(s-|m|)!} H_{s-|m|}(|x|,-|\alpha|)
$$

Expanding the power $(\alpha, z)^{s-|m|}$ gives

$$
Q_{s x}(z)=\sum_{|m|+|p|=s} \frac{\alpha^{m+p} z^{m+p}}{m!p!} \mathbf{H}_{m}(x, \alpha) H_{s-|m|}(|x|,-|\alpha|)
$$

By the definition of $\mathfrak{T}_{1}$, it follows that

$$
\mathfrak{T}_{1} Q_{s x}(k)=(-1)^{s} \sum_{|m|+|p|=s} \frac{(-k)_{m+p}}{m!p!} \mathbf{H}_{m}(x, \alpha) H_{s-|m|}(|x|,-|\alpha|)
$$

Summing in $p$, we have as in (8.5) that

$$
\sum_{|p|=s-|m|} \frac{(-k)_{m+p}}{p!}=(-1)^{|m|} \frac{(-|k|)_{s}}{s!} \frac{(-s)_{|m|}(-k)_{m}}{(-|k|)_{|m|}} .
$$

Inserting this in the previous formula gives the desired expression (9.15).
Proof of (9.17). We consider the matrix element

$$
\left\langle\delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle_{\alpha}=\left\langle\left(\delta_{c}\right)^{\otimes n} e_{x_{1}}^{2} \otimes \cdots \otimes e_{x_{n}}^{2}, e_{y_{1}}^{2} \otimes \cdots \otimes e_{y_{n}}^{2}\right\rangle_{\alpha}
$$

of $\delta_{c},|c|<1$, and expand it as

$$
\left\langle\delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle_{\alpha}=\sum_{s=0}^{\infty}\left\langle\Pi_{s} \delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle_{\alpha}
$$

By (9.12)

$$
\left\langle\Pi_{s} \delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle_{\alpha}=c^{s} \mathfrak{P}_{s}^{22}(x, y)\left\langle\delta_{c} e_{|x|}^{2}, e_{|y|}^{2}\right\rangle_{|\alpha|}
$$

It follows that $\mathfrak{P}_{s}^{22}(x, y)$ is the coefficient of $c^{s}$ in

$$
\frac{\left\langle\delta_{c} e_{x}^{2}, e_{y}^{2}\right\rangle_{\alpha}}{\left\langle\delta_{c} e_{|x|}^{2}, e_{|y|}^{2}\right\rangle_{|\alpha|}}
$$

Using the expansions (9.2) and (9.6) one obtains the expression (9.17).
For $n=2$, the coupling kernels factor as a product of two Clebsch-Gordan coefficients. Choosing $Q(z)=\left(z_{1}-z_{2}\right)^{s}$, we may write

$$
\mathfrak{P}_{s}^{i j}\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=\frac{1}{\|Q\|_{\alpha}^{2}} \mathfrak{T}_{i} Q\left(x_{1}, x_{2}\right) \mathfrak{T}_{j} Q\left(y_{1}, y_{2}\right), \quad i, j=1,2
$$

where the norm is easily computed;

$$
\|Q\|_{\alpha}^{2}=s!\left(\frac{1}{\alpha_{1}}+\frac{1}{\alpha_{2}}\right)^{s}
$$

Comparing with the expressions for $\mathfrak{P}_{s}^{i j}$ given above leads to Watson-type formulas, which we have not found in the literature. The case $i=j=1$ gives the identity

$$
\begin{aligned}
& \frac{\alpha_{1}^{s}}{\alpha_{2}^{s}} K_{s}\left(k_{1} ; \frac{\alpha_{1}}{\alpha_{1}+\alpha_{2}} ; k_{1}+k_{2}\right) K_{s}\left(l_{1} ; \frac{\alpha_{1}}{\alpha_{1}+\alpha_{2}} ; l_{1}+l_{2}\right) \\
& =(-1)^{s} F_{2: 0}^{1: 2}\left(\begin{array}{cc|c}
-s & :-\left(k_{1}, k_{2}\right),-\left(l_{1}, l_{2}\right) & \frac{\alpha_{1}+\alpha_{2}}{\alpha_{1}}, \frac{\alpha_{1}+\alpha_{2}}{\alpha_{2}}
\end{array}\right)
\end{aligned}
$$

Changing the names of the variables, this may be rewritten as

$$
\begin{aligned}
& { }_{2} F_{1}\left(\begin{array} { c | c } 
{ - n , a } & { x } \\
{ b } & { x }
\end{array} { } _ { 2 } F _ { 1 } \left(\begin{array}{c}
-n, c \\
d
\end{array}\right.\right. \\
& =(1-x)^{n} F_{2: 0}^{1: 2}\left(\begin{array}{cc}
-n:(a, b-a),(c, d-c) & x, \frac{x}{x-1} b, d:
\end{array}\right)
\end{aligned}
$$

which is true for arbitrary $a, b, c, d$ since the series terminate. The case $i=1, j=2$ gives

$$
\begin{aligned}
& \frac{1}{\alpha_{2}^{s}} K_{s}\left(k_{1} ; \frac{\alpha_{1}}{\alpha_{1}+\alpha_{2}} ; k_{1}+k_{2}\right) H_{s}\left(\frac{x_{1}}{\alpha_{1}}-\frac{x_{2}}{\alpha_{2}}, \frac{1}{\alpha_{1}}+\frac{1}{\alpha_{2}}\right) \\
& =(-1)^{s} \sum_{m_{1}, m_{2}=0}^{\infty}(-1)^{m_{1}+m_{2}} \frac{(-s)_{m_{1}+m_{2}}\left(-k_{1}\right)_{m_{1}}\left(-k_{2}\right)_{m_{2}}}{\left(-k_{1}-k_{2}\right)_{m_{1}+m_{2}} m_{1}!m_{2}!} \\
& \quad \times H_{s-m_{1}-m_{2}}\left(x_{1}+x_{2},-\alpha_{1}-\alpha_{2}\right) H_{m_{1}}\left(x_{1}, \alpha_{1}\right) H_{m_{2}}\left(x_{2}, \alpha_{2}\right)
\end{aligned}
$$

Finally, the case $i=j=2$ gives

$$
\begin{aligned}
& H_{s}\left(\frac{x_{1}}{\alpha_{1}}-\frac{x_{2}}{\alpha_{2}}, \frac{1}{\alpha_{1}}+\frac{1}{\alpha_{2}}\right) H_{s}\left(\frac{y_{1}}{\alpha_{1}}-\frac{y_{2}}{\alpha_{2}}, \frac{1}{\alpha_{1}}+\frac{1}{\alpha_{2}}\right) \\
& =\left(-\alpha_{1} \alpha_{2}\right)^{s} \sum_{m_{1}, m_{2}=0}^{\infty} \frac{(-s)_{m_{1}+m_{2}} \alpha_{1}^{m_{1}} \alpha_{2}^{m_{2}}}{\left(\alpha_{1}+\alpha_{2}\right)^{m_{1}+m_{2}} m_{1}!m_{2}!} G_{s-m_{1}-m_{2}}\left(x_{1}+x_{2}, y_{1}+y_{2}, \alpha_{1}+\alpha_{2}\right) \\
& \quad \times H_{m_{1}}\left(x_{1}, \alpha_{1}\right) H_{m_{2}}\left(x_{2}, \alpha_{2}\right) H_{m_{1}}\left(y_{1}, \alpha_{1}\right) H_{m_{2}}\left(y_{2}, \alpha_{2}\right)
\end{aligned}
$$

We now discuss the biorthogonal polynomial systems analogous to the Appell and dual Appell polynomials of sections 2.2 and 2.3. Thus we introduce the basis

$$
Q_{t}(z)=\left(z_{1}-z_{n}\right)^{t_{1}} \cdots\left(z_{n-1}-z_{n}\right)^{t_{n-1}}, \quad t_{1}+\cdots+t_{n-1}=s
$$

of the space of highest weight vectors of degree $s$ in $\mathcal{F}_{\alpha_{1}} \otimes \cdots \otimes \mathcal{F}_{\alpha_{n}}$ and let $\left(Q_{t}^{\prime}\right)$ denote the dual basis. As in the case of the disc, it is easy to find expressions for the polynomials $\mathfrak{T}_{i} Q_{t}$ using the definition of $\mathfrak{T}_{i}$ directly, while the polynomials $\mathfrak{T}_{i} Q_{t}^{\prime}$ arise as special cases of the coupling kernels; in fact

$$
\mathfrak{T}_{i} Q_{t}^{\prime}(x)=\frac{\alpha_{1}^{t_{1}} \cdots \alpha_{n-1}^{t_{n-1}}}{t_{1}!\cdots t_{n-1}!} \mathfrak{P}_{s}^{1 i}\left(\left(t_{1}, \ldots, t_{n-1}, 0\right),\left(x_{1}, \ldots, x_{n}\right)\right)
$$

Writing as above $\hat{x}=\left(x_{1}, \ldots, x_{n-1}\right)$, where $x=\left(x_{1}, \ldots, x_{n}\right)$, we have

$$
\begin{aligned}
& \mathfrak{T}_{1} Q_{t}(m)=\frac{\left(-m_{n}\right)_{s}}{\alpha_{n}^{s}} F_{1: 0}^{0: 2}\left(\left.\begin{array}{ccc}
- & :-t,-\hat{m} \\
1+m_{n}-s & : & -
\end{array} \right\rvert\,-\frac{\alpha_{n}}{\alpha_{1}}, \ldots,-\frac{\alpha_{n}}{\alpha_{n-1}}\right), \\
& \mathfrak{T}_{1} Q_{t}^{\prime}(m)=\frac{\hat{\alpha}^{t}(-|m|)_{s}}{t!|\alpha|^{s}} F_{1: 0}^{0: 2}\left(\begin{array}{ccc|}
- & : & -t,-\hat{m} \\
-|m| & : & -
\end{array} \frac{|\alpha|}{\alpha_{1}}, \ldots, \frac{|\alpha|}{\alpha_{n-1}}\right), \\
& \mathfrak{T}_{2} Q_{t}(x)=(-1)^{s} \sum_{k_{1}, \ldots, k_{n-1}=0}^{\infty} \frac{(-t)_{k}}{k!} \prod_{j=1}^{n-1} H_{k_{j}}\left(x_{j}, \alpha_{j}\right) H_{s-|k|}\left(x_{n}, \alpha_{n}\right), \\
& \mathfrak{T}_{2} Q_{t}^{\prime}(x)=\frac{\hat{\alpha}^{t}}{t!} \sum_{k_{1}, \ldots, k_{n-1}=0}^{\infty}(-1)^{|k|} \frac{(-t)_{k}}{k!} \prod_{j=1}^{n-1} H_{k_{j}}\left(x_{j}, \alpha_{j}\right) H_{s-|k|}(|x|,-|\alpha|)
\end{aligned}
$$

(Karlsson's $F_{1: 0}^{0: 2}$-function equals Lauricella's $F_{B}$-function). The first of these biorthogonal systems is Tratnik's multivariable Krawtchouk polynomials [T3]. We have not found the second one in the literature.

Continuing this exposition of the Fock space analogues of our results, we should now proceed with section 7. Special choices of $Q$ in the orthogonality and convolution formulas above lead to analogues of Propositions 7.1, 7.2, and 7.3. The details of this are left to the reader. There are also analogues of the linearization formulas of Proposition 7.4. For $\mathfrak{P}_{s}^{11}$ we have the linearization formula

$$
\prod_{r=1}^{n}{ }_{2} F_{0}\left(\left.\begin{array}{c}
-k_{r},-l_{r} \\
-
\end{array} \right\rvert\, \frac{c}{\alpha_{r}}\right)=\sum_{s=0}^{\min (|k|,|l|)} \mathfrak{P}_{s}^{11}(k, l) c_{2}^{s} F_{0}\left(\left.\begin{array}{c}
s-|k|, s-|l| \\
-
\end{array} \right\rvert\, \frac{c}{|\alpha|}\right)
$$

Degenerate cases of this formula are

$$
\begin{aligned}
\frac{\left(-k_{1}\right)_{l_{1}} \cdots\left(-k_{n}\right)_{l_{n}}}{\alpha_{1}^{l_{1}} \cdots \alpha_{n}^{l_{n}}} & =(-1)^{s} \sum_{s=0}^{|l|} \frac{(s-|k|)_{|l|-s}}{|\alpha|^{|l|-s}} \mathfrak{P}_{s}^{11}(k, l) \\
\frac{k_{1}!\cdots k_{n}!}{\alpha_{1}^{k_{1}} \cdots \alpha_{n}^{k_{n}}} \delta_{k, l} & =\sum_{s=0}^{|k|} \frac{(|k|-s)!}{|\alpha|^{|k|-s}} \mathfrak{P}_{s}^{11}(k, l), \quad|k|=|l|
\end{aligned}
$$

For $\mathfrak{P}_{s}^{12}$ and $\mathfrak{P}_{s}^{22}$ the linearization formulas seem to be of a more trivial nature. For $\mathfrak{P}_{s}^{12}$ we obtain

$$
\prod_{r=1}^{n} H_{k_{r}}\left(x_{r}, \alpha_{r}\right)=\sum_{s=0}^{|k|} \mathfrak{P}_{s}^{12}(k, x) H_{|k|-s}(|x|,|\alpha|) .
$$

This is, however, very easy to deduce from (9.15). For $\mathfrak{P}_{s}^{22}$, the linearization formula is

$$
\prod_{r=1}^{n}\left\langle\delta_{c} e_{x_{r}}, e_{y_{r}}\right\rangle_{\alpha_{r}}=\sum_{s=0}^{\infty} c^{s} \mathfrak{P}_{s}^{22}(x, y)\left\langle\delta_{c} e_{|x|}, e_{|y|}\right\rangle_{|\alpha|}
$$

which we have already used in the proof of (9.17). As for the disc, when $n=2$ we may factor $\mathfrak{P}_{s}^{i j}$ as a product of two Clebsch-Gordan coefficients and obtain formulas of Burchnall-Chaundy-type. In the case of $\mathfrak{P}_{s}^{11}$ we obtain the multiplication formula for Charlier polynomials in this way; cf. [VK, section 8.6.5].

Acknowledgments. I am grateful to Jaak Peetre for his careful reading of this manuscript, leading to many improvements. I would also like to thank the referees for several useful comments.

## REFERENCES

[A1] P. Appell, Sur des polynômes de deux variables analogues aux polynômes de Jacobi, Arch. Math. Phys., 66 (1881), pp. 238-245.
[A2] P. Appell, Sur les fonctions hypergéométriques de deux variables, J. Math. Pure Appl. (3), VIII (1882), pp. 173-216.
[AK] P. Appell and J. Kampé de Fériet, Fonctions hypergéométriques et hypersphériques. Polynomes d'Hermite, Gauthier-Villars, Paris, 1926.
[BW1] D. Basu and K. B. Wolf, The unitary irreducible representations of $S L(2, \mathbb{R})$ in all subgroup reductions, J. Math. Phys., 23 (1982), pp. 189-205.
[BW2] D. Basu and K. B. Wolf, The Clebsch-Gordan coefficients of the three-dimensional Lorentz algebra in the parabolic basis, J. Math. Phys., 24 (1983), pp. 478-500.
[BC] J. C. Burchnall and T. W. Chaundy, The hypergeometric identities of Cayley, Orr, and Bailey, Proc. London Math. Soc., 50 (1949), pp. 56-74.
[C] T. W. Chaundy, Expansions of hypergeometric functions, Quart. J. Math. Oxford Ser., 13 (1942), pp. 159-171.
[E] G. K. Engelis, On polynomials orthogonal on a triangle, Latvi. Univ. Zinat. Raksti, 58 (1964), pp. 43-48 (in Russian).
[Ex] H. Exton, Generating relations for Tratnik's multivariable biorthogonal continuous Hahn polynomials, J. Math. Phys., 33 (1992), pp. 524-527.
[FL] E. D. Fackerell and R. A. Littler, Polynomials biorthogonal to Appell's polynomials, Bull. Austral. Math. Soc., 11 (1974), pp. 181-195.
[G1] G. Gasper, Non-negativity of a discrete Poisson kernel for the Hahn polynomials, J. Math. Anal. Appl., 42 (1973), pp. 438-451.
[G2] G. Gasper, Products of terminating ${ }_{3} F_{2}(1)$ series, Pacific J. Math., 56 (1975), pp. 87-95.
$[\mathrm{KMT}]$ E. G. Kalnins, W. Miller, Jr., and M. V. Tratnik, Families of orthogonal and biorthogonal polynomials on the n-sphere, SIAM J. Math. Anal., 22 (1991), pp. 272-294.
[KM1] S. Karlin and J. McGregor, On some stochastic models in genetics, in Stochastic Models in Medicine and Biology, J. Gurland, ed., University of Wisconsin Press, Madison, 1964, pp. 245-271.
[KM2] S. Karlin and J. McGregor, Linear growth models with many types and multidimensional Hahn polynomials, in Theory and Application of Special Functions, R. Askey, ed., Academic Press, New York, 1975, pp. 261-288.
[Ka] P. W. Karlsson, Reduction of certain generalized Kampé de Fériet functions, Math. Scand., 32 (1973), pp. 265-268.
[KV1] H. T. Koelink and J. Van der Jeugt, Convolutions for orthogonal polynomials from Lie and quantum algebra representations, SIAM J. Math. Anal., 29 (1998), pp. 794-822.
[KV2] H. T. Koelink and J. Van der Jeugt, Bilinear generating functions for orthogonal polynomials, preprint, Universiteit van Amsterdam, Amsterdam, 1997, available at http://xxx.lanl.gov/abs/q-alg/9704016.
[K1] T. H. KOORNWINDER, Two-variable analogues of the classical orthogonal polynomials, in Theory and Application of Special Functions, R. Askey, ed., Academic Press, New York, 1975, pp. 435-495.
[K2] T. H. Koornwinder, Group theoretic interpretation of Askey's scheme of hypergeometric orthogonal polynomials, in Orthogonal Polynomials and Their Applications, M. Alfaro et al., eds., Lecture Notes Math. 1329, Springer-Verlag, Berlin, 1988, pp. 46-72.
[KS] T. H. Koornwinder and A. L. Schwartz, Product formulas and associated hypergroups for orthogonal polynomials on the simplex and the parabolic biangle, Constr. Approx., 13 (1997), pp. 537-567.
[LT] C. S. Lam and M. V. Tratnik, Conformally invariant operator-product expansions of any number of operators of arbitrary spin, Canad. J. Phys., 63 (1985), pp. 1427-1437.
[Me] J. Meixner, Unformung gewisser Reihen, deren Glieder Produkte hypergeometrische Funktionen sind, Deutsche Math., 6 (1941), pp. 341-349.
[MR] N. Mukunda and B. Radhakrishnan, Clebsch-Gordan problem and coefficients for the three-dimensional Lorentz group in a continuous basis I, J. Math. Phys., 15 (1974), pp. 1320-1331.
[M] G. Munschy, Résolution de l'équation de Schrödinger des atomes à deux électrons. III. Suite de la méthode. Etats S symétriques, J. Phys. Radium, 18 (1957), pp. 552-558.
[MP] G. Munschy and P. Pluvinage, Résolution de l'équation de Schrödinger des atomes à deux électrons. II. Méthode rigoreuse. Etats S symétriques, J. Phys. Radium, 18 (1957), pp. 157-160.
[P1] J. Peetre, Some calculations related to Fock space and the Shale-Weil representation, Integral Equations Operator Theory, 12 (1989), pp. 67-81.
[P2] J. Peetre, Orthogonal polynomials arising in connection with Hankel forms of higher weight, Bull. Sci. Math. (2), 116 (1992), pp. 265-284.
[Pr] J. Proriol, Sur une famille de polynomes à deux variables orthogonaux dans un triangle, C. R. Acad. Sci. Paris, 245 (1957), pp. 2459-2461.
[Ra] M. Rahman, Discrete orthogonal systems corresponding to Dirichlet distribution, Utilitas Math., 20 (1981), pp. 261-272.
[R] H. Rosengren, Multilinear Hankel forms of higher order and orthogonal polynomials, Math. Scand., to appear.
[Sa] P. Sally, Analytic continuation of the irreducible unitary representations of the universal covering group of $\mathrm{SL}(2, \mathbb{R})$, Mem. Amer. Math. Soc., 69 (1967).
[S] H. M. Srivastava, Some polynomial expansions for functions of several variables, IMA J. Appl. Math., 27 (1981), pp. 299-306.
[SK] H. M. Srivastava and P. W. Karlsson, Multiple Gaussian Hypergeometric Series, Ellis Horwood, Chichester, 1985.
[SM] H. M. Srivastava and H. L. Manocha, A Treatise on Generating Functions, Ellis Horwood, Chichester, 1984.
[Su] S. K. Suslov, The Hahn polynomials in the Coulomb problem, Sov. J. Nucl. Phys., 40 (1984), pp. 79-82 (in English); Yad. Fiz., 40 (1984), pp. 126-132 (in Russian).
[T1] M. V. Tratnik, Multivariable continuous Hahn polynomials, J. Math. Phys., 29 (1988), pp. 1529-1534.
[T2] M. V. Tratnik, Multivariable biorthogonal Hahn polynomials, J. Math. Phys., 30 (1989), pp. 627-634.
[T3] M. V. Tratnik, Multivariable Meixner, Krawtchouk, and Meixner-Pollaczek polynomials, J. Math. Phys., 30 (1989), pp. 2740-2749.
[T4] M. V. Tratnik, Some multivariable orthogonal polynomials of the Askey tableau - continuous families, J. Math. Phys., 32 (1991), pp. 2065-2073.
[T5] M. V. Tratnik, Some multivariable orthogonal polynomials of the Askey tableau - discrete families, J. Math. Phys., 32 (1991), pp. 2337-2342.
[VdJ] J. Van der Jeugt, Coupling coefficients for Lie algebra representations and addition formulas for special functions, J. Math. Phys., 38 (1997), pp. 2728-2740.
N. YA. Vilenkin, Polyspherical and orispherical functions, Mat. Sb., 68 (1965), pp. 432-443 (in Russian).
[VK] N. Ya. Vilenkin and A. U. Klimyk, Representation of Lie Groups and Special Functions, Vols. 1-3, Kluwer Academic Publishers, Dordrecht, 1991, 1992, 1993.
[W] G. N. Watson, The product of two hypergeometric functions, Proc. London Math. Soc., 20 (1922), pp. 189-195.

# THE EVANS FUNCTION AND GENERALIZED MELNIKOV INTEGRALS* 

TODD KAPITULA ${ }^{\dagger}$


#### Abstract

The Evans function, $E(\lambda)$, is an analytic function whose zeros coincide with the eigenvalues of the operator, $L$, obtained by linearizing about a travelling wave. The algebraic multiplicity of the eigenvalue $\lambda_{0}$ is equal to the order of the zero of $E(\lambda)$. If $m$ is the geometric multiplicity and $p$ is the algebraic multiplicity of the eigenvalue, the term $\partial_{\lambda}^{p} E\left(\lambda_{0}\right)$ is shown to be proportional to the determinant of an $m \times m$ matrix whose entries are given by the $L^{2}$ inner products of the eigenfunctions of the adjoint operator $L^{*}$ and the generalized eigenfunctions of $L$. Perturbation expressions are then derived for coefficients in the Taylor expansion of $E(\lambda)$ at $\lambda=\lambda_{0}$ in the circumstance that the algebraic multiplicity of the eigenvalue decreases under perturbation. The expressions are used to study the eigenvalue structure for operators obtained by linearizing about bright solitary wave solutions to perturbed nonlinear Schrödinger equations.
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1. Introduction. Consider the semilinear parabolic system

$$
\begin{equation*}
u_{t}=B u_{x x}+f\left(u, u_{x}\right), \tag{1.1}
\end{equation*}
$$

where $(x, t) \in \mathbf{R} \times \mathbf{R}^{+}, B$ is a positive semidefinite invertible $n \times n$ matrix, $u \in \mathbf{R}^{n}$, and the nonlinearity $f$ is at least $C^{3}$. A travelling wave solution $\phi(z)$ is a $C^{2}$ function of the variable $z=x-c t$ which is a solution to (1.1) and satisfies

$$
\lim _{z \rightarrow \pm \infty} \phi(z)=\phi_{ \pm}, \quad f\left(\phi_{ \pm}, 0\right)=0 .
$$

The approach to the constant states is assumed to be exponentially fast. For the rest of this paper, assume that the wave exists when $c=c^{*}$, so that the wave is then a time-independent solution to

$$
\begin{equation*}
u_{t}=B u_{z z}+c^{*} u_{z}+f\left(u, u_{z}\right) . \tag{1.2}
\end{equation*}
$$

Once a wave has been shown to exist, one would then like to determine its stability relative to small perturbations. When attempting to determine the stability of the wave, it is natural to study the spectrum of the linear operator $L$, where

$$
\begin{equation*}
L=B \partial_{z}^{2}+P(z) \partial_{z}+N(z), \tag{1.3}
\end{equation*}
$$

and

$$
P(z)=c^{*}+D f_{u_{z}}\left(\phi, \phi_{z}\right), \quad N(z)=D f_{u}\left(\phi, \phi_{z}\right)
$$

[^12]Note that the assumption on the wave implies that

$$
\lim _{z \rightarrow \pm \infty} N(z)=N_{ \pm}, \quad \lim _{z \rightarrow \pm \infty} P(z)=P_{ \pm}
$$

with the approach being exponentially fast. By the assumption on the matrix $B, L$ generates a $C^{0}$-semigroup [26]. The essential spectrum of $L$, hereby denoted $\sigma_{e}(L)$, is bounded by the curves

$$
\Gamma_{ \pm}=\left\{\lambda:\left|-B \tau^{2}+i P_{ \pm} \tau+N_{ \pm}-\lambda I_{n}\right|=0, \tau \in \mathbf{R}\right\}
$$

(see [11]). Set

$$
\begin{equation*}
\Omega=\mathbf{C} \backslash \sigma_{e}(L) \tag{1.4}
\end{equation*}
$$

The only spectrum of $L$ in $\Omega$ is the point spectrum, i.e., isolated eigenvalues of finite multiplicity. If there exists a $\delta>0$ such that $\sigma_{e}(L) \subset\{\lambda: \operatorname{Re} \lambda \leq \delta\}$, the constant solutions $u=\phi_{ \pm}$are stable solutions to (1.2) [11]. If the constant solutions are stable, the stability of the wave is determined by the location of the point spectrum. If there exists an eigenvalue $\lambda_{0}$ with $\operatorname{Re} \lambda_{0}>0$, then the wave is exponentially unstable; otherwise, the wave is marginally stable. If the only eigenvalue with $\operatorname{Re} \lambda \geq 0$ is the one at $\lambda=0$, and if this eigenvalue is semisimple, then the wave is exponentially orbitally stable [6], [11].

The Evans function, $E(\lambda)$, is an analytic function for $\lambda \in \Omega$ with the property that the zeros coincide with the eigenvalues of $L$; furthermore, the order of the zero is the algebraic multiplicity (a.m.) of the eigenvalue ([1], [29], and the references contained therein). Once the location of an eigenvalue has been determined, i.e., once a $\lambda_{0} \in \Omega$ has been found such that $E\left(\lambda_{0}\right)=0$, one usually wishes to determine $\partial_{\lambda}^{p} E\left(\lambda_{0}\right)$, where $p$ is the order of the zero. This is especially the case if $\lambda_{0}=0$ and one wishes to determine the location of small eigenvalues near zero. Examples of such a calculation are in a plethora of papers [1], [2], [3], [4], [7], [8], [9], [12], [15], [27], [28], [29], [30], [31], [33], so that it is clearly of interest to make such a computation.

Solutions to (1.2) are invariant under spatial translation, so that $L \phi_{z}=0$; thus, $\lambda_{0}=0$ is an eigenvalue of $L$. If (1.2) possesses no other symmetry, then the eigenvalue $\lambda_{0}=0$ is generically simple, so that $E(0)=0$ with $\partial_{\lambda} E(0) \neq 0$. Alexander and Jones [3], [4] developed the orientation index for determining the sign of $\partial_{\lambda} E(0)$, and showed that the index is related to the manner in which the wave is constructed in the ODE phase space. Rubin [32], Rubin and Jones [33], and Sandstede [34] have shown that the orientation index is equal to the formulation of $\partial_{\lambda} E(0)$ given in this paper. A limitation of the index is that if $\partial_{\lambda} E(0)=0$, then one is unable to use it to determine if an eigenvalue is moving through the origin into the right- or left-half plane, unless it is known a priori that there is only one other eigenvalue near $\lambda=0$. Thus, at a minimum it is of interest to find a calculable way to determine $\partial_{\lambda}^{2} E(0)$.

Let $\lambda_{0} \in \Omega$ be an eigenvalue with geometric multiplicity (g.m.) $=m$ and a.m. $=p$. Following Gardner and Jones [8] (see Lemma 2.1), the generalized eigenfunctions $\psi_{j, i}, i=1, \ldots, m, j=1, \ldots, a_{i}$, with $p=\sum_{i=1}^{m} a_{i}$, can be ordered such that

$$
\begin{equation*}
\left(L-\lambda_{0}\right) \psi_{j, i}=\psi_{j-1, i}, \quad \psi_{0, i}=0 \tag{1.5}
\end{equation*}
$$

Since g.m. $=m$, there exist adjoint solutions $v_{i} \in \mathcal{N}\left(\left(L-\lambda_{0}\right)^{*}\right), i=1, \ldots, m$. In all that follows, let $\langle\cdot, \cdot\rangle$ represent the $L^{2}$ inner product of complex vector-valued functions.

Theorem 1.1. Suppose that $\lambda_{0}$ is an isolated eigenvalue with g.m. $=m$ and a.m. $=p$. Let the functions $\psi_{j, i}$ be as defined in (1.5), and let $v_{i}$ represent the adjoint eigenfunctions. Then

$$
\partial_{\lambda}^{p} E\left(\lambda_{0}\right)=(-1)^{m_{s}} p!\left|\begin{array}{ccc}
\left\langle\psi_{a_{1}, 1}, v_{1}\right\rangle & \cdots & \left\langle\psi_{a_{1}, 1}, v_{m}\right\rangle \\
\vdots & & \vdots \\
\left\langle\psi_{a_{m}, m}, v_{1}\right\rangle & \cdots & \left\langle\psi_{a_{m}, m}, v_{m}\right\rangle
\end{array}\right|
$$

where $m_{s}=\sum_{i=0}^{m-1} i$.
Remark 1.2. As is done in Gardner and Jones [8], the above result can be extended to the case where the differential operator has order higher than two.

For the moment, assume that $\lambda_{0}=0$ and g.m. $=$ a.m. $=1$. Then $\psi_{1,1}=\phi_{z}$, and as a consequence of the above theorem,

$$
\partial_{\lambda} E(0)=\left\langle\phi_{z}, v\right\rangle
$$

where $v$ is the unique (up to scalar multiplication) adjoint eigenfunction of $L$. As is discussed in Alexander and Jones [3], [4], $\partial_{\lambda} E(0)$ describes the manner in which the stable and unstable manifolds in the ODE phase space intersect each other at $c=c^{*}$; i.e., it determines the manner in which the manifolds separate as $c$ is varied from $c^{*}$. Thus, the above theorem shows that there is a connection between the stability of the wave and the Melnikov integral $\left\langle\phi_{z}, v\right\rangle$ (see also [30], [32], [33], [34]). If $\lambda_{0}=0$ and g.m. $=\mathrm{a} . \mathrm{m} .=m \geq 2$, then the $\operatorname{PDE}(1.2)$ possesses more than one symmetry, so that $\partial_{\lambda}^{m} E(0)$, and hence the Melnikov integrals $\left\langle\psi_{1, i}, v_{j}\right\rangle$, measures the manner in which manifolds separate as the different symmetry parameters are varied. For example, when considering Ginzburg-Landau perturbations of the nonlinear Schrödinger equation, g.m. $=\mathrm{a} . \mathrm{m} .=2$, and the PDE is invariant under both a $S O(2)$ rotation and a spatial translation. For this particular problem, the interested reader should consult Kapitula [15] for a discussion in which the connection is made between $\partial_{\lambda}^{2} E(0)$ and the manner in which the stable and unstable manifolds intersect.

Pego and Weinstein [29] have formulated the Evans function in a manner which is similiar to that presented in Jones [12]. Their formulation is applicable only in the circumstance that the g.m. of an eigenvalue is necessarily one. Physical examples in which g.m. $=1$ include the KdV and the KdV-Burgers equations. This formulation is less general than that given by Alexander, Gardner, and Jones [1]. Using Proposition 2.3 , it can be shown that Pego and Weinstein's evaluation of $\partial_{\lambda} E\left(\lambda_{0}\right)$ coincides with that given in Theorem 1.1 in the case that g.m. $=$ a.m. $=1$. Pego and Weinstein have also derived expressions for higher derivatives of the Evans function; however, it is not immediately clear that the expressions are equivalent to those presented in Theorem 1.1. Alexander et al. [2] have generalized Pego and Weinstein's approach in the circumstance that g.m. $\geq 2$. It is not immediately apparent that one can rederive the results of Theorem 1.1 using the formulation in [2], although one can hypothesize that this is indeed the case.

Now that expressions are available for the derivatives of the Evans function in terms of generalized Melnikov integrals, it will be of interest to determine the manner in which perturbation calculations can be performed. Assuming that some of the eigenvalues move under perturbation, one may naively attempt to take the partial derivative with respect to $\epsilon$ of the determinant expression given in Theorem 1.1. This approach is problematic, however, for if g.m. $\geq 2$ and $j>m$ the choices of the generalized eigenfunctions must first be known for $\epsilon$ nonzero before taking derivatives. Furthermore, if g.m. $\geq 2$, it may turn out that generically $\partial_{\epsilon} \partial_{\lambda}^{j} E\left(\lambda_{0}\right)=0$, but
$\partial_{\epsilon}^{2} \partial_{\lambda}^{j} E\left(\lambda_{0}\right) \neq 0$. Using this idea, it might then be necessary to take two derivatives with respect to $\epsilon$ of the eigenfunctions. As is seen in section 4 for the case g.m. $=2$, these technical difficulties can be circumvented.

The linear operator $L$ will be written as

$$
L(\epsilon)=B(\epsilon) \partial_{z}^{2}+P(z, \epsilon) \partial_{z}+N(z, \epsilon),
$$

where the $n \times n$ matrices are assumed to be smooth in their arguments. Thus, the perturbation expansions given in section 4 do not apply to those problems in which the underlying wave is constructed via geometric singular perturbation theory. It will be assumed that when $\epsilon=0$ the location and structure of the point eigenvalues for $L(0)$ are completely understood; thus, the zero set of $E(\lambda, 0)$ is assumed to be known. The determination of the eigenvalue structure for $\epsilon \neq 0$ but small, i.e., the zero set of $E(\lambda, \epsilon)$, can then be theoretically accomplished via a Lyapunov-Schmidt reduction. However, if the a.m. of an eigenvalue is larger than its g.m., there could be difficulties, i.e., the eigenvalues may not be smooth functions of $\epsilon$. While this is not problematic if g.m. $=1$ (see Theorem 1.3), it may cause difficulties if g.m. $\geq 2$. As it turns out, g.m. $=2$ for the nonlinear Schrödinger equation. It is desirable to avoid these potential difficulties if possible. Of course, in doing so some information likely will be lost; however, it may still be possible to recover that lost information via some symmetries present in the eigenvalue problem. This scenario will be illustrated in section 5.1 when the linearized stability of solitary wave solutions to the parametrically forced nonlinear Schrödinger equation is considered.

In section 4 expressions are derived for $\partial_{\epsilon}^{j} \partial_{\lambda}^{k} E\left(\lambda_{0}, 0\right)$, where $\lambda_{0}$ is the eigenvalue when $\epsilon=0$ and $j$ and $k$ depend on the a.m. and g.m. of the eigenvalue for both $\epsilon=0$ and $\epsilon \neq 0$. While the expressions are computed only for g.m. $\leq 2$, the algorithm used to generate them can be used to find expressions when g.m. $\geq 3$. It is of interest to note the relationship between the various derivatives and the eigenfunction solvability conditions. For example, consider the case that g.m. $=1$ and a.m. $=p$ when $\epsilon=0$. In Lemma 4.3 it is shown that

$$
\partial_{\epsilon} E\left(\lambda_{0}, 0\right)=-\left\langle\partial_{\epsilon} L(0) \psi_{1,1}, v_{1}\right\rangle .
$$

Note that the solvability condition for $\psi_{1,1}$ to remain an eigenfunction for $\epsilon \neq 0$ is

$$
\left\langle\partial_{\epsilon} L(0) \psi_{1,1}, v_{1}\right\rangle=0 .
$$

If $\partial_{\epsilon} E\left(\lambda_{0}, 0\right)=0$, so that the eigenvalue persists for $\epsilon \neq 0$, and if a.m. $\geq 2$ when $\epsilon=0$, then as a consequence of Lemma 4.6

$$
\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}, 0\right)=\left\langle-\partial_{\epsilon} L(0) \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle .
$$

It should be noted that setting the right-hand side of the above expression to zero is the solvability condition for $\psi_{2,1}$ to remain an eigenfunction for $\epsilon \neq 0$. Thus, the eigenvalue $\lambda_{0}$ will be simple for $\epsilon \neq 0$ only if the solvability condition for $\psi_{2,1}$ is not satisfied. Examination of the results in section 4.2, where it is assumed that g.m. $=2$ when $\epsilon=0$, also shows that there is a strong correlation between the derivatives of the Evans function with respect to $\epsilon$ and the eigenfunction solvability conditions.

When g.m. $=1$, it turns out that the location of all of the eigenvalues can be determined for $\epsilon \neq 0$. This fact is a consequence of the Taylor expansion of the Evans function about $\lambda=\lambda_{0}$ and a result of Kato [18]. Unfortunately, if g.m. $\geq 2$, it is not
clear at the moment as to how one would locate all of these perturbed eigenvalues. This topic will be the focus of a future paper.

THEOREM 1.3. Suppose that when $\epsilon=0, \lambda_{0}$ is an eigenvalue with g.m. $=1$ and a.m. $=p$. Further suppose that for $\epsilon \neq 0, \lambda_{0}$ is an eigenvalue with a.m. $=j$, where $0 \leq j \leq p-1$. In this case,

$$
\partial_{\epsilon} \partial_{\lambda}^{j} E\left(\lambda_{0}, 0\right)=j!\left\langle-\partial_{\epsilon} L(0) \psi_{j+1,1}+\partial_{\epsilon} \psi_{j, 1}, v_{1}\right\rangle
$$

and the location of the remaining $p-j$ eigenvalues is given by

$$
\lambda=\lambda_{0}+\alpha_{1} \omega^{h} \epsilon^{1 /(p-j)}+O\left(\epsilon^{2 /(p-j)}\right), \quad h=0, \ldots, p-j-1
$$

where

$$
\alpha_{1}=-\frac{\left\langle-\partial_{\epsilon} L(0) \psi_{j+1,1}+\partial_{\epsilon} \psi_{j, 1}, v_{1}\right\rangle}{\left\langle\psi_{p, 1}, v_{1}\right\rangle}, \quad \omega=e^{2 \pi i /(p-j)}
$$

In order to evaluate the expressions given in section 4 for a specific problem, it is necessary to have analytic expressions for the eigenfunctions of $L(0)$. In general, of course, this information will not be available. However, when one is considering the stability of solitary wave solutions to perturbed integrable problems there is a good likelihood that one can indeed compute the eigenfunctions. Examples of such integrable equations include the KdV equation, the focusing and defocusing nonlinear Schrödinger equation, and the Sine-Gordon equation. These eigenfunctions are called the squared eigenfunctions [19], [20], [21], [22], [23], [24] and have been used by Pego and Weinstein [29] for calculations with the KdV equation and Kapitula and Sandstede [16], [17] for calculations with perturbed nonlinear Schrödinger equations.

In section 5 the theoretical results of section 4 are applied to perturbed nonlinear Schrödinger equations. When considering the unperturbed problem, g.m. $=2$ and a.m. $=4$ for the isolated eigenvalue $\lambda=0$. Since the nonlinear Schrödinger equation is integrable, analytic expressions are available for the eigenfunctions and adjoint eigenfunctions [36]. For the perturbations of the equation under consideration, the eigenvalue $\lambda=0$ either becomes simple (section 5.1), ceases to exist (section 5.3), or has g.m. $=2$ and $2 \leq$ a.m. $\leq 3$ for $\epsilon \neq 0$ (section 5.2). It should be noted that in the first case $\partial_{\epsilon}^{2} \partial_{\lambda} E(0)$ must be calculated, in the second case $\partial_{\epsilon}^{2} E(0)$ must be determined, and in the final case $\partial_{\epsilon}^{2} \partial_{\lambda}^{2} E(0)$ must be found. In each case the first derivative with respect to $\epsilon$ is found to be zero.

The paper is organized as follows. In the second section some preliminary results are established. The proof of the theorem is given in the third section. In the fourth section, some perturbation expressions are derived for the Evans function, and in the final section some results are presented for perturbations of the nonlinear Schrödinger equation.
2. Preliminary results. Let $\lambda_{0} \in \Omega$ be an eigenvalue of $L$. Set $T_{\lambda_{0}}=L-\lambda_{0}$. The ascent of $T_{\lambda_{0}}$ is the smallest number $a$ such that $\mathcal{N}\left(T_{\lambda_{0}}^{a+1}\right)=\mathcal{N}\left(T_{\lambda_{0}}^{a}\right)(\mathcal{N}$ denotes the null space) (Taylor and Lay [35]). It is known that

$$
X=\mathcal{N}\left(T_{\lambda_{0}}^{a}\right) \oplus \mathcal{R}\left(T_{\lambda_{0}}^{a}\right),
$$

where $X=\mathrm{BU}\left(\mathbf{R} ; \mathbf{R}^{n}\right)$ and $\mathcal{R}$ denotes the range space [35].
Lemma 2.1 (Gardner and Jones [8]). Let $\lambda_{0}$ be an eigenvalue of $g . m .=m$, a.m. $=p$, and ascent $a$. Then there exist functions $\psi_{j, i}, i=1, \ldots, m, j=1, \ldots, a_{i}$,
with

$$
p=\sum_{i=1}^{m} a_{i}
$$

such that

$$
T_{\lambda_{0}} \psi_{j, i}=\psi_{j-1, i}, \quad \psi_{0, i}=0
$$

Furthermore,

$$
\mathcal{N}\left(T_{\lambda_{0}}^{a}\right)=\operatorname{Span}\left\{\psi_{j, i}\right\}, \quad i=1, \ldots, m, j=1, \ldots, a_{i} .
$$

An observation yields the following proposition.
Proposition 2.2. Let $v \in \mathcal{N}\left(T_{\lambda_{0}}^{*}\right)$. Then

$$
\left\langle\psi_{j, i}, v\right\rangle=0, \quad i=1, \ldots, m, j=1, \ldots, a_{i}-1
$$

Proof. This follows immediately from

$$
\begin{aligned}
\left\langle T_{\lambda_{0}} \psi_{j, i}, v\right\rangle & =\left\langle\psi_{j-1, i}, v\right\rangle \\
& =\left\langle\psi_{j, i}, T_{\lambda_{0}}^{*} v\right\rangle \\
& =0
\end{aligned}
$$

as $v \in \mathcal{N}\left(T_{\lambda_{0}}^{*}\right)$.
Upon setting $\mathbf{Y}=\left(u, u^{\prime}\right)$, where ${ }^{\prime}=d / d z$, the eigenvalue equation $(L-\lambda) u=0$ can be rewritten as the first-order system

$$
\begin{equation*}
\mathbf{Y}^{\prime}=M(\lambda, z) \mathbf{Y} \tag{2.1}
\end{equation*}
$$

where $M$ is the $2 n \times 2 n$ matrix

$$
M(\lambda, z)=\left[\begin{array}{cc}
0 & I_{n}  \tag{2.2}\\
-B^{-1}\left(N(z)-\lambda I_{n}\right) & -B^{-1} P(z)
\end{array}\right] .
$$

Proposition 2.3. Let $\mathbf{Z}=\left(Z_{1}, Z_{2}\right)^{T}$ solve the adjoint equation

$$
\mathbf{Z}^{\prime}=-M^{*}\left(\lambda_{0}, z\right) \mathbf{Z}
$$

Then

$$
T_{\lambda_{0}}^{*}\left(B^{-T} Z_{2}\right)=0
$$

where $B^{-T}=\left(B^{-1}\right)^{T}$.
Proof. The operator $T_{\lambda_{0}}^{*}=L^{*}-\lambda_{0}^{*}$ is given by

$$
\left(L^{*}-\lambda_{0}^{*}\right) u=B^{T} \partial_{z}^{2} u-\partial_{z}\left(P^{T} u\right)+\left(N^{T}-\lambda_{0}^{*}\right) u
$$

An examination of the adjoint equation associated with (2.1), i.e.,

$$
\begin{aligned}
Z_{1}^{\prime} & =\left(N^{T}-\lambda_{0}^{*} * I_{n}\right) B^{-T} Z_{2} \\
Z_{2}^{\prime} & =-Z_{1}+P^{T} B^{-T} Z_{2}
\end{aligned}
$$

reveals that $\tilde{Z}_{2}=B^{-T} Z_{2}$ does indeed satisfy $\left(L^{*}-\lambda_{0}^{*}\right) \tilde{Z}_{2}=0$.

For the rest of this article,

$$
M_{\lambda}=\partial_{\lambda} M\left(\lambda_{0}, z\right)
$$

Lemma 2.4. Let $\mathbf{Z}=\left(Z_{1}, Z_{2}\right)^{T}$ be a solution to the adjoint equation

$$
\mathbf{Z}^{\prime}=-M^{*}\left(\lambda_{0}, z\right) \mathbf{Z}
$$

such that $|\mathbf{Z}(z)| \rightarrow 0$ as $|z| \rightarrow \infty$. Let $\mathbf{G}: \mathbf{R} \rightarrow \mathbf{C}^{2 n}$ be a uniformly bounded continuous function. Then

$$
\left\langle M_{\lambda} \mathbf{G}, \mathbf{Z}\right\rangle=\langle\pi(\mathbf{G}), v\rangle
$$

where $\pi: \mathbf{C}^{2 n} \rightarrow \mathbf{C}^{n}$ is the projection onto the first $n$ components and $v=B^{-T} Z_{2} \in$ $\mathcal{N}\left(T_{\lambda_{0}}^{*}\right)$.

Proof. Note that $M_{\lambda} \mathbf{G}=\left(0, B^{-1} \pi(\mathbf{G})\right)^{T}$. One can then write

$$
\begin{aligned}
\left\langle M_{\lambda} \mathbf{G}, \mathbf{Z}\right\rangle & =\left\langle B^{-1} \pi(\mathbf{G}), Z_{2}\right\rangle \\
& =\langle\pi(\mathbf{G}), v\rangle
\end{aligned}
$$

where $v=B^{-T} Z_{2}$. As a consequence of Proposition 2.3, the function $v$ is an element of $\mathcal{N}\left(T_{\lambda_{0}}^{*}\right)$. $\quad$

Let $\phi_{1}, \ldots, \phi_{2 n}$ be any linearly independent collection of solutions to (2.1). For each $i$, consider the scaled $(2 n-1)$-form

$$
e_{i}=m(\lambda, z) \phi_{1} \wedge \cdots \wedge \phi_{i-1} \wedge \phi_{i+1} \wedge \cdots \wedge \phi_{2 n}
$$

where

$$
m(\lambda, z)=\exp \left(-\int_{0}^{z} \operatorname{tr} M(\lambda, s) d s\right)
$$

Note that Abel's formula implies that $\phi_{i} \wedge e_{i}$ is a nonzero constant for each $i$. The following was stated in Alexander, Gardner, and Jones [1] and Kapitula [14]; however, the proof will be given here for completeness.

Proposition 2.5. For each $i=1, \ldots, 2 n$ there exists a function $\mathbf{Y}^{\mathbf{A}}{ }_{i}$ such that

$$
\mathbf{H} \wedge e_{i}=\mathbf{H} \cdot \mathbf{Y}_{i}^{\mathbf{A}}
$$

where $\mathbf{H}: \mathbf{R} \rightarrow \mathbf{C}^{2 n}$ is a uniformly bounded continuous function. Furthermore, the functions $\mathbf{Y}^{\mathbf{A}}{ }_{i}$ form a linearly independent set of solutions to the adjoint equation associated with (2.1) and satisfy

$$
\mathbf{Y}_{i}^{\mathbf{A}} \cdot \phi_{j}=C_{i} \delta_{i j}
$$

where $C_{i} \neq 0$ for all $i$.
Proof. By the Riesz representation theorem, for each $i$ there exists a function $\mathbf{Y}^{\mathbf{A}}{ }_{i}$ such that

$$
\mathbf{H} \wedge e_{i}=\mathbf{H} \cdot \mathbf{Y}_{i}^{\mathbf{A}}
$$

Since $\phi_{j} \wedge e_{i}=C_{i} \delta_{i j}$, by the above statement

$$
\phi_{j} \cdot \mathbf{Y}_{i}^{\mathbf{A}}=C_{i} \delta_{i j}
$$

where the $C_{i}$ 's are nonzero. Differentiating yields that

$$
\left(\mathbf{Y}_{i}^{\mathbf{A}^{\prime}}+M^{*} \mathbf{Y}_{i}^{\mathbf{A}}\right) \cdot \phi_{j}=0
$$

from which one can conclude, since the $\phi_{i}$ 's are linearly independent, that $\mathbf{Y}^{\mathbf{A}}{ }_{i}$ must be a solution to the adjoint equation.
3. Proof of Theorem 1.1. For $\lambda \in \Omega$ there exist complex analytic functions $\mathbf{Y}_{i}(\lambda, z), i=1, \ldots, 2 n$, which are solutions to (2.1) and satisfy $\left|\mathbf{Y}_{i}(\lambda, z)\right| \rightarrow 0, i=$ $1, \ldots, n$, exponentially fast as $z \rightarrow-\infty$ and $\left|\mathbf{Y}_{i}(\lambda, z)\right| \rightarrow 0, i=n+1, \ldots, 2 n$, exponentially fast as $z \rightarrow \infty$. Furthermore, these solutions can be chosen so that the $n$-forms

$$
\begin{equation*}
\mathbf{Y}^{u}(\lambda, z)=\left(\mathbf{Y}_{1} \wedge \cdots \wedge \mathbf{Y}_{n}\right)(\lambda, z), \quad \mathbf{Y}^{s}(\lambda, z)=\left(\mathbf{Y}_{n+1} \wedge \cdots \wedge \mathbf{Y}_{2 n}\right)(\lambda, z) \tag{3.1}
\end{equation*}
$$

are nonzero for $\lambda \in \Omega[1]$. The Evans function is then given by

$$
\begin{equation*}
E(\lambda)=m(\lambda, z) \mathbf{Y}^{u}(\lambda, z) \wedge \mathbf{Y}^{s}(\lambda, z) \tag{3.2}
\end{equation*}
$$

where

$$
m(\lambda, z)=\exp \left(-\int_{0}^{z} \operatorname{tr} M(\lambda, s) d s\right)
$$

There is a considerable amount of arbitrariness in defining the functions $\mathbf{Y}_{i}$. Order the functions so that

$$
\begin{equation*}
\mathbf{Y}_{i}\left(\lambda_{0}, z\right)=\mathbf{Y}_{n+i}\left(\lambda_{0}, z\right)=\left(\psi_{1, i}, \psi_{1, i}^{\prime}\right)^{T}, \quad i=1, \ldots, m \tag{3.3}
\end{equation*}
$$

and assume that this has been done in such a way that the definitions remain consistent for $\lambda$ near $\lambda_{0}$. The Evans function can then be redefined to be

$$
\begin{equation*}
E(\lambda)=m(\lambda, z) \mathbf{Y}_{1} \wedge \mathbf{Y}_{n+1} \wedge \cdots \wedge \mathbf{Y}_{m} \wedge \mathbf{Y}_{n+m} \wedge \Phi \tag{3.4}
\end{equation*}
$$

where $\Phi(\lambda, z) \in \Lambda^{2(n-m)}\left(\mathbf{C}^{2 n}\right) \neq 0$ for $\lambda$ near $\lambda_{0}$ is given by

$$
\Phi=\mathbf{Y}_{m+1} \wedge \cdots \wedge \mathbf{Y}_{n} \wedge \mathbf{Y}_{n+m+1} \wedge \cdots \wedge \mathbf{Y}_{2 n}
$$

Lemma 3.1 (Gardner and Jones [8]). Suppose that the g.m. $=m$ and a.m. $=p$. Then

$$
\begin{aligned}
\partial_{\lambda}^{p} E\left(\lambda_{0}\right) & =\frac{p!}{\prod_{i=1}^{m} a_{i}!}\left[\partial_{\lambda}^{a_{1}}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \mathbf{Y}_{1}\right] \wedge \cdots \\
& \neq 0, \quad \wedge\left[\partial_{\lambda}^{a_{m}}\left(\mathbf{Y}_{m}-\mathbf{Y}_{n+m}\right) \wedge \mathbf{Y}_{m}\right] \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
\end{aligned}
$$

where

$$
p=\sum_{i=1}^{m} a_{i}
$$

Corollary 3.2 (Gardner and Jones [8]). Under the assumptions of the above lemma, the functions

$$
\partial_{\lambda}^{a_{i}}\left(\mathbf{Y}_{i}-\mathbf{Y}_{n+i}\right), \quad i=1, \ldots, m
$$

grow exponentially fast as $z \rightarrow \pm \infty$.
In the subsequent discussion, it will be useful to note that the expression given in Lemma 3.1 can be rewritten as

$$
\begin{gather*}
\partial_{\lambda}^{p} E\left(\lambda_{0}\right)=(-1)^{m_{s}} \frac{p!}{\prod_{i=1}^{m} a_{i}!} \partial_{\lambda}^{a_{1}}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \cdots \wedge \partial_{\lambda}^{a_{m}}\left(\mathbf{Y}_{m}-\mathbf{Y}_{n+m}\right)  \tag{3.5}\\
\wedge \mathbf{Y}_{1} \wedge \cdots \wedge \mathbf{Y}_{m} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
\end{gather*}
$$

where

$$
m_{s}=\sum_{i=0}^{m-1} i
$$

Using Corollary 3.2 as a guide, define the solutions $\tilde{\mathbf{Y}}_{1}, \ldots, \tilde{\mathbf{Y}}_{m}$ at $\lambda=\lambda_{0}$ to be such that the set $\left\{\tilde{\mathbf{Y}}_{1}, \ldots, \tilde{\mathbf{Y}}_{m}\right\}$ is linearly independent and $\left|\tilde{\mathbf{Y}}_{i}(z)\right| \rightarrow+\infty$ as $|z| \rightarrow+\infty$. Furthermore, let the solutions be scaled so that when $\lambda=\lambda_{0}$,

$$
\begin{equation*}
D=m\left(\lambda_{0}, z\right) \tilde{\mathbf{Y}}_{1} \wedge \cdots \wedge \tilde{\mathbf{Y}}_{m} \wedge \mathbf{Y}_{1} \wedge \cdots \wedge \mathbf{Y}_{m} \wedge \Phi=1 \tag{3.6}
\end{equation*}
$$

As a consequence of Proposition 2.5 there exist solutions, $\mathbf{Y}^{\mathbf{A}}{ }_{i}$, to the adjoint equation such that

$$
\begin{equation*}
\tilde{\mathbf{Y}}_{i} \cdot \mathbf{Y}_{i}^{\mathbf{A}}=D, \quad i=1, \ldots, m \tag{3.7}
\end{equation*}
$$

Since the functions $\tilde{\mathbf{Y}}_{i}$ grow exponentially fast as $|z| \rightarrow+\infty$, by (3.7) these adjoint solutions must satisfy

$$
\begin{equation*}
\left|\mathbf{Y}_{i}^{\mathbf{A}}(z)\right| \leq C_{i} e^{-\alpha_{i}|z|}, \quad i=1, \ldots, m \tag{3.8}
\end{equation*}
$$

for some positive constants $C_{i}$ and $\alpha_{i}$. Now define the rest of the adjoint solutions, $\mathbf{Y}^{\mathbf{A}}{ }_{j}, j=m+1, \ldots, 2 n$, to be such that

$$
\begin{array}{ll}
\mathbf{Y}_{i} \cdot \mathbf{Y}_{m+i}^{\mathbf{A}}=D, \quad i=1, \ldots, n \\
\mathbf{Y}_{i} \cdot \mathbf{Y}_{i}^{\mathbf{A}}=D, \quad i=n+m+1, \ldots, 2 n \tag{3.9}
\end{array}
$$

As a consequence of the fact that the functions $\left|\mathbf{Y}_{i}\right| \rightarrow 0$ exponentially fast as $|z| \rightarrow \infty$ for $i=1, \ldots, m$, there exist positive constants $C_{i}$ and $\alpha_{i}$ such that

$$
\begin{equation*}
2 C_{i} e^{\left(\alpha_{i}+\delta\right)|z|} \geq\left|\mathbf{Y}_{i}^{\mathbf{A}}(z)\right| \geq C_{i} e^{\alpha_{i}|z|}, \quad i=m+1, \ldots, 2 m \tag{3.10}
\end{equation*}
$$

for some $0 \leq \delta \ll 1$. The remaining adjoint solutions are such that they approach zero exponentially fast in one direction while blowing up exponentially fast in the other.

Let $\mathbf{G}_{ \pm}: \mathbf{R} \rightarrow \mathbf{C}^{2 n}$ be a uniformly bounded continuous function such that

$$
\begin{align*}
& \left|\mathbf{G}_{+}(z)\right| \leq C|z|^{k} e^{-\alpha z}, \quad z \geq 1, \\
& \left|\mathbf{G}_{-}(z)\right| \leq C|z|^{k} e^{\alpha z}, \quad z \leq-1, \tag{3.11}
\end{align*}
$$

for some positive constants $C, \alpha$, and $k$. By using variation of parameters, the solution to

$$
\begin{equation*}
\mathbf{Y}^{\prime}=M\left(\lambda_{0}, z\right) \mathbf{Y}+\mathbf{G}_{ \pm} \tag{3.12}
\end{equation*}
$$

is given by

$$
\begin{align*}
& \mathbf{Y}_{ \pm}=\frac{1}{D}\left(\sum_{i=1}^{m} c_{i}^{ \pm}\left(\mathbf{G}_{ \pm}\right) \tilde{\mathbf{Y}}_{i}+\sum_{i=1}^{m} \tilde{c}_{i}\left(\mathbf{G}_{ \pm}\right) \mathbf{Y}_{i}\right. \\
&\left.+\sum_{i=m+1}^{n} c_{i}\left(\mathbf{G}_{ \pm}\right) \mathbf{Y}_{i}+\sum_{i=n+m+1}^{2 n} c_{i}\left(\mathbf{G}_{ \pm}\right) \mathbf{Y}_{i}\right)  \tag{3.13}\\
&+\sum_{i=1}^{n} d_{i}^{-} \mathbf{Y}_{i}+\sum_{i=n+1}^{2 n} d_{i}^{+} \mathbf{Y}_{i}
\end{align*}
$$

where

$$
\begin{align*}
c_{i}^{ \pm}\left(\mathbf{G}_{ \pm}\right) & =\int_{ \pm \infty}^{z} \mathbf{G}_{ \pm}(s) \cdot \mathbf{Y}^{\mathbf{A}}{ }_{i}(s) d s, \quad i=1, \ldots, m \\
\tilde{c}_{i}\left(\mathbf{G}_{ \pm}\right) & =\int_{0}^{z} \mathbf{G}_{ \pm}(s) \cdot \mathbf{Y}^{\mathbf{A}}{ }_{m+i}(s) d s, \quad i=1, \ldots, m \\
c_{i}\left(\mathbf{G}_{ \pm}\right) & = \begin{cases}\int_{+\infty}^{z} \mathbf{G}_{ \pm}(s) \cdot \mathbf{Y}^{\mathbf{A}}{ }_{m+i}(s) d s, & i=m+1, \ldots, n \\
\int_{-\infty}^{z} \mathbf{G}_{ \pm}(s) \cdot \mathbf{Y}^{\mathbf{A}}{ }_{i}(s) d s, & i=n+m+1, \ldots, 2 n\end{cases} \tag{3.14}
\end{align*}
$$

and $d_{i}^{ \pm}$are constants [1], [14]. For the solution $\mathbf{Y}_{-}$one fixes $d_{i}^{+}=0$ for $i=n+$ $1, \ldots, 2 n$, while for $\mathbf{Y}_{+}$one fixes $d_{i}^{-}=0$ for $i=1, \ldots, n$. As a consequence of the previous estimates and assumption (3.11),

$$
\begin{align*}
\left|\mathbf{Y}_{+}(z)\right| \leq C|z|^{k+1} e^{-\alpha z}, & z \geq 1  \tag{3.15}\\
\left|\mathbf{Y}_{-}(z)\right| \leq C|z|^{k+1} e^{\alpha z}, & z \leq-1
\end{align*}
$$

Lemma 3.3. Define

$$
\boldsymbol{\Psi}_{j, i}=\left(\psi_{j, i}, \psi_{j, i}^{\prime}\right)^{T}
$$

for $i=1, \ldots, m$ and $j=1, \ldots, a_{i}$. Then for each $i=1, \ldots, m$ and $j=1, \ldots, a_{i}-1$,

$$
\partial_{\lambda}^{j} \mathbf{Y}_{i}=\partial_{\lambda}^{j} \mathbf{Y}_{n+i}=j!\mathbf{\Psi}_{j+1, i}
$$

Proof. See Gardner and Jones [8]. $\quad$.
Let $1 \leq i \leq m$ be given. For $1 \leq k \leq a_{i}$, differentiation of (2.1) with respect to $\lambda$ and evaluating at $\lambda_{0}$ yields

$$
\begin{equation*}
\left(\partial_{\lambda}^{k} \mathbf{Y}_{\alpha}\right)^{\prime}=M\left(\lambda_{0}, z\right) \partial_{\lambda}^{k} \mathbf{Y}_{\alpha}+k M_{\lambda}\left(\lambda_{0}, z\right) \partial_{\lambda}^{k-1} \mathbf{Y}_{\alpha}, \quad \alpha=i, n+i \tag{3.16}
\end{equation*}
$$

Upon substituting the expression in Lemma 3.3 into (3.16) with $k=a_{i}$, one then sees that

$$
\begin{equation*}
\left(\partial_{\lambda}^{a_{i}} \mathbf{Y}_{\alpha}\right)^{\prime}=M\left(\lambda_{0}, z\right) \partial_{\lambda}^{a_{i}} \mathbf{Y}_{\alpha}+M_{\lambda}\left(\lambda_{0}, z\right)\left(a_{i}!\mathbf{\Psi}_{a_{i}, i}\right), \quad \alpha=i, n+i \tag{3.17}
\end{equation*}
$$

Upon requiring that $\left|\partial_{\lambda}^{a_{i}} \mathbf{Y}_{i}\right| \rightarrow 0$ as $z \rightarrow-\infty$ and $\left|\partial_{\lambda}^{a_{i}} \mathbf{Y}_{n+i}\right| \rightarrow 0$ as $z \rightarrow+\infty$, and using the solution formula (3.13), after subtracting the solutions one sees that

$$
\begin{align*}
\partial_{\lambda}^{a_{i}}\left(\mathbf{Y}_{i}-\mathbf{Y}_{n+i}\right) & =\frac{a_{i}!}{D} \sum_{k=1}^{m}\left\langle M_{\lambda} \mathbf{\Psi}_{a_{i}, i}, \mathbf{Y}_{k}^{\mathbf{A}}\right\rangle \tilde{\mathbf{Y}}_{k}+\sum_{l=m+1}^{2 n} d_{l} \mathbf{Y}_{l} \\
& =\frac{a_{i}!}{D} \sum_{k=1}^{m}\left\langle\psi_{a_{i}, i}, v_{k}\right\rangle \tilde{\mathbf{Y}}_{k}+\sum_{l=m+1}^{2 n} d_{l} \mathbf{Y}_{l} \tag{3.18}
\end{align*}
$$

where the $d_{l}$ 's are some constants. In (3.18), $v_{k} \in \mathcal{N}\left(T_{\lambda_{0}}^{*}\right)$ and the second equality is a consequence of Lemma 2.4.

Now substitute the expressions given in (3.18) into the derivative for the Evans function given in (3.5). Using the fact that $D$ has been normalized to unity, it is then seen that

$$
\partial_{\lambda}^{p} E\left(\lambda_{0}\right)=(-1)^{m_{s}} p!\left|\begin{array}{ccc}
\left\langle\psi_{a_{1}, 1}, v_{1}\right\rangle & \cdots & \left\langle\psi_{a_{1}, 1}, v_{m}\right\rangle  \tag{3.19}\\
\vdots & & \vdots \\
\left\langle\psi_{a_{m}, m}, v_{1}\right\rangle & \cdots & \left\langle\psi_{a_{m}, m}, v_{m}\right\rangle
\end{array}\right|
$$

The proof of Theorem 1.1 is now complete.
4. Perturbation expressions. Now that expressions in terms of the eigenfunctions and adjoint eigenfunctions are available for the derivatives of the Evans function, it will be of interest to determine the manner in which calculations can be performed under perturbation. In this section we will consider only a few special cases, which are motivated by specific problems. However, the ideas presented herein can be generalized. In this section the linear operator $L$ will be written as

$$
L(\epsilon)=B(\epsilon) \partial_{z}^{2}+P(z, \epsilon) \partial_{z}+N(z, \epsilon),
$$

where the $n \times n$ matrices are assumed to be smooth in their arguments. Furthermore, it will be assumed that when $\epsilon=0$, the location and structure of the point eigenvalues for $L(0)$ are completely understood.

Before continuing, the following preliminary lemma will be necessary. In all that follows, the explicit dependence of the matrix $M$ on $\epsilon$ will be suppressed. In addition, subscripted variables represent derivatives, and all derivatives will be evaluated at $(\lambda, \epsilon)=\left(\lambda_{0}, 0\right)$.

Lemma 4.1. Let $\mathbf{Y}=\left(\psi, \psi^{\prime}\right)^{T}$ be a bounded solution to $\mathbf{Y}^{\prime}=M\left(\lambda_{0}, z\right) \mathbf{Y}$, and let $\mathbf{Z}=\left(Z_{1}, Z_{2}\right)^{T}$ be a bounded solution to the adjoint problem $\mathbf{Z}^{\prime}=-M\left(\lambda_{0}^{*}, z\right) \mathbf{Z}$. Then

$$
\left\langle M_{\epsilon} \mathbf{Y}, \mathbf{Z}\right\rangle=-\left\langle L_{\epsilon} \psi, v\right\rangle
$$

where $v=B^{-T} Z_{2}$ is a bounded solution to the adjoint problem $\left(L^{*}(0)-\lambda_{0}^{*}\right) v=0$. Furthermore,

$$
\left\langle M_{\epsilon \lambda} \mathbf{Y}, \mathbf{Z}\right\rangle=-\left\langle B_{\epsilon} B^{-1} \psi, v\right\rangle
$$

and if $\mathbf{Y}$ varies smoothly with respect to $\epsilon$, then

$$
\left\langle M_{\lambda} \mathbf{Y}_{\epsilon}, \mathbf{Z}\right\rangle=\left\langle\partial_{\epsilon} \psi, v\right\rangle
$$

Proof. First suppose that $B_{\epsilon} \neq 0$, so that

$$
\left(B^{-1}\right)_{\epsilon}=-B^{-1} B_{\epsilon} B^{-1}
$$

A routine calculation then shows that

$$
\left\langle M_{\epsilon} \mathbf{Y}, \mathbf{Z}\right\rangle=\left\langle B_{\epsilon} B^{-1}\left(\left(N-\lambda_{0} I_{n}\right) \psi+P \psi^{\prime}\right)-\left(N_{\epsilon} \psi+P_{\epsilon} \psi^{\prime}\right), B^{-T} Z_{2}\right\rangle
$$

Since

$$
L_{\epsilon}=B_{\epsilon} \partial_{z}^{2}+P_{\epsilon} \partial_{z}+N_{\epsilon}
$$

and

$$
\left(L(0)-\lambda_{0}\right) \psi=B(0) \partial_{z}^{2} \psi+P(z, 0) \partial_{z} \psi+\left(N(z, 0)-\lambda_{0} I_{n}\right) \psi=0
$$

upon substitution one sees that

$$
B_{\epsilon} B^{-1}\left(\left(N-\lambda_{0} I_{n}\right) \psi+P \psi^{\prime}\right)-\left(N_{\epsilon} \psi+P_{\epsilon} \psi^{\prime}\right)=-L_{\epsilon} \psi
$$

which completes the proof of the first part.
The second part of the lemma follows from the fact that

$$
\left\langle M_{\epsilon \lambda} \mathbf{Y}, \mathbf{Z}\right\rangle=-\left\langle B_{\epsilon} B^{-1} \psi, B^{-T} Z_{2}\right\rangle
$$

while the last part follows from

$$
\left\langle M_{\lambda} \mathbf{Y}_{\epsilon}, \mathbf{Z}\right\rangle=\left\langle\partial_{\epsilon} \psi, B^{-T} Z_{2}\right\rangle
$$

If $B_{\epsilon}=0$, then it is routine to check that

$$
\begin{aligned}
\left\langle M_{\epsilon} \mathbf{Y}, \mathbf{Z}\right\rangle & =\left\langle-\left(N_{\epsilon} \psi+P_{\epsilon} \psi^{\prime}\right), B^{-T} Z_{2}\right\rangle \\
& =\left\langle-L_{\epsilon} \psi, B^{-T} Z_{2}\right\rangle .
\end{aligned}
$$

The proof of the following corollary is similiar to the one of the above lemma, and is left for the interested reader.

Corollary 4.2. Suppose that when $\epsilon=0$

$$
\left(L(0)-\lambda_{0}\right) \psi_{1}=0, \quad\left(L(0)-\lambda_{0}\right) \psi_{2}=\psi_{1}
$$

Then for $\mathbf{Y}=\left(\psi_{2}, \psi_{2}^{\prime}\right)^{T}$

$$
\left\langle M_{\epsilon} \mathbf{Y}, \mathbf{Z}\right\rangle=-\left\langle L_{\epsilon} \psi_{2}, v\right\rangle+\left\langle B_{\epsilon} B^{-1} \psi_{1}, v\right\rangle
$$

4.1. G.m. $=$ 1. In this subsection it will be assumed that the eigenvalue $\lambda_{0}$ has g.m. $=1$ and a.m. $=p$ when $\epsilon=0$. Thus,

$$
\left(L(0)-\lambda_{0}\right) \psi_{i}=\psi_{i-1}
$$

for $i=1, \ldots, p$, with $\psi_{0}=0$. Furthermore, there is a unique (up to scalar multiplication) bounded solution $v$ to $\left(L^{*}(0)-\lambda_{0}^{*}\right) v=0$, and as a consequence of Theorem 1.1

$$
\partial_{\lambda}^{p} E\left(\lambda_{0}\right)=p!\left\langle\psi_{p}, v\right\rangle
$$

Two situations will be discussed. The first is the case in which $\lambda_{0}$ is not an eigenvalue for $\epsilon \neq 0$. In this scenario it will be desirable to calculate $\partial_{\epsilon} E\left(\lambda_{0}\right)$. The second case is one in which the eigenvalue becomes simple for nonzero $\epsilon$. It will then be desirable to know $\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)$.

Lemma 4.3. Suppose that $\lambda_{0}$ is not an eigenvalue for $\epsilon \neq 0$. Then

$$
\partial_{\epsilon} E\left(\lambda_{0}\right)=-\left\langle L_{\epsilon} \psi_{1}, v\right\rangle
$$

Proof. First recall from (3.5) that

$$
\partial_{\lambda}^{p} E\left(\lambda_{0}\right)=\partial_{\lambda}^{p}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \mathbf{Y}_{1} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
$$

In a similiar fashion it is not difficult to show that

$$
\partial_{\epsilon} E\left(\lambda_{0}\right)=\partial_{\epsilon}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \mathbf{Y}_{1} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
$$

The equation for $\partial_{\epsilon} \mathbf{Y}_{\alpha}, \alpha \in\{1, n+1\}$, is given by

$$
\left(\partial_{\epsilon} \mathbf{Y}_{\alpha}\right)^{\prime}=M\left(\lambda_{0}, z\right) \partial_{\epsilon} \mathbf{Y}_{\alpha}+M_{\epsilon}\left(\lambda_{0}, z\right) \mathbf{Y}_{\alpha}
$$

Upon requiring that $\left|\partial_{\epsilon} \mathbf{Y}_{1}\right| \rightarrow 0$ as $z \rightarrow-\infty$ and $\left|\partial_{\epsilon} \mathbf{Y}_{n+1}\right| \rightarrow 0$ as $z \rightarrow+\infty$, and by using the ideas leading to (3.13) and (3.18), it can be seen that

$$
\partial_{\epsilon}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right)=\frac{1}{D}\left(\left\langle M_{\epsilon} \mathbf{Y}_{1}, \mathbf{Y}^{\mathbf{A}}{ }_{1}\right\rangle \tilde{\mathbf{Y}}_{1}+\sum_{i=2}^{2 n} c_{i} \mathbf{Y}_{i}\right) .
$$

Thus, upon substituting this expression into that for $\partial_{\epsilon} E\left(\lambda_{0}\right)$ and using the fact that $D=1$, one gets that

$$
\partial_{\epsilon} E\left(\lambda_{0}\right)=\left\langle M_{\epsilon} \mathbf{Y}_{1}, \mathbf{Y}^{\mathbf{A}}{ }_{1}\right\rangle
$$

which, as a consequence of Lemma 4.1, yields the final result.
Remark 4.4. If $\lambda_{0}$ is a simple eigenvalue, then as a consequence of Theorem 1.1, the above lemma, and the implicit function theorem, it is seen that

$$
\partial_{\epsilon} \lambda_{0}=\frac{\left\langle L_{\epsilon} \psi_{1}, v\right\rangle}{\left\langle\psi_{1}, v\right\rangle}
$$

Remark 4.5. Using standard perturbation theory, $\psi_{1}$ will be an eigenfunction of $L(\epsilon)$ with corresponding eigenvalue $\lambda_{0}$ if $\partial_{\epsilon} E\left(\lambda_{0}\right)=0$.

Lemma 4.6. Suppose that $p \geq 2$ and that $E\left(\lambda_{0}\right)=0$ for $\epsilon \neq 0$. Then

$$
\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)=\left\langle-L_{\epsilon} \psi_{2}+\partial_{\epsilon} \psi_{1}, v\right\rangle
$$

Proof. Since $p \geq 2$, it is a consequence of Lemma 3.3 that

$$
\partial_{\lambda}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right)=0
$$

thus, a routine calculation shows that

$$
\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)=\partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \mathbf{Y}_{1} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
$$

Now,

$$
\left(\partial_{\epsilon \lambda}^{2} \mathbf{Y}_{\alpha}\right)^{\prime}=M \partial_{\epsilon \lambda}^{2} \mathbf{Y}_{\alpha}+M_{\epsilon \lambda} \mathbf{Y}_{\alpha}+M_{\epsilon} \partial_{\lambda} \mathbf{Y}_{\alpha}+M_{\lambda} \partial_{\epsilon} \mathbf{Y}_{\alpha}
$$

for $\alpha \in\{1, n+1\}$. Upon requiring that $\partial_{\epsilon \lambda}^{2} \mathbf{Y}_{1}$ decay as $z \rightarrow-\infty$ and $\partial_{\epsilon \lambda}^{2} \mathbf{Y}_{n+1}$ decay as $z \rightarrow+\infty$, one then sees that

$$
\begin{equation*}
\partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right)=\frac{1}{D}\left(\left(c_{1}^{-}-c_{1}^{+}\right) \tilde{\mathbf{Y}}_{1}+\sum_{i=2}^{2 n} d_{i} \mathbf{Y}_{i}\right) \tag{4.1}
\end{equation*}
$$

where

$$
c_{1}^{-}-c_{1}^{+}=\left\langle M_{\epsilon \lambda} \mathbf{Y}_{1}+M_{\epsilon} \mathbf{\Psi}_{2}+M_{\lambda} \partial_{\epsilon} \mathbf{Y}_{1}, \mathbf{Y}_{1}^{\mathbf{A}}\right\rangle
$$

In the above expression, recall that Lemma 3.3 states that $\partial_{\lambda} \mathbf{Y}_{1}=\partial_{\lambda} \mathbf{Y}_{n+1}=\mathbf{\Psi}_{2}$. Upon substituting back into the expression for $\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)$ and using the fact that $D=1$, it is now seen that

$$
\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)=c_{1}^{-}-c_{1}^{+}
$$

Upon using the results of Lemma 4.1 and Corollary 4.2, one gets

$$
c_{1}^{-}-c_{1}^{+}=-\left\langle B_{\epsilon} B^{-1} \psi_{1}, v\right\rangle-\left\langle L_{\epsilon} \psi_{2}, v\right\rangle+\left\langle B_{\epsilon} B^{-1} \psi_{1}, v\right\rangle+\left\langle\partial_{\epsilon} \psi_{1}, v\right\rangle
$$

The proof is now complete.
Remark 4.7. Using standard perturbation theory, if $\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)=0$, then $\psi_{2}$ will remain as a generalized eigenfunction of $L(\epsilon)$ for $\epsilon \neq 0$.

By following the proofs of the above lemmas, the perturbation results can clearly be generalized for the case that a.m. $=j<p$ for $\epsilon \neq 0$. Furthermore, since g.m. $=1$, the location of the remaining eigenvalues can also be given. The proof of Theorem 1.3 is now complete.

Theorem 4.8. Suppose that for $\epsilon \neq 0 \lambda_{0}$ is an eigenvalue with a.m. $=j$, where $0 \leq j \leq p-1$. In this case,

$$
\partial_{\epsilon} \partial_{\lambda}^{j} E\left(\lambda_{0}\right)=j!\left\langle-L_{\epsilon} \psi_{j+1}+\partial_{\epsilon} \psi_{j}, v\right\rangle
$$

Furthermore, the location of the remaining $p-j$ eigenvalues is given by

$$
\lambda=\lambda_{0}+\alpha_{1} \omega^{h} \epsilon^{1 /(p-j)}+O\left(\epsilon^{2 /(p-j)}\right), \quad h=0, \ldots, p-j-1,
$$

where

$$
\alpha_{1}=-\frac{\left\langle-L_{\epsilon} \psi_{j+1}+\partial_{\epsilon} \psi_{j}, v\right\rangle}{\left\langle\psi_{p}, v\right\rangle}, \quad \omega=e^{2 \pi i /(p-j)}
$$

Proof. The perturbation expression is a generalization of that given in the above lemmas, and hence the proof will be left to the interested reader. In order to prove the eigenvalue perturbation expression, consider the following argument. Set $\gamma=\lambda-\lambda_{0}$. For $\gamma$ and $\epsilon$ small, the Evans function has the Taylor expansion

$$
E(\lambda)=\gamma^{j}\left(\left\langle-L_{\epsilon} \psi_{j+1}+\partial_{\epsilon} \psi_{j}, v\right\rangle \epsilon+\cdots+\left\langle\psi_{p}, v\right\rangle \gamma^{p-j}+O\left(|\gamma|^{p-j+1}\right)\right)
$$

where all the coefficients below $\gamma^{p-j}$ are $O(\epsilon)$. Following Kato [18], the remaining zeros of the Evans function will be $O\left(\epsilon^{1 /(p-j)}\right)$. As such, it is then easy to see that they must be given by

$$
\gamma=\alpha_{1} \omega^{h} \epsilon^{1 /(p-j)}+O\left(\epsilon^{2 /(p-j)}\right), \quad h=0, \ldots, p-j-1,
$$

where

$$
\alpha_{1}=-\frac{\left\langle-L_{\epsilon} \psi_{j+1}+\partial_{\epsilon} \psi_{j}, v\right\rangle}{\left\langle\psi_{p}, v\right\rangle}, \quad \omega=e^{2 \pi i /(p-j)} .
$$

The result is now proved.
4.2. G.m. $=$ 2. In this subsection it will be assumed that when $\epsilon=0$ the eigenvalue $\lambda_{0}$ has g.m. $=2$ and a.m. $=p \geq 2$. Thus, we have two chains:

$$
\left(L(0)-\lambda_{0}\right) \psi_{j, i}=\psi_{j-1, i}, \quad \psi_{0, i}=0
$$

for $i=1,2$ and $j=1, \ldots, a_{i}$, with $a_{1}+a_{2}=p$. Without loss of generality it will be assumed in this section that $1 \leq a_{1} \leq a_{2}$. As a consequence of Theorem 1.1, there exists two bounded adjoint solutions, $v_{1}$ and $v_{2}$, such that

$$
\partial_{\lambda}^{p} E\left(\lambda_{0}\right)=-p!\left|\begin{array}{cc}
\left\langle\psi_{a_{1}, 1}, v_{1}\right\rangle & \left\langle\psi_{a_{1}, 1}, v_{2}\right\rangle \\
\left\langle\psi_{a_{2}, 2}, v_{1}\right\rangle & \left\langle\psi_{a_{2}, 2}, v_{2}\right\rangle
\end{array}\right| .
$$

Lemma 4.9. Suppose that $\lambda_{0}$ is not an eigenvalue of $L(\epsilon)$ for $\epsilon \neq 0$. Then

$$
\partial_{\epsilon} E\left(\lambda_{0}\right)=0
$$

and

$$
\partial_{\epsilon}^{2} E\left(\lambda_{0}\right)=-2\left|\begin{array}{ll}
\left\langle L_{\epsilon} \psi_{1,1}, v_{1}\right\rangle & \left\langle L_{\epsilon} \psi_{1,1}, v_{2}\right\rangle \\
\left\langle L_{\epsilon} \psi_{1,2}, v_{1}\right\rangle & \left\langle L_{\epsilon} \psi_{1,2}, v_{2}\right\rangle
\end{array}\right|
$$

Proof. It is known that $\mathbf{Y}_{1}=\mathbf{Y}_{n+1}=\left(\psi_{1,1}, \psi_{1,1}^{\prime}\right)^{T}$ and that $\mathbf{Y}_{2}=\mathbf{Y}_{n+2}=$ $\left(\psi_{1,2}, \psi_{1,2}^{\prime}\right)^{T}$. Using this information, a simple calculation shows that $\partial_{\epsilon} E\left(\lambda_{0}\right)=0$.

A standard calculation shows that

$$
\partial_{\epsilon}^{2} E\left(\lambda_{0}\right)=-2 \partial_{\epsilon}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \partial_{\epsilon}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right) \wedge \mathbf{Y}_{1} \wedge \mathbf{Y}_{2} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
$$

Since

$$
\left(\partial_{\epsilon} \mathbf{Y}\right)^{\prime}=M \partial_{\epsilon} \mathbf{Y}+M_{\epsilon} \mathbf{Y}
$$

by following the ideas presented in the previous section it can be seen that

$$
\partial_{\epsilon}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right)=\frac{1}{D}\left(\left\langle-L_{\epsilon} \psi_{1,1}, v_{1}\right\rangle \tilde{\mathbf{Y}}_{1}+\left\langle-L_{\epsilon} \psi_{1,1}, v_{2}\right\rangle \tilde{\mathbf{Y}}_{2}+\sum_{i=3}^{2 n} c_{i} \mathbf{Y}_{i}\right)
$$

and that

$$
\begin{equation*}
\partial_{\epsilon}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right)=\frac{1}{D}\left(\left\langle-L_{\epsilon} \psi_{1,2}, v_{1}\right\rangle \tilde{\mathbf{Y}}_{1}+\left\langle-L_{\epsilon} \psi_{1,2}, v_{2}\right\rangle \tilde{\mathbf{Y}}_{2}+\sum_{i=3}^{2 n} d_{i} \mathbf{Y}_{i}\right) \tag{4.2}
\end{equation*}
$$

Upon substitution into the expression for $\partial_{\epsilon}^{2} E\left(\lambda_{0}\right)$, and using the fact that $D=1$, the conclusion of the lemma follows.

Remark 4.10. The straightforward generalization of Lemma 4.9 to the case when g.m. $\geq 3$ will be left to the interested reader.

For the rest of this section the primary interest will be the case that $a_{1}>1$. This is due to the fact that for the applications of interest in this paper, i.e., perturbations of the nonlinear Schrödinger equation, it turns out that $a_{1}=a_{2}=2$. If $a_{1}=1$, the final results will be stated; however, the proof will be left to the interested reader.

Lemma 4.11. Suppose that for $\epsilon \neq 0 \lambda_{0}$ is a simple eigenvalue of $L(\epsilon)$. Further suppose that the eigenfunction for $\epsilon \neq 0$ is $\psi_{1,1}$. Then if $a_{1}>1$,

$$
\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)=0
$$

and

$$
\partial_{\epsilon}^{2} \partial_{\lambda} E\left(\lambda_{0}\right)=2\left|\begin{array}{cc}
\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle & \left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{2}\right\rangle \\
\left\langle L_{\epsilon} \psi_{1,2}, v_{1}\right\rangle & \left\langle L_{\epsilon} \psi_{1,2}, v_{2}\right\rangle
\end{array}\right|
$$

Remark 4.12. If $a_{1}=1$, then substitution of the expression for $\partial_{\epsilon}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right)$ into (4.3) yields that

$$
\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)=\left|\begin{array}{cc}
\left\langle\psi_{1,1}, v_{1}\right\rangle & \left\langle\psi_{1,1}, v_{2}\right\rangle \\
\left\langle L_{\epsilon} \psi_{1,2}, v_{1}\right\rangle & \left\langle L_{\epsilon} \psi_{1,2}, v_{2}\right\rangle
\end{array}\right|
$$

Proof. The proof will be only sketched, as it has many similiar features to those given above.

Since $\psi_{1,1}$ is an eigenfunction for $\epsilon \neq 0$, a routine calculation shows that

$$
\left\langle L_{\epsilon} \psi_{1,1}, v_{1}\right\rangle=\left\langle L_{\epsilon} \psi_{1,1}, v_{2}\right\rangle=0
$$

This is the solvability condition needed in order to solve the equation $\partial_{\epsilon} \psi_{1,1}=-(L-$ $\left.\lambda_{0}\right)^{-1} L_{\epsilon} \psi_{1,1}$.

First note that

$$
\begin{equation*}
\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)=-\partial_{\lambda}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \partial_{\epsilon}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right) \wedge \mathbf{Y}_{1} \wedge \mathbf{Y}_{2} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right] \tag{4.3}
\end{equation*}
$$

Since $a_{1}>1$, by Lemma 3.3

$$
\partial_{\lambda}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right)=0
$$

from which one immediately sees that $\partial_{\epsilon} \partial_{\lambda} E\left(\lambda_{0}\right)=0$. Taking another derivative with respect to $\epsilon$, it can be seen that

$$
\partial_{\epsilon}^{2} \partial_{\lambda} E\left(\lambda_{0}\right)=-2 \partial_{\epsilon \lambda}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \partial_{\epsilon}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right) \wedge \mathbf{Y}_{1} \wedge \mathbf{Y}_{2} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
$$

A slight modification of the argument leading to (4.1) yields that

$$
\begin{aligned}
& \partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \\
& \quad=\frac{1}{D}\left(\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle \tilde{\mathbf{Y}}_{1}+\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{2}\right\rangle \tilde{\mathbf{Y}}_{2}+\sum_{i=3}^{2 n} d_{i} \mathbf{Y}_{i}\right)
\end{aligned}
$$

After recalling the expression for $\partial_{\epsilon}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right)$ given in (4.2), and using the fact that $D=1$, upon substitution into the above expression for $\partial_{\epsilon}^{2} \partial_{\lambda} E\left(\lambda_{0}\right)$ the final result is seen.

Lemma 4.13. Suppose that for $\epsilon \neq 0 \lambda_{0}$ is an eigenvalue of $L(\epsilon)$ with g.m. $=$ a.m. $=2$. Then if $a_{1}>1$,

$$
\partial_{\epsilon} \partial_{\lambda}^{2} E\left(\lambda_{0}\right)=0
$$

and

$$
\partial_{\epsilon}^{2} \partial_{\lambda}^{2} E\left(\lambda_{0}\right)=-4\left|\begin{array}{ccc}
\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle & \left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{2}\right\rangle \\
\left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v_{1}\right\rangle & \left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v_{2}\right\rangle
\end{array}\right| .
$$

Remark 4.14. If $a_{1}=1$, then the above expression reduces to

$$
\partial_{\epsilon} \partial_{\lambda}^{2} E\left(\lambda_{0}\right)=-2\left|\begin{array}{cc}
\left\langle\psi_{1,1}, v_{1}\right\rangle & \left\langle\psi_{1,1}, v_{2}\right\rangle \\
\left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v_{1}\right\rangle & \left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v_{2}\right\rangle
\end{array}\right| .
$$

Proof. This proof will be even sketchier than the previous one, since the idea is essentially the same. Since $a_{2} \geq a_{1}>1$, by Lemma 3.3 it is known that

$$
\partial_{\lambda}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right)=\partial_{\lambda}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right)=0
$$

Using this information, it can eventually be concluded that $\partial_{\epsilon} \partial_{\lambda}^{2} E\left(\lambda_{0}\right)=0$ and that

$$
\partial_{\epsilon}^{2} \partial_{\lambda}^{2} E\left(\lambda_{0}\right)=-4 \partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right) \wedge \mathbf{Y}_{1} \wedge \mathbf{Y}_{2} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
$$

The expression for $\partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right)$ is exactly that as given in the previous proof. The expression for $\partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right)$ is found simply by substituting $\psi_{1,2}$ for $\psi_{1,1}$ and $\psi_{2,2}$ for $\psi_{2,1}$ in that expression. Using the definition of $\partial_{\lambda}^{p} E\left(\lambda_{0}\right)$ then yields the final result.

Clearly, this process can be continued ad nauseam, in that one can derive expressions for the case that g.m. $=3$ or higher and the various subcases. This process will be left for the interested reader. This section will close with one final lemma, the result of which is needed for one of the applications considered in the following section. For the following lemma, note that if $a_{2}=2$ for all $\epsilon$, so that $\left(L(\epsilon)-\lambda_{0}\right) \psi_{1,2}=0$ and $\left(L(\epsilon)-\lambda_{0}\right) \psi_{2,2}=\psi_{1,2}$, then it is necessarily true that

$$
\begin{equation*}
\left\langle L_{\epsilon} \psi_{1,2}, v\right\rangle=\left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v\right\rangle=0 \tag{4.4}
\end{equation*}
$$

for all bounded adjoint solutions $v$. Note that this implies that $\partial_{\epsilon}^{2} \partial_{\lambda}^{2} E\left(\lambda_{0}\right)=0$.
Lemma 4.15. Suppose that $a_{2}=2$ for all $\epsilon \geq 0$, and that g.m. $=2$ for $\epsilon \neq 0$. Further suppose that $a_{1}>1$ when $\epsilon=0$. Then

$$
\partial_{\epsilon} \partial_{\lambda}^{3} E\left(\lambda_{0}\right)=-6\left|\begin{array}{cc}
\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle & \left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{2}\right\rangle \\
\left\langle\psi_{2,2}, v_{1}\right\rangle & \left\langle\psi_{2,2}, v_{2}\right\rangle
\end{array}\right| .
$$

Proof. Again, it is only sketched. Since $a_{1}>1$, it is necessarily true that $\partial_{\lambda}\left(\mathbf{Y}_{1}-\right.$ $\left.\mathbf{Y}_{n+1}\right)=0$. This then implies that

$$
\partial_{\epsilon} \partial_{\lambda}^{3} E\left(\lambda_{0}\right)=-3 \partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{1}-\mathbf{Y}_{n+1}\right) \wedge \partial_{\lambda}^{2}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right) \wedge \mathbf{Y}_{1} \wedge \mathbf{Y}_{2} \wedge\left[m\left(\lambda_{0}, z\right) \Phi\right]
$$

Since $a_{2}=2$ for all $\epsilon, \partial_{\lambda}^{2}\left(\mathbf{Y}_{2}-\mathbf{Y}_{n+2}\right) \neq 0$ is given by (3.18), so that the above expression will be generically nonzero. Substituting in the expression for $\partial_{\epsilon \lambda}^{2}\left(\mathbf{Y}_{1}-\right.$ $\mathbf{Y}_{n+1}$ ) yields the final result.
5. Examples. In this section the theory of the previous sections will be applied to various perturbations of the nonlinear Schrödinger equation (NLS),

$$
\begin{equation*}
i \partial_{t} \phi+\left(\partial_{x}^{2}-\omega\right) \phi+4|\phi|^{2} \phi=\epsilon R\left(x, \phi, \phi^{*}\right) \tag{5.1}
\end{equation*}
$$

where the perturbation term will be assumed to be smooth. When $\epsilon=0$, there is a real-valued solitary wave solution given by

$$
\begin{equation*}
\Phi(x, \omega)=\sqrt{\frac{\omega}{2}} \operatorname{sech}(\sqrt{\omega} x) \tag{5.2}
\end{equation*}
$$

Breaking $\phi$ into its real and imaginary parts and linearizing about the wave, one gets the linear operator $L$ given by

$$
L=\left[\begin{array}{cc}
0 & -L_{i}  \tag{5.3}\\
L_{r} & 0
\end{array}\right]
$$

where

$$
L_{i}=\partial_{x}^{2}-\omega+4 \Phi^{2}, \quad L_{r}=\partial_{x}^{2}-\omega+12 \Phi^{2}
$$

Note that $L_{i}(\Phi)=0$ and $L_{r}\left(\partial_{x} \Phi\right)=0$. Following Weinstein [36], one has the following information concerning the operator $L$.

Proposition 5.1. The eigenfunctions for the operator $L$ are given by

$$
\psi_{1,1}=\left[\begin{array}{c}
\partial_{x} \Phi \\
0
\end{array}\right], \quad \psi_{2,1}=\left[\begin{array}{c}
0 \\
-\frac{1}{2} x \Phi
\end{array}\right]
$$

and

$$
\psi_{1,2}=\left[\begin{array}{c}
0 \\
\Phi
\end{array}\right], \quad \psi_{2,2}=\left[\begin{array}{c}
\partial_{\omega} \Phi \\
0
\end{array}\right]
$$

Furthermore, the bounded solutions to the adjoint equation are given by

$$
v_{1}=\frac{4}{\langle\Phi, \Phi\rangle}\left[\begin{array}{c}
0 \\
\partial_{x} \Phi
\end{array}\right], \quad v_{2}=\frac{2}{\partial_{\omega}\langle\Phi, \Phi\rangle}\left[\begin{array}{c}
\Phi \\
0
\end{array}\right]
$$

Note that $v_{1}$ and $v_{2}$ have been scaled so that

$$
\left\langle\psi_{2,1}, v_{1}\right\rangle=\left\langle\psi_{2,2}, v_{2}\right\rangle=1
$$

Upon using the results of Theorem 1.1 one is able to conclude the following information about the Evans function at $\lambda=0$. The information for $\lambda \neq 0$ follows immediately from the fact that the wave $\Phi$ is a stable solution to (5.1) [37].

Lemma 5.2. The Evans function for the operator $L$ satisfies

$$
\partial_{\lambda}^{i} E(0)=0, \quad i=0, \ldots, 3
$$

and

$$
\partial_{\lambda}^{4} E(0)=-24
$$

Furthermore, $E(\lambda)<0$ for Re $\lambda>0$.
For $\epsilon \neq 0$ the wave (assuming that it persists) will in general be complex-valued. After breaking it into its real and complex parts, it will henceforth be denoted by $\boldsymbol{\Phi}(x, \omega, \epsilon)$, with $\boldsymbol{\Phi}(x, \omega, 0)=(\Phi, 0)^{T}$.
5.1. Parametrically forced NLS. For the parametrically forced NLS (PFNLS) the perturbation term is given by

$$
R\left(x, \phi, \phi^{*}\right)=-i\left(\gamma \phi-\mu \phi^{*} e^{-i 2 \theta}\right)
$$

where $\gamma, \mu>0$ and

$$
\cos 2 \theta=\frac{\gamma}{\mu}
$$

Here $\gamma$ is the dissipation factor (linear loss) and $\mu$ is the parametric gain. For $\epsilon>0$ the wave is still real-valued and is given by $\boldsymbol{\Phi}=(\Phi, 0)^{T}$, where

$$
\begin{equation*}
\Phi(x, \omega, \epsilon)=\sqrt{\frac{\beta}{2}} \operatorname{sech}(\sqrt{\beta} x) \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=\omega+\epsilon \mu \sin 2 \theta \tag{5.5}
\end{equation*}
$$

Due to the fact that the perturbation $R$ breaks the rotation symmetry, when $\epsilon>0$ it will generically be true that $\partial_{\lambda} E(0) \neq 0$. Furthermore, the fact that the translation symmetry is not broken implies that $\psi_{1,1}$ remains as an eigenfunction for $L$. Since $a_{1}=a_{2}=2$ at $\lambda=0$ when $\epsilon=0$, the result of Lemma 4.11 will then apply.

After linearizing the PFNLS about the wave, a simple calculation shows that

$$
L_{\epsilon}=\left[\begin{array}{cc}
0 & -\mu \sin 2 \theta \\
-\mu \sin 2 \theta & -2 \gamma
\end{array}\right]+4 \partial_{\epsilon}\left(\Phi^{2}\right)\left[\begin{array}{cr}
0 & -1 \\
3 & 0
\end{array}\right] .
$$

Since

$$
\partial_{\epsilon}\left(\Phi^{2}\right)=\frac{\mu \sin 2 \theta}{\omega}\left(\Phi^{2}+\frac{1}{2} x \partial_{x}\left(\Phi^{2}\right)\right)
$$

and $\Phi$ is even in $x$, it is a routine calculation to see that

$$
\left\langle\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle=\left\langle L_{\epsilon} \psi_{1,2}, v_{1}\right\rangle=\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{2}\right\rangle=0
$$

Thus, as a consequence of Lemma 4.11

$$
\begin{equation*}
\partial_{\epsilon}^{2} \partial_{\lambda} E(0)=-2\left\langle L_{\epsilon} \psi_{2,1}, v_{1}\right\rangle\left\langle L_{\epsilon} \psi_{1,2}, v_{2}\right\rangle \tag{5.6}
\end{equation*}
$$

Since

$$
\left\langle x \Phi^{2 k}, \partial_{x}\left(\Phi^{2}\right)\right\rangle=-\frac{1}{k+1}\left\langle\Phi^{2 k}, \Phi^{2}\right\rangle, \quad\langle\Phi, \Phi\rangle=\omega^{1 / 2}, \quad\left\langle\Phi^{2}, \Phi^{2}\right\rangle=\frac{1}{3} \omega^{3 / 2}
$$

one can see that

$$
\left\langle L_{\epsilon} \psi_{1,2}, v_{2}\right\rangle=-8 \omega \mu \sin 2 \theta
$$

In addition, the fact that $\left\langle x \Phi, \partial_{x} \Phi\right\rangle=-1 / 2\langle\Phi, \Phi\rangle$ implies that

$$
\left\langle L_{\epsilon} \psi_{2,1}, v_{1}\right\rangle=-2 \gamma .
$$

Therefore, by (5.6)

$$
\begin{equation*}
\partial_{\epsilon}^{2} \partial_{\lambda} E(0)=-32 \omega \gamma \mu \sin 2 \theta \tag{5.7}
\end{equation*}
$$

Lemma 5.3. Consider the PFNLS. Suppose that $0<\epsilon \ll 1$. If $\sin 2 \theta<0$, then the wave $\Phi$ is unstable. If $\sin 2 \theta>0$, then there are no positive eigenvalues which are of $O(\epsilon)$.

Proof. The eigenvalues of $L$ are symmetric about the lines $\operatorname{Re} \lambda=-\epsilon \gamma$ and $\operatorname{Im} \lambda=0$. This is easily seen by noticing that $(L-\lambda) P=0$ reduces to $L_{i} L_{r} P_{1}=$ $-\lambda(\lambda+2 \epsilon \gamma) P_{1}$ and $L_{r} L_{i} P_{2}=-\lambda(\lambda+2 \epsilon \gamma) P_{2}$, where $P=\left(P_{1}, P_{2}\right)^{T}$.

If $\sin 2 \theta<0$, then as a consequence of (5.7), $\partial_{\lambda} E(0)>0$ for $\epsilon>0$ sufficiently small. By Lemma 5.2 , it is necessarily true that $E(\lambda)$ is negative for real $\lambda$ sufficiently large. This necessarily implies the existence of a real positive zero of $E(\lambda)$, which in turn implies the existence of a real positive eigenvalue.

Now suppose that $\sin 2 \theta>0$, so that $\partial_{\lambda} E(0)<0$ for $\epsilon>0$ sufficiently small. If there is a zero with positive real part, then there must be at two such zeros. Suppose that two such zeros exist. Then there must also exist two other zeros with negative real part which are symmetric with respect to the line $\operatorname{Re} \lambda=-\epsilon \gamma$. Thus, recalling that $\lambda=0$ is always a zero, there must exist at least five zeros which are of $O(\epsilon)$. This contradicts the fact that there can only be four such zeros.

Remark 5.4. Barashenkov, Bogdan, and Korobov [5] have previously shown that $\sin 2 \theta<0$ implies the existence of an unstable eigenvalue. Their proof, however, is a consequence of the results present in either Grillakis [10] or in Jones [13].

Remark 5.5. By (5.7) it is known that $\partial_{\lambda} E(0)>0$ for $\epsilon>0$ sufficiently small. It can be shown, however, that $\partial_{\lambda} E(0)>0$ for all $\epsilon>0$ [2], [17], [25].
5.2. Cubic-quintic NLS. For the cubic-quintic NLS (CQNLS) the perturbation term is given by

$$
R\left(x, \phi, \phi^{*}\right)=i\left(d_{1} \partial_{x}^{2} \phi+d_{2} \phi+d_{3}|\phi|^{2} \phi+d_{4}|\phi|^{4} \phi\right)
$$

The positive parameter $d_{1}$ describes spectral filtering, $d_{2}$ describes the linear gain $\left(d_{2}>0\right)$ or loss $\left(d_{2}<0\right)$ due to the fiber, and $d_{3}$ and $d_{4}$ describe the nonlinear gain or loss due to the fiber. Note that this perturbation preserves both the rotation and translation symmetry. One then generically expects that $\partial_{\lambda}^{2} E(0) \neq 0$, so that the results of Lemma 4.13, and possibly Lemma 4.15, will apply.

In order for the solution $\phi=0$ to be stable, one must require that $d_{2}<0$. Since this is a minimal requirement for the wave to be stable, this assumption will hold for the rest of the discussion. It is shown in Kapitula [15] that the wave persists if

$$
\begin{equation*}
H(x)=d_{1} \partial_{x}^{2} \Phi+d_{2} \Phi+d_{3} \Phi^{3}+d_{4} \Phi^{5} \tag{5.8}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\langle H, \Phi\rangle=0 \tag{5.9}
\end{equation*}
$$

i.e.,

$$
d_{1}-\frac{3}{\omega} d_{2}-d_{3}-\frac{2}{5} \omega d_{4}=0
$$

This condition ensures that $L_{i}^{-1}(H)$ is a bounded function for all $x$. Using standard perturbation theory, and the fact that

$$
L^{-1}=\left[\begin{array}{cc}
0 & L_{r}^{-1} \\
-L_{i}^{-1} & 0
\end{array}\right]
$$

it is not difficult to see that

$$
\partial_{\epsilon} \boldsymbol{\Phi}=\left[\begin{array}{c}
0  \tag{5.10}\\
L_{i}^{-1}(H)
\end{array}\right]
$$

The two solutions to $L_{i} w=0$ are given by

$$
w_{1}=\Phi, \quad w_{2}=x \Phi+\frac{1}{\sqrt{2}} \sinh (\sqrt{\omega} x)
$$

thus, upon using variation of parameters one can explicitly construct $L^{-1}(H)$. This will not be done here, however, and will be left as an exercise for the interested reader. It is enough to recognize that $\partial_{\epsilon} \Phi$ is an even function in $x$.

Upon linearizing the CQNLS about the wave, a simple calculation shows that

$$
L_{\epsilon}=\left(d_{1} \partial_{x}^{2}+d_{2}\right) I_{2}+d_{3} \Phi^{2}\left[\begin{array}{ll}
3 & 0 \\
0 & 1
\end{array}\right]+d_{4} \Phi^{4}\left[\begin{array}{ll}
5 & 0 \\
0 & 1
\end{array}\right]+8 \Phi L_{i}^{-1}(H)\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right]
$$

Furthermore, another calculation shows that

$$
\partial_{\epsilon} \psi_{1,1}=\left[\begin{array}{c}
0 \\
\partial_{x} L_{i}^{-1}(H)
\end{array}\right], \quad \partial_{\epsilon} \psi_{1,2}=\left[\begin{array}{c}
-L_{i}^{-1}(H) \\
0
\end{array}\right]
$$

Using the fact that $\Phi$ and $L_{i}^{-1}(H)$ are even in $x$, it is a trivial matter to show that

$$
\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{2}\right\rangle=\left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v_{1}\right\rangle=0
$$

Therefore, after using the result of Lemma 4.13 it can be seen that

$$
\partial_{\epsilon}^{2} \partial_{\lambda}^{2} E(0)=-4\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle\left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v_{2}\right\rangle
$$

The above expressions are difficult to compute, and as such the problem was considered in Kapitula [15] for a more general perturbation of the NLS. In the following, let $C_{i}$ denote a positive constant. Assuming relation (5.9), i.e., after solving for $d_{3}$ in terms of the other variables, as a consequence of the calculations in [15] it can be shown that

$$
\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle=C_{1} d_{1}
$$

and that

$$
\left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v_{2}\right\rangle=C_{2}\left(d_{2}-\frac{2}{15} \omega^{2} d_{4}\right)
$$

As a consequence of Lemma 4.15, when

$$
\left\langle-L_{\epsilon} \psi_{2,2}+\partial_{\epsilon} \psi_{1,2}, v_{2}\right\rangle=0
$$

then

$$
\begin{aligned}
\partial_{\epsilon} \partial_{\lambda}^{3} E(0) & =-6\left\langle-L_{\epsilon} \psi_{2,1}+\partial_{\epsilon} \psi_{1,1}, v_{1}\right\rangle \\
& =-6 C_{1} d_{1}
\end{aligned}
$$

It is now possible to describe the location of all of the $O(\epsilon)$ eigenvalues.
Lemma 5.6. Let $d_{3}$ be such that the wave exists for $0<\epsilon \ll 1$. Furthermore, suppose that $d_{1}>0$ and $d_{2}<0$. Then if

$$
d_{2}<\frac{2}{15} \omega^{2} d_{4}
$$

there exists a real positive eigenvalue and a real negative eigenvalue, both of which are $O(\epsilon)$. If

$$
\frac{2}{15} \omega^{2} d_{4}<d_{2}<0
$$

then both $O(\epsilon)$ eigenvalues are real and negative.
Proof. From the above arguments it is seen that

$$
\partial_{\epsilon}^{2} \partial_{\lambda}^{2} E(0)=-4 C_{1} C_{2} d_{1}\left(d_{2}-\frac{2}{15} \omega^{2} d_{4}\right)
$$

and if $d_{2}-2 / 15 \omega^{2} d_{4}=0$, then

$$
\partial_{\epsilon} \partial_{\lambda}^{3} E(0)=-6 C_{1} d_{1}
$$

All that is left to recognize is that if $\partial_{\lambda}^{2} E(0)>0$, then since $\partial_{\lambda}^{4} E(0)<0$ there exists one positive real zero of $E(\lambda)$ which is of $O(\epsilon)$. When $\partial_{\lambda}^{2} E(0)=0$, the fact that $\partial_{\lambda}^{3} E(0)<0$ implies that the zero is moving to the left.

Remark 5.7. For a more complete discussion, the interested reader should consult Kapitula [15] and Kapitula and Sandstede [17].
5.3. Nonhomogeneous PFNLS. As a final example, consider the nonhomogeneous PFNLS (NPFNLS), where the perturbation term is given by

$$
R\left(x, \phi, \phi^{*}\right)=-i\left(\gamma \phi-\mu h(x) \phi^{*} e^{-i 2 \theta}\right)
$$

Here $h(x)$ is assumed to be even and satisfy the estimate

$$
0 \leq h(x) \leq C e^{-\beta|x|}
$$

for some $\beta>0$. Unlike the PFNLS, it is being assumed here that the parametric gain is spatially dependent.

Assumption 5.8. The wave perturbs smoothly for $\epsilon>0$.
Given that the wave perturbs smoothly, standard perturbation theory reveals that the parameters must satisfy

$$
\begin{equation*}
\cos 2 \theta=\frac{\gamma}{\mu} \frac{\langle\Phi, \Phi\rangle}{\langle h(x) \Phi, \Phi\rangle} \tag{5.11}
\end{equation*}
$$

and that

$$
\partial_{\epsilon} \boldsymbol{\Phi}=\left[\begin{array}{c}
\mu \sin 2 \theta L_{r}^{-1}(h(x) \Phi) \\
L_{i}^{-1}([-\gamma+\mu \cos 2 \theta h(x)] \Phi)
\end{array}\right]
$$

Equation (5.11) and the fact that $h(x)$ is even guarantee that $\partial_{\epsilon} \boldsymbol{\Phi}$ is uniformly bounded in $x$.

Due to the fact that $R$ breaks both the rotation and translation symmetry, it is expected that $E(0) \neq 0$. The calculation of $\partial_{\epsilon}^{2} E(0)$ will be accomplished via an application of Lemma 4.9. Set

$$
G(x)=(-\gamma+\mu \cos 2 \theta h(x)) \Phi
$$

A routine calculation shows that

$$
\begin{gathered}
L_{\epsilon}=8 \Phi L_{i}^{-1}(G)\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right]+8 \mu \sin 2 \theta L_{r}^{-1}(h(x) \Phi)\left[\begin{array}{rr}
0 & -1 \\
3 & 0
\end{array}\right] \\
-\gamma I_{2}+\mu h(x)\left[\begin{array}{rr}
\cos 2 \theta & -\sin 2 \theta \\
-\sin 2 \theta & -\cos 2 \theta
\end{array}\right]
\end{gathered}
$$

Since $h(x)$ being even implies that $\partial_{\epsilon} \boldsymbol{\Phi}$ is also even, it is straightforward to see that

$$
\left\langle L_{\epsilon} \psi_{1,1}, v_{2}\right\rangle=\left\langle L_{\epsilon} \psi_{1,2}, v_{1}\right\rangle=0
$$

Therefore, upon using the result of Lemma 4.9,

$$
\begin{equation*}
\partial_{\epsilon}^{2} E(0)=-2\left\langle L_{\epsilon} \psi_{1,1}, v_{1}\right\rangle\left\langle L_{\epsilon} \psi_{1,2}, v_{2}\right\rangle \tag{5.12}
\end{equation*}
$$

In general, of course, it is impossible to explicitly compute the above quantities without greater knowledge of the function $h(x)$. As such, to facilitate the computation it will be assumed for the rest of this discussion that

$$
\begin{equation*}
h(x)=8 \alpha \Phi^{2} \tag{5.13}
\end{equation*}
$$

where $\alpha>0$ is arbitrary. Note that the existence condition then reduces to

$$
\cos 2 \theta=\frac{\gamma}{\mu} \frac{3}{8 \alpha \omega}
$$

For this particular $h(x)$,

$$
L_{r}^{-1}(h(x) \Phi)=\alpha \Phi
$$

therefore,

$$
\begin{aligned}
\left\langle L_{\epsilon} \psi_{1,2}, v_{2}\right\rangle & =-\frac{2 \mu \sin 2 \theta}{\partial_{\omega}\langle\Phi, \Phi\rangle}\left(\langle h(x) \Phi, \Phi\rangle+8\left\langle\Phi L_{r}^{-1}(h(x) \Phi), \Phi^{2}\right\rangle\right) \\
& =-\frac{64}{3} \alpha \mu \omega^{2} \sin 2 \theta
\end{aligned}
$$

In addition, upon using the fact that

$$
\left(\partial_{x} \Phi\right)^{2}=\omega\left(\Phi^{2}-\frac{2}{\omega} \Phi^{4}\right)
$$

it can be seen that

$$
\begin{aligned}
\left\langle L_{\epsilon} \psi_{1,1}, v_{1}\right\rangle & =-\frac{4 \mu \sin 2 \theta}{\langle\Phi, \Phi\rangle}\left(\left\langle h(x),\left(\partial_{x} \Phi\right)^{2}\right\rangle-24\left\langle\Phi L_{r}^{-1}(h(x) \Phi),\left(\partial_{x} \Phi\right)^{2}\right\rangle\right) \\
& =\frac{64}{15} \alpha \mu \omega^{2} \sin 2 \theta
\end{aligned}
$$

Using (5.12), it is now seen that

$$
\begin{equation*}
\partial_{\epsilon}^{2} E(0)=\frac{2^{13}}{3^{2} \cdot 5} \alpha^{2} \mu^{2} \omega^{4} \sin ^{2} 2 \theta \tag{5.14}
\end{equation*}
$$

Lemma 5.9. Consider the NPFNLS. When $h(x)$ is given by (5.13), then the solitary wave is unstable.

Proof. By (5.14), $E(0)>0$ for $\epsilon>0$ sufficiently small. Since $E(\lambda)$ is negative for real $\lambda$ sufficiently large, there then exists a positive real zero for $E(\lambda)$, and hence a positive real eigenvalue.
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#### Abstract

Equations of the form $d u=\left(a u_{x x}+f_{x}\right) d t+\sum_{k}\left(\sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k}$ are considered for $t>0$ and $x>0$. The unique solvability of these equations is proved in weighted Sobolev spaces with fractional positive or negative derivatives, summable to the power $p \in[2, \infty)$.
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Introduction. We are considering the equation

$$
d u=\left(a u_{x x}+f_{x}\right) d t+\sum_{k=1}^{\infty}\left(\sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k}
$$

in one space dimension for $x>0$ and $t>0$ with some initial condition at $t=0$ and zero boundary condition at $x=0$. Here $w_{t}^{k}$ are independent one-dimensional Wiener processes and $f$ and $g^{k}$ are some given functions of $(\omega, t, x)$. The functions $a$ and $\sigma^{k}$ are assumed to depend only on $\omega$ and $t$. Such equations with a finite number of the processes $w_{t}^{k}$ appear, for instance, in nonlinear filtering problems for partially observable diffusions (see [11]). Considering infinitely many $w_{t}^{k}$ turns out to be instrumental in treating equations for measure valued processes, for instance, driven by space-time white noise (see [8] or [6]).

Our main goal is to prove solvability of such equations in spaces similar to Sobolev spaces, in which derivatives are understood as generalized functions, the number of derivatives may be fractional or negative, and underlying power of summability is $p \in[2, \infty)$.

The motivation for this goal is explained in detail in [5] or [8], where an $L_{p}$-theory is developed for the equations in the whole space. We only mention that if $p=2$, the theory was developed long ago and an account of it can be found, for instance, in [11]. The case of equations in domains is also treated in [11]. However, the solvability is only proved in spaces $W_{2}^{1}$ of functions having one generalized derivative in $x$ square summable in $(\omega, t, x)$. It turns out that going to better smoothness of solutions is not possible in spaces $W_{2}^{n}$ and one needs to consider Sobolev spaces with weights, allowing derivatives to blow up near the boundary. The theory of solvability in Hilbert spaces like $W_{2}^{n}$ with weights is developed in [1] and [10], where $n$ is an integer. Here we show what happens if one takes a fractional or negative number of derivatives and replaces 2 with any $p \geq 2$. By the way, according to [2], it is not possible to take $p<2$ when stochastic terms are present in the equation.

[^13]Unlike the above mentioned works, we only concentrate on the one-dimensional case. There are several reasons for that, the main being that even in the case of Hilbert spaces in [1] the central estimates are first proved in the one-dimensional case and after this there is still a rather long way to go to get to multidimensional domains. Our treatment of the one-dimensional case is long itself.

One of main difficulties in developing the theory presented below was finding right spaces. The idea was to find a scale of spaces like in [11], [5], or [8] generated by fractional powers of a certain operator, which is $1-\Delta$ in [11], [5], and [8]. From the results of [1] and [10] one can guess that $x D=x \partial / \partial x$ should be such an operator in our case. Elliptic second-order operators are more appropriate if one wants to define fractional powers and expects them to have nice properties. Therefore, our first attempt was to try the operator $L=x D(x D)+x D-c$, which is formally selfadjoint for any constant $c$. However, after having constructed the theory we noticed that the same spaces can be defined as images of spaces from [5] or [8] under certain linear mapping. This made using the results from [5] and [8] easier and allowed us to avoid developing solvability theory for $L$ and investigating the semigroup and the resolvent associated with this operator.

In [11], [5], and [8] the solution is sought for in the same scale of spaces (at least as far as the space variables are concerned) as the one to which the free terms $f$ and $g$ belong. Surprisingly enough this is not the case in our situation, and this causes many difficulties practically at each step. The origin of all unusual features of our theory lies in the fact that there are no operators commuting with $\partial / \partial x$ and generating our scale of spaces. To give one more example of what is unusual we state the following theorem, which can be obtained from Theorem 3.2 after changing variables $v(t, x)=e^{x(\alpha-1)} u\left(t, e^{x}\right)$, where $\alpha=\theta / p$.

Theorem 0.1. Let $\alpha \in(0,1), p \in(1, \infty), T \in(0, \infty]$, and $f \in L_{p}([0, \infty) \times \mathbb{R})$. Then in the class of functions $v(t, x), t \in[0, T], x \in \mathbb{R}$ such that

$$
\int_{0}^{T} \int_{\mathbb{R}}\left[\left|v_{x}\right|^{p}+|v|^{p}\right] d x d t<\infty
$$

the equation

$$
\begin{equation*}
e^{2 x} v_{t}=v_{x x}+(1-2 \alpha) v_{x}-(1-\alpha) \alpha v+f_{x} \tag{0.1}
\end{equation*}
$$

on $(0, T) \times \mathbb{R}$ with zero initial condition has a unique solution. In addition, this solution satisfies

$$
\int_{0}^{T} \int_{\mathbb{R}}\left[\left|v_{x}\right|^{p}+|v|^{p}\right] d x d t \leq N(\alpha, p) \int_{0}^{T} \int_{\mathbb{R}}|f|^{p} d x d t
$$

Surprising in this theorem is that if we replace $e^{2 x}$ with 1 in (0.1), then the result becomes well known and is true for any finite $T$ (now with $N$ depending on $T$ too). The presence of $e^{2 x}$ makes (0.1) degenerate, and usually results for degenerate equations differ very much from those for nondegenerate cases. Actually, we do not know much about (0.1). In particular, it would be interesting to know whether Theorem 0.1 remains true if we replace the term $(1-2 \alpha) v_{x}$ in $(0.1)$ with $b v_{x}$ where $b$ is an arbitrary constant.

The article is organized as follows. In section 1 we introduce and investigate basic spaces with weights of functions of $x \in(0, \infty)$. Section 2 is devoted to stochastic Banach spaces of functions of $(\omega, t, x)$ satisfying zero boundary condition at $x=0$.

This condition is expressed by means of requirement (2.1). In section 3 we prove our main Theorem 3.2 about unique solvability of our equations. The reader will see the very core of our technique in the proof of Lemma 3.6. Rather long section 4 contains the proof of the main particular case of Theorem 3.2, which is stated as Lemma 3.5.

1. Sobolev spaces with weights. For $\gamma \in \mathbb{R}$ and $p \in(1, \infty)$ let $H_{p}^{\gamma}=H_{p}^{\gamma}(\mathbb{R})$ be the spaces of Bessel potentials (see, for instance, [13]) which are formally given by $H_{p}^{\gamma}=\Lambda^{-\gamma} L_{p}(\mathbb{R})$, where $\Lambda:=\left(1-D^{2}\right)^{1 / 2}$ and $D=d / d x$. One knows that the elements of $H_{p}^{\gamma}$ are distributions and $C_{0}^{\infty}=C_{0}^{\infty}(\mathbb{R})$ is dense in $H_{p}^{\gamma}$. Let $\mathcal{D}(\mathbb{R})$ and $\mathcal{D}\left(\mathbb{R}_{+}\right)$be the sets of all distributions on $C_{0}^{\infty}(\mathbb{R})$ and $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, respectively, where $\mathbb{R}_{+}=(0, \infty)$. If $f \in \mathcal{D}\left(\mathbb{R}_{+}\right)$and $\theta \in \mathbb{R}$, then the expression $h(x):=f\left(e^{x}\right) e^{x \theta / p}$ is well defined and is a distribution on $\mathbb{R}$. Indeed, the action of $h$ on a test function $\phi \in C_{0}^{\infty}(\mathbb{R})$ is defined as $(h, \phi)=(f, \psi)$, where $\psi(x):=\phi(\log x) x^{\theta / p-1}$. We denote $h=Q_{p, \theta} f$ in this way defining a one-to-one operator

$$
Q_{p, \theta}: f(x) \rightarrow f\left(e^{x}\right) e^{x \theta / p}
$$

Definition 1.1. We write $f \in H_{p, \theta}^{\gamma}\left(=H_{p, \theta}^{\gamma}\left(\mathbb{R}_{+}\right)\right)$if and only if $Q_{p, \theta} f=h \in H_{p}^{\gamma}$. We write $L_{p, \theta}=H_{p, \theta}^{0}$. For $f \in H_{p, \theta}^{\gamma}$ we define

$$
\|f\|_{H_{p, \theta}^{\gamma}}=\left\|Q_{p, \theta} f\right\|_{H_{p}^{\gamma}}
$$

Remark 1.2. Since $H_{p}^{\gamma}$ is a Banach space, so is $H_{p, \theta}^{\gamma}$ with the norm introduced above. Also since $C_{0}^{\infty}(\mathbb{R})$ is dense in $H_{p}^{\gamma}$, the set $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$is dense in $H_{p, \theta}^{\gamma}$.

Remark 1.3. Define $\Lambda_{p, \theta}^{\gamma}=Q_{p, \theta}^{-1} \Lambda^{\gamma} Q_{p, \theta}$. Then for any $\gamma, \mu, \theta \in \mathbb{R}$ the operator $\Lambda_{p, \theta}^{\gamma}$ is an isometric operator from $H_{p, \theta}^{\mu}$ onto $H_{p, \theta}^{\mu-\gamma}$.

Indeed, by definition,

$$
\begin{aligned}
\left\|\Lambda_{p, \theta}^{\gamma} u\right\|_{H_{p, \theta}^{\mu-\gamma}} & =\left\|Q_{p, \theta} \Lambda_{p, \theta}^{\gamma} u\right\|_{H_{p}^{\mu-\gamma}}=\left\|\Lambda^{\gamma} Q_{p, \theta} u\right\|_{H_{p}^{\mu-\gamma}} \\
& =\left\|Q_{p, \theta} u\right\|_{H_{p}^{\mu}}=\|u\|_{H_{p, \theta}^{\mu}} .
\end{aligned}
$$

Remark 1.4. The norm in $H_{p, \theta}^{\gamma}$ contains norms of, so to speak, $\gamma$ derivatives of $u$. However, it scales in the same way for any $\gamma$. We mean that, due to translation invariance of norms in $H_{p}^{\gamma}$, for any constant $a>0$ and $u \in H_{p, \theta}^{\gamma}$,

$$
\|u(a \cdot)\|_{H_{p, \theta}^{\gamma}}^{p}=a^{-\theta}\|u\|_{H_{p, \theta}^{\gamma}}^{p}
$$

Remark 1.5. Define $M$ as the operator of multiplying by $x, M: u(x) \rightarrow x u(x)$. It turns out that for any $\gamma \in \mathbb{R}$ the operator $M D$ is a bounded operator from $H_{p, \theta}^{\gamma}$ into $H_{p, \theta}^{\gamma-1}$ and if, in addition, $\theta \neq 0$, then $M D$ maps $H_{p, \theta}^{\gamma}$ onto $H_{p, \theta}^{\gamma-1}$ and its inverse is also bounded.

Indeed, an easy computation shows that

$$
Q_{p, \theta} M D u=L Q_{p, \theta} u, \quad M D u=Q_{p, \theta}^{-1} L Q_{p, \theta} u
$$

where $L v=D v-v \theta / p$. One knows (see, for instance, p. 263 in [12]) that for any constant $\nu$ the operator $v \rightarrow D v+\nu v$ is a bounded operator from $H_{p}^{\gamma}$ into $H_{p}^{\gamma-1}$ and if $\nu$ is real and $\nu \neq 0$, then it maps $H_{p}^{\gamma}$ onto $H_{p}^{\gamma-1}$ and its inverse is bounded. This and the definition of $H_{p, \theta}^{\gamma}$ obviously imply our assertion.

Remark 1.6. Functions in $H_{p, \theta}^{\gamma}$ are different from those in $H_{p}^{\gamma}$ only in what concerns their behavior near zero and infinity. More precisely, if $[a, b] \subset \mathbb{R}_{+}$and $f=0$ outside $[a, b]$, then by the results on changing variables and pointwise multipliers (see Theorem 4.3.2 and Corollary 4.2.2 of [13]) $\|f\|_{H_{p, \theta}^{\gamma}} \leq N\|f\|_{H_{p}^{\gamma}} \leq N\|f\|_{H_{p, \theta}^{\gamma}}$, where $N$ is independent of $f$.

It is convenient here also to notice that for the same $f$ we have

$$
\|f\|_{H_{p}^{\gamma}} \leq N\|D f\|_{H_{p}^{\gamma-1}} \leq N\|f\|_{H_{p}^{\gamma}}
$$

with $N$ independent of $f$.
Indeed, the inequality on the right is known to be true even for any $f \in H_{p}^{\gamma}$. As far as the left inequality is concerned, by Remark 1.5 we have

$$
\|f\|_{H_{p}^{\gamma}} \leq N\|f\|_{H_{p, 1}^{\gamma}} \leq N\|M D f\|_{H_{p, 1}^{\gamma-1}} \leq N\|\eta D f\|_{H_{p}^{\gamma-1}}
$$

where $\eta \in C_{0}^{\infty}(\mathbb{R})$ and $\eta(x)=x$ on $[a, b]$. It only remains to remember (see [13]) that such $\eta$ is a pointwise multiplier in any space $H_{p}^{\gamma-1}$.

Remark 1.7. Upon noticing that $D M u=M D u+u$, as in Remark 1.5 we conclude that for any $\gamma \in \mathbb{R}$ the operator $D M$ is a bounded operator from $H_{p, \theta}^{\gamma}$ into $H_{p, \theta}^{\gamma-1}$ and if, in addition, $\theta \neq p$, then $D M$ maps $H_{p, \theta}^{\gamma}$ onto $H_{p, \theta}^{\gamma-1}$ and its inverse is also bounded.

Remark 1.8. Let $\theta \neq 0, u \in \bigcup_{\mu} H_{p, \theta}^{\mu}$, and $M D u \in H_{p, \theta}^{\gamma}$. Then $u \in H_{p, \theta}^{\gamma+1}$ and $\|u\|_{H_{p, \theta}^{\gamma+1}} \leq N\|M D u\|_{H_{p, \theta}^{\gamma}}$.

Indeed, by Remark 1.5 there is $v \in H_{p, \theta}^{\gamma+1}$ such that $M D v=M D u$ and $\|v\|_{H_{p, \theta}^{\gamma+1}} \leq$ $N\|M D u\|_{H_{p, \theta}^{\gamma}}$. Then $v^{\prime}=u^{\prime}$ and $v-u=c$, where $c$ is a constant. Since $v, u \in H_{p, \theta}^{\mu, \theta}$ for some $\mu$, we have $c \in H_{p, \theta}^{\mu}$, which is only possible if $c=0$. Therefore, $u=v \in H_{p, \theta}^{\gamma+1}$.

Remark 1.9. Let $\theta \neq p, u \in \bigcup_{\mu} H_{p, \theta}^{\mu}$, and $D M u \in H_{p, \theta}^{\gamma}$. Then $u \in H_{p, \theta}^{\gamma+1}$ and $\|u\|_{H_{p, \theta}^{\gamma+1}} \leq N\|D M u\|_{H_{p, \theta}^{\gamma}}$.

Indeed, one can repeat the argument in Remark 1.8 relying on Remark 1.7 instead of Remark 1.5 and noticing that from the equality $D M v=D M u$ it follows that $v-u=c / x$, where $c$ is a constant.

Remark 1.5 and the observation that $H_{p, \theta}^{0}=L_{p, \theta}$ is just an $L_{p}$-space of functions on $\mathbb{R}_{+}$with measure $m_{\theta}(d x)=x^{\theta-1} d x$ yield inequalities (1.1) in the following useful result, which can also be restated in a natural way on the basis of Remark 1.7.

THEOREM 1.10. If $\gamma$ is an integer satisfying $\gamma \geq 1$ and $\theta \neq 0$, then for any $u \in H_{p, \theta}^{\gamma}$ we have

$$
\begin{align*}
&\left\|(M D)^{\gamma} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)} \leq N\|u\|_{H_{p, \theta}^{\gamma}} \leq N\left\|(M D)^{\gamma} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)}  \tag{1.1}\\
& \sum_{n=1}^{\gamma}\left\|M^{n} D^{n} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)} \leq N\|u\|_{H_{p, \theta}^{\gamma}} \leq N \sum_{n=1}^{\gamma}\left\|M^{n} D^{n} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)}
\end{align*}
$$

where $N$ is independent of $u$. Thus, the space $H_{p, \theta}^{\gamma}$ can also be defined as a closure of the set $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$with respect to either of the norms

$$
\left\|(M D)^{\gamma} \cdot\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)}, \quad \sum_{n=1}^{\gamma}\left\|M^{n} D^{n} \cdot\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)}
$$

To prove (1.2) observe that for any integer $k \geq 1$,

$$
\begin{equation*}
(M D)^{k}=\sum_{n=1}^{k} c^{k, n} M^{n} D^{n} \tag{1.3}
\end{equation*}
$$

where $c^{k, n}$ are some constants and $c^{k, k}=1$. This and the inequality on the right in (1.1) give us the inequality on the right in (1.2). On the other hand, one can solve the triangular system (1.3) with respect to $M^{n} D^{n}$. Then from the inequality on the left in (1.1) we get

$$
\begin{gathered}
\sum_{n=1}^{\gamma}\left\|M^{n} D^{n} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)} \leq N \sum_{n=1}^{\gamma}\left\|(M D)^{n} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)} \\
\leq N \sum_{n=1}^{\gamma}\|u\|_{H_{p, \theta}^{n}} \leq N\|u\|_{H_{p, \theta}^{\gamma}}
\end{gathered}
$$

which proves the inequality on the left in (1.2).
The following theorem will play the most important role in obtaining results for equations on $\mathbb{R}_{+}$from those on $\mathbb{R}$.

ThEOREM 1.11. Let $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right), \gamma, \theta \in \mathbb{R}$, and $p \in(1, \infty)$. Then there exists a constant $N$ depending only on $\zeta, \gamma, p$, and $\theta$ such that, for any $u \in H_{p, \theta}^{\gamma}$,

$$
\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta u\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma}}^{p} \leq N\|u\|_{H_{p, \theta}^{\gamma}}^{p}
$$

In addition, if there is a $\delta>0$ such that

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} e^{(n-x) \theta}\left|\zeta\left(e^{x-n}\right)\right|^{p} \geq \delta \tag{1.4}
\end{equation*}
$$

for all $x \in[0,1]$, then

$$
\|u\|_{H_{p, \theta}^{\gamma}}^{p} \leq N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta u\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma}}^{p}
$$

where $N$ depends on $\delta$ as well.
Proof. Since the functions $\zeta(x) u\left(e^{n} x\right)$ vanish outside the support of $\zeta$, by the change of variables (see Theorem 4.3.2 in [13])

$$
e^{n \theta}\left\|\zeta u\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma}}^{p} \leq N e^{n \theta}\left\|\zeta\left(e^{\cdot}\right) u\left(e^{\cdot+n}\right)\right\|_{H_{p}^{\gamma}}^{p}
$$

with $N$ independent of $n, u$. By translation invariance of the norm in $H_{p}^{\gamma}$ the last expression equals

$$
e^{n \theta}\left\|\zeta\left(e^{\cdot-n}\right) u\left(e^{\cdot}\right)\right\|_{H_{p}^{\gamma}}^{p}=\left\|\eta\left(e^{\cdot-n}\right) Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p}
$$

where $\eta\left(e^{x-n}\right)=\zeta\left(e^{x-n}\right) e^{(n-x) \theta / p}$. Next it is easy to find a finite $m$ such that for $x \in[0,1]$,

$$
\begin{gathered}
I(x):=\sum_{n=-\infty}^{\infty}\left|\eta\left(e^{x-n}\right)\right|^{p}=\sum_{n=-\infty}^{\infty}\left|\zeta\left(e^{x-n}\right)\right|^{p} e^{(x-n) \theta} \\
=\sum_{|n| \leq m}\left|\zeta\left(e^{x-n}\right)\right|^{p} e^{(x-n) \theta}
\end{gathered}
$$

It follows that $I(x)$ is bounded on $[0,1]$. On the other hand $I(x)$ is obviously periodic with period 1 . Thus $I(x)$ is bounded on $\mathbb{R}$. The same is true for

$$
\sum_{n=-\infty}^{\infty}\left|\left(\eta\left(e^{x-n}\right)\right)^{\prime}\right|^{p}, \quad \sum_{n=-\infty}^{\infty}\left|\left(\eta\left(e^{x-n}\right)\right)^{\prime \prime}\right|^{p}
$$

and so on. By Theorem 2.2 and Remark 2.1 of [2]

$$
\sum_{n=-\infty}^{\infty}\left\|\eta\left(e^{--n}\right) Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p} \leq N\left\|Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p}
$$

which yields our first assertion.
To prove the second one we use the same resources as above and get

$$
\begin{aligned}
& \left\|Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p} \leq N \sum_{n=-\infty}^{\infty}\left\|\eta\left(e^{\cdot-n}\right) Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p}=N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta\left(e^{\cdot-n}\right) u\left(e^{\cdot}\right)\right\|_{H_{p}^{\gamma}}^{p} \\
& =N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta\left(e^{\cdot}\right) u\left(e^{\cdot+n}\right)\right\|_{H_{p}^{\gamma}}^{p} \leq N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta u\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma}}^{p}
\end{aligned}
$$

The theorem is proved.
Remark 1.12. Similar to properties of $I(x)$ in the above proof, we find that if $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$and $\beta \in \mathbb{R}$, then $\sum_{n} e^{(n+x) \beta} \zeta\left(e^{n+x}\right)$ is bounded on $\mathbb{R}$, which after substituting $\log x$ in place of $x$ implies that $\sum_{n} e^{n \beta} \zeta\left(e^{n} x\right) \leq N x^{-\beta}$ on $\mathbb{R}_{+}$.

The following theorem is used in establishing some properties of our stochastic Banach spaces.

Theorem 1.13. Recall that the operator $M$ is defined by $M u(x)=x u(x)$ and let $\theta, \gamma \in \mathbb{R}, \theta \neq p$. Then

$$
\begin{equation*}
M^{-1} u \in H_{p, \theta}^{\gamma+1} \Longleftrightarrow D u \in H_{p, \theta}^{\gamma} \text { and } M^{-1} u \in \bigcup_{\mu} H_{p, \theta}^{\mu} \tag{1.5}
\end{equation*}
$$

In addition, under either one of the above conditions

$$
\begin{equation*}
\left\|M^{-1} u\right\|_{H_{p, \theta}^{\gamma+1}} \leq N\|D u\|_{H_{p, \theta}^{\gamma}} \leq N\left\|M^{-1} u\right\|_{H_{p, \theta}^{\gamma+1}} \tag{1.6}
\end{equation*}
$$

Proof. If $M^{-1} u \in H_{p, \theta}^{\gamma+1}$, then by Remark 1.7 we have

$$
D u=D M\left(M^{-1} u\right) \in H_{p, \theta}^{\gamma}
$$

and the right inequality in (1.6) holds. On the other hand, under the condition on the right in (1.5) we have

$$
D M\left(M^{-1} u\right) \in H_{p, \theta}^{\gamma} \quad \text { and } \quad M^{-1} u \in \bigcup_{\mu} H_{p, \theta}^{\mu},
$$

which by Remark 1.9 yields $M^{-1} u \in H_{p, \theta}^{\gamma+1}$ and the inequality on the left in (1.6). The theorem is proved.

The following result will also be used in the future.

Lemma 1.14. For any constants $p, \theta, \alpha$ we have

$$
\begin{gather*}
Q_{p, \theta}^{-1} D Q_{p, \theta}=b I+M D, \quad Q_{p, \theta}^{-1} D^{2} Q_{p, \theta}=(b I+M D)^{2}, \quad D M=M D+I \\
M^{\alpha} \Lambda_{p, \theta}^{2} M^{-\alpha}=\Lambda_{p, \theta}^{2}+c_{1} I+c_{2} M D, \quad M \Lambda_{p, \theta}^{2}-\Lambda_{p, \theta}^{2} M=M P_{1} \\
\Lambda_{p, \theta}^{2} D-D \Lambda_{p, \theta}^{2}=P_{1} D  \tag{1.7}\\
\Lambda_{p, \theta}^{2} D M-D \Lambda_{p, \theta}^{2} M=P_{1} D M, \quad \Lambda_{p, \theta}^{2} D^{2} M-D^{2} \Lambda_{p, \theta}^{2} M=4 D P_{2}
\end{gather*}
$$

where $b=\theta / p, I$ is the identity operator, $c_{i}$ are certain constants, and

$$
P_{1}:=(2 b+1) I+2 M D, \quad P_{2}:=b D M+(M D)(D M)
$$

Furthermore, for any $\theta, \gamma \in \mathbb{R}$ there exists a constant $N=N(\gamma, \theta, p)$ such that for any $u \in H_{p, \theta}^{\gamma+2}$,

$$
\begin{equation*}
\left\|P_{1} u\right\|_{H_{p, \theta}^{\gamma+1}}+\left\|P_{2} u\right\|_{H_{p, \theta}^{\gamma}} \leq N\|u\|_{H_{p, \theta}^{\gamma+2}} \tag{1.8}
\end{equation*}
$$

Indeed, equalities (1.7) are checked out by straightforward computations and (1.8) follows immediately from Remarks 1.5 and 1.7.
2. Stochastic Banach spaces on $\mathbb{R}_{+}$. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space, $\left(\mathcal{F}_{t}, t \geq 0\right)$ be an increasing filtration of $\sigma$-fields $\mathcal{F}_{t} \subset \mathcal{F}$ containing all $P$-null subsets of $\Omega$, and $\mathcal{P}$ be the predictable $\sigma$-field generated by $\left(\mathcal{F}_{t}, t \geq 0\right)$. Let $\left\{w_{t}^{k} ; k=\right.$ $1,2, \ldots\}$ be a family of independent one-dimensional $\mathcal{F}_{t}$-adapted Wiener processes defined on $(\Omega, \mathcal{F}, P)$. We are going to use the Banach spaces $\mathbb{H}_{p}^{\gamma}(\tau), \mathbb{H}_{p}^{\gamma}\left(\tau, l_{2}\right)$, and $\mathcal{H}_{p}^{\gamma}(\tau)$ introduced in [5] or [8], where we take $d=1$. Also throughout the remaining part of the paper $\theta \neq 0, \theta \neq p$, and $p \geq 2$ unless another range of $p$ is specified explicitly.

Definition 2.1. Let $\tau$ be a stopping time, $f$ and $g^{k}, k=1,2 \ldots$, be $\mathcal{D}\left(\mathbb{R}_{+}\right)$-valued $\mathcal{P}$-measurable functions defined on $\left(0, \tau \rrbracket\right.$. We write $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$ if and only if $Q_{p, \theta} f \in \mathbb{H}_{p}^{\gamma}(\tau)$ and $Q_{p, \theta} g \in \mathbb{H}_{p}^{\gamma}\left(\tau, l_{2}\right)$, respectively. We also denote

$$
\begin{aligned}
& \|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}=\left\|Q_{p, \theta} f\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}, \quad\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}=\left\|Q_{p, \theta} g\right\|_{\mathbb{H}_{p}^{\gamma}\left(\tau, l_{2}\right)}, \\
& \mathbb{H}_{p, \theta}^{\gamma}=\mathbb{H}_{p, \theta}^{\gamma}(\infty), \quad \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)=\mathbb{H}_{p, \theta}^{\gamma}\left(\infty, l_{2}\right), \quad \mathbb{L}_{\ldots} \ldots=\mathbb{H}_{\ldots}^{0} \ldots
\end{aligned}
$$

In the case $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau), g \in \mathbb{H}_{p, \theta}^{\gamma+1}\left(\tau, l_{2}\right)$ we write $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma}(\tau)$ and

$$
\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma}(\tau)}=\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma+1}\left(\tau, l_{2}\right)}
$$

Finally, we introduce spaces of initial data. We write $u_{0} \in U_{p, \theta}^{\gamma}$ if and only if $M^{2 / p-1} u_{0} \in L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta}^{\gamma-2 / p}\right)$ and denote

$$
\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma}}^{p}=E\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{\gamma-2 / p}}^{p}
$$

Definition 2.2. For a $\mathcal{D}\left(\mathbb{R}_{+}\right)$-valued function $u$ defined on $\Omega \times[0, \infty)$ with $u(0, \cdot) \in U_{p, \theta}^{\gamma+1}$ and

$$
\begin{equation*}
M^{-1} u \in \bigcup_{\mu} \bigcap_{T>0} \mathbb{H}_{p, \theta}^{\mu}(\tau \wedge T) \tag{2.1}
\end{equation*}
$$

we write $u \in \mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$ if and only if $u_{x} \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and there exists $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma-1}(\tau)$ such that for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$we have

$$
\begin{equation*}
(u(t, \cdot), \phi)=(u(0, \cdot), \phi)+\int_{0}^{t}\left(M^{-1} f(s, \cdot), \phi\right) d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left(g^{k}(s, \cdot), \phi\right) d w_{s}^{k} \tag{2.2}
\end{equation*}
$$

for all $t \leq \tau$ at once with probability one. In this situation we also write $M^{-1} f=\tilde{\mathbb{D}} u$, $g=\widetilde{\mathbb{S}} u$,

$$
d u=M^{-1} f d t+g^{k} d w_{t}^{k}
$$

and define $\mathfrak{H}_{p, \theta, 0}^{\gamma+1}(\tau)=\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau) \cap\{u: u(0, \cdot)=0\}$,

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)}^{p}=\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}^{p}+\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma,-1}(\tau)}^{p}+\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma+1}}^{p} \tag{2.3}
\end{equation*}
$$

As always, we drop $\tau$ in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\mathcal{F}_{p, \theta}^{\gamma}(\tau)$ if $\tau=\infty$.
Remark 2.3 (cf. Remark 3.3 in [8]). Given $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, there exists only one pair of functions $f$ and $g$ in Definition 2.2. Therefore, the notation $M^{-1} f=\tilde{\mathbb{D}} u, g=\tilde{\mathbb{S}} u$, and (2.3) make sense.

It is also worth noting that the last series in (2.2) converges uniformly in $t$ on each interval $[0, \tau \wedge T], T \in(0, \infty)$, in probability.

Remark 2.4. It follows from Theorem 1.13 that, in Definition 2.2, the two requirements (2.1) and $u_{x} \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ can be replaced with only one: $M^{-1} u \in \mathbb{H}_{p, \theta}^{\gamma+1}(\tau)$. In addition,

$$
\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma+1}(\tau)} \leq N\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)} \leq N\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma+1}(\tau)}
$$

where $N=N(\gamma, \theta, p)$.
Remark 2.5. The space $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ is not $Q_{p, \theta}^{-1} \mathcal{H}_{p}^{\gamma}(\tau)$. However, obviously $\phi u$ lies in $Q_{p, \theta}^{-1} \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$if $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. By Theorem 3.7 of [8] this easily implies that if $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}=0$, then $u$ is indistinguishable from zero.

Of course, we identify elements of $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ which are indistinguishable.
Remark 2.6. The spaces $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ are Banach spaces.
Indeed, their completeness is obtained as follows. If $u_{n}$ is a Cauchy sequence in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $M^{-1} u_{n}$ is a Cauchy sequence in $\mathbb{H}_{p, \theta}^{\gamma}(\tau)$ by Remark 2.4 and hence it converges to some $M^{-1} u \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$. Also, $M \tilde{\mathbb{D}} u_{n} \rightarrow f$ and $\tilde{\mathbb{S}} u_{n} \rightarrow g$ for some $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma-2}(\tau)$.

Next, for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$the sequence $\phi u_{n}$ is a Cauchy sequence in $\mathcal{H}_{p}^{\gamma}(\tau)$, which is a Banach space by Theorem 3.7 of [8]. This easily implies that $u$ has a modification $\bar{u}$ such that $\phi \bar{u}$ belongs to $\mathcal{H}_{p}^{\gamma}(\tau)$ for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, and $\bar{u}$ satisfies (2.2), so that $\bar{u} \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. One treats $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ similarly.

Remark 2.7. By Remark 1.5 it follows that $f \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ if and only if there exists a unique $h \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ such that $M^{-1} f=D h$. In addition, the norms of $f$ and $h$ are equivalent. Hence, one obtains the same space $\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$ if in Definition 2.2 one replaces $M^{-1} f$ with $f_{x}$ and instead of the condition $(f, g) \in \mathcal{F}^{\gamma-1}(\tau)$ requires $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau), g \in \mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$. In this case one obtains an equivalent norm by replacing $\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma-1}(\tau)}^{p}$ in (2.3) with

$$
\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}^{p}
$$

Remark 2.8. If $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $v:=M D u \in \mathfrak{H}_{p, \theta}^{\gamma-1}(\tau)$ and

$$
\|M D u\|_{\mathfrak{H}_{p, \theta}^{\gamma-1}(\tau)} \leq N(\gamma, \theta, p)\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}
$$

Indeed, we have $M^{-1} v=D u \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$, which by Remark 2.4 gives us a part of the needed properties of $v$. Also by Remark $2.7, d u=f_{x} d t+g^{k} d w_{t}^{k}$ with $f \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$, so that $d v=(M D f-f)_{x} d t+M D g^{k} d w_{t}^{k}$, where by Remark 1.5

$$
\begin{aligned}
\|M D f-f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)} & \leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}, \quad\|M D g\|_{\mathbb{H}_{p, \theta}^{\gamma-2}\left(\tau, l_{2}\right)} \leq N\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)} \\
\left\|M^{2 / p-1} v(0, \cdot)\right\|_{H_{p, \theta}^{\gamma-1-2 / p}} & =\left\|M D\left(M^{2 / p-1} u(0, \cdot)\right)-(2 / p-1) M^{2 / p-1} u(0, \cdot)\right\|_{H_{p, \theta}^{\gamma-1-2 / p}} \\
& \leq N\left\|M^{2 / p-1} u(0, \cdot)\right\|_{H_{p, \theta}^{\gamma-2 / p}}
\end{aligned}
$$

Remark 2.9. From Remark 1.3 we have

$$
\left\|\Lambda_{p, \theta}^{\gamma} u\right\|_{\mathbb{H}_{p, \theta}^{\mu}(\tau)}=\|u\|_{\mathbb{H}_{p, \theta}^{\mu+\gamma}(\tau)}
$$

The assertions of the following theorem are straightforward corollaries of Remark 2.4 and of two Sobolev theorems. One says that $H_{p}^{\gamma} \subset \mathcal{C}^{\delta}$ if $\delta:=\gamma-1 / p>0$, where $\mathcal{C}^{\delta}=\mathcal{C}^{\delta}(\mathbb{R})$ is the Zygmund space (which differs from the usual Hölder space $C^{\delta}=C^{\delta}(\mathbb{R})$ only if $\delta$ is an integer; see [13]). The second one says that $H_{p}^{\gamma} \subset H_{q}^{\mu}$ if $\mu<\gamma$ and $\gamma-1 / p=\mu-1 / q$. These theorems are easily rewritten in terms of our spaces $H_{p, \theta}^{\gamma}=Q_{p, \theta}^{-1} H_{p}^{\gamma}$.

THEOREM 2.10. (i) If $\alpha:=\gamma-1 / p>0$ and $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $Q_{p, \theta} M^{-1} u \in$ $L_{p}\left(\left(0, \tau \rrbracket, \mathcal{C}^{\alpha}\right)\right.$, where $\mathcal{C}^{\alpha}$ is the Zygmund space. In addition,

$$
E \int_{0}^{\tau}\left\|Q_{p, \theta} M^{-1} u(t, \cdot)\right\|_{\mathcal{C}^{\alpha}}^{p} d t \leq N(d, \gamma, p)\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}
$$

(ii) If $\mu<\gamma, \gamma-1 / p=\mu-1 / q$, and $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then

$$
E \int_{0}^{\tau}\left\|M^{-1} u(t, \cdot)\right\|_{H_{q, \theta q / p}^{\mu}}^{p} d t \leq N(d, \gamma, \mu, p)\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} .
$$

In order to prove the solvability even of the simplest equations we need the following embedding theorem. However, the way in which the right-hand side of (2.4) depends on $T$ will not be used.

Theorem 2.11. Let $T \in(0, \infty)$ be a constant and let $\tau \leq T$. Then for any function $u \in \mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$, we have

$$
\begin{equation*}
E \sup _{t \leq \tau}\|u(t, \cdot)\|_{H_{p, \theta}^{\gamma-1}}^{p} \leq N(p, \theta, \gamma) T^{(p-2) / p}\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} . \tag{2.4}
\end{equation*}
$$

To prove this theorem we use the following fact, which is similar to Remark 2.2 of [5] or Remark 4.11 of [8].

Lemma 2.12. Let $T \in(0, \infty)$ be a constant and let $\tau \leq T$. Let $u \in \mathcal{H}_{p, 0}^{\gamma}(\tau)$ and $d u=f d t+g^{k} d w_{t}^{k}$. Then for any constant $c>0$,

$$
\begin{gather*}
E \sup _{t \leq \tau}\left\|u_{x}(t, \cdot)\right\|_{H_{p}^{\gamma-2}}^{p} \leq N(p) T^{(p-2) / 2}\left(c\left\|u_{x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}\right. \\
\left.\quad+c^{-1}\|f\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}+\left\|g_{x}\right\|_{\mathbb{H}_{p}^{\gamma-2}\left(\tau, l_{2}\right)}^{p}\right) . \tag{2.5}
\end{gather*}
$$

Proof. As always, it suffices to prove (2.5) for any particular $\gamma$ and $\tau=T$ (regarding $\tau$ see, for instance, the proof of Theorem 7.1 in [8]). We take $\gamma=2$. Then (2.5) becomes

$$
\begin{gather*}
E \sup _{t \leq T}\left\|u_{x}(t, \cdot)\right\|_{L_{p}}^{p} \leq N(p) T^{(p-2) / 2}\left(c\left\|u_{x x}\right\|_{\mathbb{L}_{p}(T)}^{p}\right. \\
\left.+c^{-1}\|f\|_{\mathbb{L}_{p}(T)}^{p}+\left\|g_{x}\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) . \tag{2.6}
\end{gather*}
$$

It suffices to prove this inequality for $c=1$. Indeed, for any constant $a>0$ we have $d u(t, a x)=f(t, a x) d t+g^{k}(t, a x) d w_{t}^{k}$ and if (2.6) holds with $c=1$, then

$$
\begin{gathered}
a^{p-1} E \sup _{t \leq T}\left\|u_{x}(t, \cdot)\right\|_{L_{p}}^{p}=E \sup _{t \leq T}\left\|(u(t, a \cdot))_{x}\right\|_{L_{p}}^{p} \\
\leq N T^{(p-2) / 2}\left(\left\|(u(\cdot, a \cdot))_{x x}\right\|_{\mathbb{L}_{p}(T)}^{p}+\|f(\cdot, a \cdot)\|_{\mathbb{L}_{p}(T)}^{p}+\left\|(g(\cdot, a \cdot))_{x}\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) \\
=N T^{(p-2) / 2}\left(a^{2 p-1}\left\|u_{x x}\right\|_{\mathbb{L}_{p}(T)}^{p}+a^{-1}\|f\|_{\mathbb{L}_{p}(T)}^{p}+a^{p-1}\left\|g_{x}\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) .
\end{gathered}
$$

This proves (2.6) with $a^{p}$ in place of $c$.
We further transform (2.6) with $c=1$ by denoting $v=u_{x}$ and $h^{k}=g_{x}^{k}$, so that $d v=f_{x} d t+h^{k} d w_{t}^{k}$ and $v \in \mathcal{H}_{p, 0}^{1}(T)$. We see that we only need to prove that

$$
\begin{gather*}
E \sup _{t \leq T}\|v(t, \cdot)\|_{L_{p}}^{p} \leq N(p) T^{(p-2) / 2}\left(\left\|v_{x}\right\|_{\mathbb{L}_{p}(T)}^{p}\right. \\
\left.+\|f\|_{\mathbb{L}_{p}(T)}^{p}+\|h\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) . \tag{2.7}
\end{gather*}
$$

By Theorem 2.1 of [5] or Theorem 4.10 of [8] and by the observation that $d v=$ $\left(v_{x x}+\left(f-v_{x}\right)_{x}\right) d t+h^{k} d w_{t}^{k}$, for any $\lambda, T>0$ we have

$$
E \sup _{t \leq T}\left(e^{-p \lambda t}\|v(t, \cdot)\|_{L_{p}}^{p}\right) \leq N\left(\left\|e^{-\lambda t} \bar{f}\right\|_{\mathbb{L}_{p}(T)}^{p}+\left\|e^{-\lambda t} h\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right),
$$

where $N=N(p, \lambda)$ and $\bar{f}=f-v_{x}$. For $\lambda=1 / p$ this yields

$$
E \sup _{t \leq T}\|v(t, \cdot)\|_{L_{p}}^{p} \leq N e^{T}\left(\|\bar{f}\|_{\mathbb{L}_{p}(T)}^{p}+\|h\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) .
$$

By using the self-similarity of the equation $d v=\left(v_{x x}+\bar{f}_{x}\right) d t+h^{k} d w_{t}^{k}$ (that is, by considering equations like (3.6)), for any constant $c>0$ we get

$$
E \sup _{t \leq T}\left\|v\left(c^{2} t, c \cdot\right)\right\|_{L_{p}}^{p} \leq N e^{T}\left(\left\|c \bar{f}\left(c^{2} t, c \cdot\right)\right\|_{\mathbb{L}_{p}(T)}^{p}+\left\|c h\left(c^{2} t, c \cdot\right)\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right)
$$

with $N=N(p)$. Changing variables we obtain

$$
E \sup _{t \leq T}\|v(t, \cdot)\|_{L_{p}}^{p} \leq N e^{T / c^{2}} c^{p-2}\left(\|\bar{f}\|_{\mathbb{L}_{p}(T)}^{p}+\|h\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) .
$$

For $c^{2}=T$ this is even a little bit stronger than (2.7) and the lemma is proved.

Proof of Theorem 2.11. For an appropriate $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$we have

$$
\begin{equation*}
E \sup _{t \leq \tau}\|u(t, \cdot)\|_{H_{p, \theta}^{\gamma-1}}^{p} \leq N \sum_{n=-\infty}^{\infty} e^{n \theta} E \sup _{t \leq \tau}\left\|\zeta u\left(t, e^{n} \cdot\right)\right\|_{H_{p}^{\gamma-1}}^{p} \tag{2.8}
\end{equation*}
$$

Let $d u=f_{x} d t+g^{k} d w_{t}^{k}$. Then

$$
d\left(\zeta(x) u\left(t, e^{n} x\right)\right)=\zeta(x)\left(f_{x}\right)\left(t, e^{n} x\right) d t+\zeta(x) g^{k}\left(t, e^{n} x\right) d w_{t}^{k}
$$

By Lemma 2.12 for $u_{n}(t, x):=\zeta(x) u\left(t, e^{n} x\right), f_{n}(t, x):=\zeta(x)\left(f_{x}\right)\left(t, e^{n} x\right), g_{n}(t, x):=$ $\zeta(x) g\left(t, e^{n} x\right)$, and $c=e^{-n p}$ we have

$$
\begin{gather*}
E \sup _{t \leq \tau}\left\|u_{n x}(t, \cdot)\right\|_{H_{p}^{\gamma-2}}^{p} \leq N T^{(p-2) / 2}\left(e^{-n p}\left\|u_{n x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}\right. \\
\left.\quad+e^{n p}\left\|f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}+\left\|g_{n x}\right\|_{\mathbb{H}_{p}^{\gamma-2}\left(\tau, l_{2}\right)}^{p}\right) \tag{2.9}
\end{gather*}
$$

To transform this inequality notice that all the functions $u_{n}(t, x)$ as functions of $x$ have supports inside the support of $\zeta$ which is bounded. Therefore (see Remark 1.6),

$$
\left\|\zeta u\left(t, e^{n} \cdot\right)\right\|_{H_{p}^{\gamma-1}}=\left\|u_{n}(t, \cdot)\right\|_{H_{p}^{\gamma-1}} \leq N\left\|u_{n x}(t, \cdot)\right\|_{H_{p}^{\gamma-2}}
$$

Furthermore, $\left\|g_{n x}\right\|_{H_{p}^{\gamma-2}\left(l_{2}\right)} \leq\left\|g_{n}\right\|_{H_{p}^{\gamma-1}\left(l_{2}\right)}$ and

$$
\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|g_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}\left(\tau, l_{2}\right)}^{p} \leq N\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}
$$

Also,

$$
\begin{gathered}
\sum_{n=-\infty}^{\infty} e^{n(\theta+p)}\left\|f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\left(M^{-1} \zeta\right)(M D f)\left(\cdot, e^{n} \cdot\right)\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p} \\
\leq N\|M D f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} \\
\sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|u_{n x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p} \leq \sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|u_{n}\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}^{p} \\
=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|(M \zeta)\left(M^{-1} u\right)\left(\cdot, e^{n} \cdot\right)\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}^{p} \\
\leq N\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}
\end{gathered}
$$

By combining this with (2.9) and (2.8) we get (2.4). The theorem is proved.
As always the main role is played by the spaces $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ of functions with zero initial conditions. In connection with this it is worth noting that while constructing our theory we could replace

$$
\begin{equation*}
\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma+1}}^{p}:=E\left\|M^{2 / p-1} u(0, \cdot)\right\|_{H_{p, \theta}^{\gamma+1-2 / p}}^{p} \tag{2.10}
\end{equation*}
$$

with

$$
\inf \left\{\left\|v_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma+1}}^{p}+\|M \tilde{\mathbb{D}} v\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p}+\|\tilde{\mathbb{S}} v\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}: u-v \in \mathfrak{H}_{p, \theta, 0}^{\gamma+1}\right\} .
$$

Such an axiomatic approach to defining a norm of $u(0, \cdot)$ yields, of course, the solvability results for the widest possible class of initial data, namely, for those which are extendible at least in some way for $t>0$. However, in applications we often want to know how to describe "admissible" initial data by knowing only their analytic properties. A partial answer to this question is given in the following theorem, which also shows why we use the norm given by (2.10).

THEOREM 2.13. If $0<\theta<p$ and $\gamma=2$ and $1<p<\infty$, then for every $u_{0}$ satisfying $M^{2 / p-1} u_{0} \in H_{p, \theta}^{\gamma-2 / p}$ there exists a deterministic $u \in \mathfrak{H}_{p, \theta}^{\gamma}$ such that $d u=D^{2} u d t,\left.u\right|_{t=0}=u_{0}$, and

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}}^{p} \leq N(p, \gamma, \theta)\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{\gamma-2 / p}}^{p} \tag{2.11}
\end{equation*}
$$

Proof. If $u_{0} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, then there is a unique function $u(t, x)$ which is bounded in $\mathbb{R}_{+}^{2}$ together with all its derivatives and which is a unique bounded solution of the heat equation $\partial u / \partial t=D^{2} u, t>0$ in $\mathbb{R}_{+}^{2}$ with initial condition $u(0, x)=u_{0}(x)$ and boundary condition $u(t, 0)=0$. Observe that $u$ is given by $u(t, \cdot)=p_{t} * \bar{u}_{0}$, where $p_{t}(x)=(4 \pi t)^{-1 / 2} \exp \left(-|x|^{2} /(4 t)\right)$ and $\bar{u}_{0}$ is an odd extension of $u_{0}$ on $\mathbb{R}$. By the way, from this representation it follows that $u(t, x) \rightarrow 0$ exponentially fast as $x \rightarrow \infty$ and the same is true for any derivative of $u$.

Next, we observe that $\partial|u(t, x)|^{p} / \partial t=p|u|^{p-2} u D^{2} u$, multiply this equality by $x^{c}$, with $c:=\theta+1-p \in(1-p, 1)$, and integrate by parts, and also use $|u(t, x)| \leq N|x|$, $|u(t, x)|^{p-1} x^{c} \leq N x^{\theta},|u(t, x)|^{p} x^{c-1} \leq N x^{\theta}$ for $x$ close to zero. Finally we fix $T \in$ $(0, \infty)$ and find that

$$
\begin{align*}
& \int_{\mathbb{R}_{+}} x^{c}|u(T, x)|^{p} d x-\int_{\mathbb{R}_{+}} x^{c}\left|u_{0}(x)\right|^{p} d x=\int_{0}^{T} \int_{\mathbb{R}_{+}} p x^{c}|u|^{p-2} u D^{2} u d x d t \\
& \quad=-c \int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-1} D\left(|u|^{p}\right) d x d t-p(p-1) I=c(c-1) J-p(p-1) I \tag{2.12}
\end{align*}
$$

where

$$
I:=\int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c}|u|^{p-2}(D u)^{2} d x d t, \quad J:=\int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-2}|u|^{p} d x d t
$$

To estimate $I$ from below through $J$, denote $v:=|u|^{p / 2}$ and observe that we have $|u|^{p-2}(D u)^{2}=(2 / p)^{2}(D v)^{2}$ and by Minkowski's inequality

$$
\begin{gathered}
\int_{0}^{\infty} x^{c-2}|u|^{p} d x=\int_{0}^{\infty} x^{c-2} v^{2} d x=\int_{0}^{\infty} x^{c}\left(\int_{0}^{1} v^{\prime}(y x) d y\right)^{2} d x \\
\leq\left(\int_{0}^{1} d y\left(\int_{0}^{\infty} x^{c}\left(v^{\prime}(y x)\right)^{2} d x\right)^{1 / 2}\right)^{2}=\int_{0}^{\infty} x^{c}\left(v^{\prime}(x)\right)^{2} d x\left(\int_{0}^{1} y^{b} d y\right)^{2},
\end{gathered}
$$

where $b=-1 / 2-c / 2>-1$. By evaluating the last integral we get

$$
\begin{equation*}
\int_{0}^{\infty} x^{c-2}|u|^{p} d x \leq p^{2}(1-c)^{-2} \int_{0}^{\infty} x^{c}|u|^{p-2}(D u)^{2} d x \tag{2.13}
\end{equation*}
$$

Hence $p(p-1) I \geq q^{-1}(1-c)^{2} J$, where $1 / q=1-1 / p$, and from (2.12) we get

$$
\begin{equation*}
\left[q^{-1}(1-c)^{2}-c(c-1)\right] J \leq \int_{\mathbb{R}_{+}} x^{c}\left|u_{0}(x)\right|^{p} d x=\left\|M^{2 / p-1} u_{0}\right\|_{L_{p, \theta}}^{p} \tag{2.14}
\end{equation*}
$$

Here $L_{p, \theta} \supset H_{p, \theta}^{2-2 / p}$ with the corresponding inequality for the norms since $2-2 / p>0$.
Also, one can easily check that $q^{-1}(1-c)^{2}-c(c-1)>0$ for $0<\theta<p$ and therefore, after passing to the limit as $T \rightarrow \infty$, we obtain the following intermediate estimate:

$$
\begin{equation*}
\int_{0}^{\infty}\left\|M^{-1} u(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{2-2 / p}}^{p} . \tag{2.15}
\end{equation*}
$$

An attentive reader might have noticed that the above derivation of (2.13) and (2.15) falls into some trouble if $1<p<2$. Indeed, then we get terms containing $|u|$ to a negative power and also the absolute continuity of $v$ is not clear. However, the following fact is true even if $1<p<2$ :
(i) the functions $|u|^{p / 2}$ and $|u|^{p-2} u u_{x}$ are absolutely continuous on $\mathbb{R}$;
(ii) almost everywhere on $\mathbb{R}(\infty \cdot 0:=0)$

$$
\begin{gathered}
\left(|u|^{p / 2}\right)_{x}=\frac{p}{2}|u|^{p / 2-2} u u_{x} \\
\left(|u|^{p-2} u u_{x}\right)_{x}=|u|^{p-2} u u_{x x}+(p-1)|u|^{p-2}\left(u_{x}\right)^{2} .
\end{gathered}
$$

Above we have only used this fact. However, we do not prove (i) and (ii). Instead, we show how to get (2.15) for $1<p<2$ by using an approximation argument.

For $\varepsilon>0$ define $G_{\varepsilon}(s)=\left(s^{2}+\varepsilon\right)^{p / 2}-\varepsilon^{p / 2}$. As it is easy to see, we have $\left|G_{\varepsilon}(u)\right| \leq\left(1+\varepsilon^{p / 2}\right)|u|^{p}$ and, for $|u| \leq 1$,

$$
\left|G_{\varepsilon}^{\prime}(u)\right|=p\left(u^{2}+\varepsilon\right)^{p / 2-1}|u| \leq N(\varepsilon)|u| \leq N(\varepsilon)|u|^{p-1}
$$

Also $G_{\varepsilon}^{\prime \prime} \geq 0$. Hence, owing to $\partial G_{\varepsilon}(u) / \partial t=G_{\varepsilon}^{\prime}(u) D^{2} u$ and introducing

$$
v(t, x):=\int_{0}^{u(t, x)}\left(G_{\varepsilon}^{\prime \prime}(s)\right)^{1 / 2} d s
$$

we get as above

$$
\begin{gathered}
\int_{\mathbb{R}_{+}} x^{c} G_{\varepsilon}(u(T, x)) d x-\int_{\mathbb{R}_{+}} x^{c} G_{\varepsilon}\left(u_{0}(x)\right) d x \\
=c(c-1) \int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-2} G_{\varepsilon}(u) d x d t-\int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c}\left(v^{\prime}\right)^{2} d x d t \\
\leq c(c-1) \int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-2} G_{\varepsilon}(u) d x d t-4^{-1}(1-c)^{2} \int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-2} v^{2} d x d t
\end{gathered}
$$

By letting $\varepsilon \downarrow 0$, noticing that $\lim _{\varepsilon \downarrow 0} G_{\varepsilon}^{\prime \prime}(s)=p(p-1)|s|^{p-2}$ and $c<1$, and using Fatou's lemma, we again arrive at (2.14) and (2.15).

Next, take a function $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$and notice that for $u_{n}(t, x):=u\left(e^{2 n} t, e^{n} x\right)$ we have

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\zeta u_{n}\right)=\left(\zeta u_{n}\right)_{x x}-2\left(\zeta_{x} u_{n}\right)_{x}+\zeta_{x x} u_{n} \tag{2.16}
\end{equation*}
$$

Hence by inequalities (IV.3.1) and (IV.3.2) in [9] (also see Remark 2.3.2 in [13]) for any $n$ we obtain

$$
\begin{gathered}
\int_{0}^{\infty}\left\|\left(\zeta u_{n}\right)_{x x}(t, \cdot)\right\|_{H_{p}^{-1}}^{p} d t \leq N\left\|\zeta u_{n}(0, \cdot)\right\|_{H_{p}^{1-2 / p}}^{p} \\
\quad+\int_{0}^{\infty}\left\|\left(\left(2 \zeta_{x} u_{n}\right)_{x}-\zeta_{x x} u_{n}\right)(t, \cdot)\right\|_{H_{p}^{-1}}^{p} d t
\end{gathered}
$$

We make the change of variable $t$ replacing it with $e^{2 n} t$; then we multiply through the inequality by $e^{2 n-n p+\theta n}$ and observe that by Remark 1.6

$$
\left\|\left(\zeta u_{n}\right)_{x x}\right\|_{H_{p}^{-1}} \geq N\left\|\left(\zeta u_{n}\right)_{x}\right\|_{L_{p}} \geq N\left\|\zeta u_{n x}\right\|_{L_{p}}-N\left\|\zeta_{x} u_{n}\right\|_{L_{p}}
$$

where $N=N(\zeta, p)$. Also use the fact that

$$
\left\|\left(2 \zeta_{x} u_{n}\right)_{x}-\zeta_{x x} u_{n}\right\|_{H_{p}^{-1}} \leq 2\left\|\left(\zeta_{x} u_{n}\right)_{x}\right\|_{H_{p}^{-1}}+N\left\|\zeta_{x x} u_{n}\right\|_{L_{p}} \leq N\left\|\eta u_{n}\right\|_{L_{p}}
$$

where $N=N(\zeta, p, \eta)$ and $\eta$ is a more or less arbitrary function of class $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$with support covering that of $\zeta$.

Then we get

$$
\begin{gathered}
\int_{0}^{\infty} \sum_{n} e^{\theta n}\left\|\zeta u_{x}\left(t, e^{n} \cdot\right)\right\|_{L_{p}}^{p} d t \leq N \sum_{n} e^{\theta n}\left\|\xi\left(M^{2 / p-1} u_{0}\right)\left(e^{n} \cdot\right)\right\|_{H_{p}^{1-2 / p}}^{p} \\
+N \int_{0}^{\infty} \sum_{n} e^{\theta n}\left\|\eta_{1} M^{-1} u\left(t, e^{n} \cdot\right)\right\|_{L_{p}}^{p} d t
\end{gathered}
$$

where $\xi=M^{1-2 / p} \zeta$ and $\eta_{1}$ is a function of type $\eta$. For the right choice of $\zeta$ we rewrite the last inequality as

$$
\begin{equation*}
\int_{0}^{\infty}\left\|u_{x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{1-2 / p}}^{p}+N \int_{0}^{\infty}\left\|M^{-1} u(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \tag{2.17}
\end{equation*}
$$

Next, we use (2.16) and inequalities (IV.3.1) and (IV.3.2) in [9] to write

$$
\begin{aligned}
& \int_{0}^{\infty}\left\|\left(\zeta u_{n}\right)_{x x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|\zeta u_{n}(0, \cdot)\right\|_{H_{p}^{2-2 / p}}^{p} \\
& \quad+\int_{0}^{\infty}\left\|\left(\left(2 \zeta_{x} u_{n}\right)_{x}-\zeta_{x x} u_{n}\right)(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t
\end{aligned}
$$

If $\eta_{1}$ and $\eta_{2}$ are functions of class $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$with supports covering that of $\zeta$, then, for the same reasons as before, this inequality yields

$$
\begin{aligned}
& \int_{0}^{\infty}\left\|\zeta u_{n x x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|\zeta u_{n}(0, \cdot)\right\|_{H_{p}^{2-2 / p}}^{p} \\
+ & \int_{0}^{\infty}\left\|\eta_{1} u_{n x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t+\int_{0}^{\infty}\left\|\eta_{2} u_{n}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t
\end{aligned}
$$

and

$$
\begin{gathered}
\int_{0}^{\infty}\left\|M u_{x x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{2-2 / p}}^{p} \\
+N \int_{0}^{\infty}\left\|u_{x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t+N \int_{0}^{\infty}\left\|M^{-1} u(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t
\end{gathered}
$$

Together with (2.15), (2.17), and the equation $\partial u / \partial t=M^{-1}\left(M u_{x x}\right)$ the last inequality implies that $u \in \mathfrak{H}_{p, \theta}^{2}$ and that (2.11) holds with $\gamma=2$.

Actually, above we have constructed a mapping $u_{0} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right) \rightarrow u \in \mathfrak{H}_{p, \theta}^{\gamma}$. If we introduce an operator $\Pi: u_{0} \rightarrow u$, then what is proved means that (for $\gamma=2$ )

$$
\begin{equation*}
\left\|\Pi u_{0}\right\|_{\mathfrak{H}_{p, \theta}^{\gamma}} \leq N(p, \theta)\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{\gamma-2 / p}} \tag{2.18}
\end{equation*}
$$

if $u_{0} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$. Remembering that $\mathfrak{H}_{p, \theta}^{\gamma}$ is a Banach space and relying on the usual continuity argument based on (2.18), we see that $\Pi$ can be extended on all $u_{0}$ satisfying $M^{2 / p-1} u_{0} \in H_{p, \theta}^{\gamma-2 / p}$ in such a way that $\partial \Pi u_{0} / \partial t=D^{2} \Pi u_{0},\left.\Pi u_{0}\right|_{t=0}=u_{0}$, and (2.18) holds. The theorem is proved.

Remark 2.14. We will see from Theorem 3.2 that Theorem 2.13 holds for any $\gamma \in \mathbb{R}$ and the solution is unique in $\mathfrak{H}_{p, \theta}^{\gamma}$.

In connection with this it is interesting to notice that Theorem 2.13 without weights and on $\mathbb{R}$ instead of $\mathbb{R}_{+}$cannot hold for all $1<p<2$ if $\gamma=1$. For instance, if $1<p<3 / 2$, then, for the solution $u$ of the equation $d u=D^{2} u d t, t>0, x \in \mathbb{R}$, with initial condition given by the delta function, we have $u(0, \cdot) \in H_{p}^{1-2 / p}$, but the $p$ th power of the function $u_{x}$ is not integrable over $\mathbb{R}^{+} \times \mathbb{R}$.
3. SPDEs with constant coefficients on $\mathbb{R}_{+}$. Take a stopping time $\tau$. On $\mathbb{R}_{+}$we will be dealing with the following equation:

$$
\begin{equation*}
d u=\left(a u_{x x}+f_{x}\right) d t+\left(\sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k}, \quad t \in(0, \tau) \tag{3.1}
\end{equation*}
$$

where $f$ and $g^{k}$ are given $\mathcal{D}\left(\mathbb{R}_{+}\right)$-valued $\mathcal{P}$-measurable functions, $a$ and $\sigma^{k}$ are given real-valued $\mathcal{P}$-measurable functions, $u$ is an unknown $\mathcal{D}\left(\mathbb{R}_{+}\right)$-valued function, and the equation is understood in the sense of distributions as follows. We say that $u$ is a solution of (3.1) with given initial condition $u_{0}$ if for any test function $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$ we have

$$
\begin{align*}
(u(t, \cdot), \phi)= & \left(u_{0}, \phi\right) \\
& +\int_{0}^{t}\left[a(s)\left(u(s, \cdot), \phi_{x x}\right)-\left(f(s, \cdot), \phi_{x}\right)\right] d s \\
& +\sum_{k=1}^{\infty} \int_{0}^{t}\left[-\sigma^{k}(s)\left(u, \phi_{x}\right)+\left(g^{k}, \phi\right)\right] d w_{t}^{k} \tag{3.2}
\end{align*}
$$

for all $t \leq \tau$ with probability one, where all integrals are assumed to have sense and the last series is also assumed to converge uniformly on each interval of time $[0, T \wedge \tau]$ in probability, where $T$ is any finite constant.

Remark 3.1. If a function $u$ belongs to $\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$, then it satisfies (3.1) with $f=(M D)^{-1} M \tilde{\mathbb{D}} u-a D u$ and $g^{k}=\tilde{\mathbb{S}}^{k} u-\sigma^{k} D u$. In addition (see Remark 1.5), we have $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$. Below we show that under an additional assumption on $a$ and $\sigma$ the mapping $u \rightarrow(f, g)$ is onto.

We always assume that for some constants $K \geq \delta>0$ and all $\omega, t$ we have

$$
K \geq 2 a \geq 2 a-|\sigma|_{l_{2}}^{2} \geq \delta
$$

Here is the main result of this section.
ThEOREM 3.2. (i) Let $0<\theta<p, 1<p<\infty, \gamma \in \mathbb{R}, f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau), g \in \mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$, and $u_{0} \in U_{p, \theta}^{\gamma+1}$. (ii) Assume that one of the following conditions is satisfied:
(a) $p \geq 2$ and $\theta \in[p-1, p)$;
(b) $p \geq 2$ and $\sigma \equiv 0$;
(c) $\sigma \equiv 0$ and $g \equiv 0$.

Then (3.1) with initial data $u_{0}$ has a unique solution in class $\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$. In addition, for this solution it holds that

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}\right) \tag{3.3}
\end{equation*}
$$

where $N=N(\gamma, \theta, p, K, \delta)$. Finally, the uniqueness holds even if we replace condition (a) with: $p \geq 2$ and $\theta \in(0, p)$.

Remark 3.3. In a subsequent paper on equations in $\mathbb{R}_{+}^{d}$ we will show that condition (a) can be relaxed to be $p \geq 2$ and $1 \leq \theta<p$. This could be done here too if one uses interpolation with respect to $\theta$ and the result of [7], where the case $\theta=1$ is treated. However, there is a small gap in the arguments proving (2.9) of [7], so that strictly speaking we cannot use the result of [7].

Remark 3.4. Notice that when conditions (b) or (c) are satisfied, $\theta$ may be any number in $(0, p)$.

It is also worth noting that if $\theta \geq p$ or $\theta \leq 0$, then the statement of Theorem 3.2 is false even in the case of the heat equation. This can be shown by simple examples.

The proof of this theorem is based on two lemmas, the first of which we prove in section 4.

Lemma 3.5. Theorem 3.2 holds if $\gamma=1$.
Lemma 3.6. Let assumption (i) of Theorem 3.2 be satisfied and let $\mu \leq \gamma$. Assume that either $p \geq 2$ or $\sigma \equiv g \equiv 0$. Let $\theta_{1} \in \mathbb{R}$ and let $u \in \mathfrak{H}_{p, \theta_{1}}^{\mu+1}(\tau)$ be a solution of (3.1) with initial condition $u_{0}$. Assume that $M^{-1} u \in \mathbb{H}_{p, \theta}^{\mu+1}(\tau)$. Then $u \in \mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$ and

$$
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}+\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\mu}(\tau)}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}\right)
$$

where $N=N(\gamma, \mu, \theta, p)$.
Proof. For simplicity of notation we will only consider the case $\tau \equiv \infty$. The reader can easily make the necessary changes for general $\tau$.

By virtue of (3.2) we have (2.2) with $x\left(a u_{x x}+f_{x}\right)$ instead of $f$ and $\sigma^{k} u_{x}+g^{k}$ instead of $g^{k}$. Upon taking into account the assumptions on $f$ and $g$ and remembering Remark 1.5 , we conclude that we only need to prove that

$$
\begin{equation*}
\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p}+\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\mu}}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}^{p}\right) . \tag{3.4}
\end{equation*}
$$

Since $\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\nu}} \leq\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\mu}}$ for $\nu \leq \mu$, it suffices to prove (3.4) with some $\nu \leq \mu$ in place of $\mu$. This shows that we may assume that $\gamma-\mu$ is an integer. Also we can go from $\mu$ up to $\gamma$ in several steps each time getting an increase by one. Therefore, without loss of generality we may and will assume that $\gamma=\mu+1$, so that (3.4) becomes

$$
\begin{equation*}
\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p}+\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+\theta}}^{p}\right) . \tag{3.5}
\end{equation*}
$$

Take a function $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$with $M \zeta$ satisfying condition (1.4). One can easily check that the functions $u_{n}(t, x):=u\left(e^{2 n} t, e^{n} x\right)$ satisfy the equation

$$
\begin{equation*}
d u_{n}=\left(a_{n} u_{n x x}+f_{n}\right) d t+\left(\sigma_{n}^{k} u_{n x}+g_{n}^{k}\right) d w_{t}^{k}(n), \tag{3.6}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{n}(t)=a\left(e^{2 n} t\right), \quad \sigma_{n}^{k}(t)=\sigma^{k}\left(e^{2 n} t\right), \quad w_{t}^{k}(n)=e^{-n} w_{e^{2 n} t}, \\
& f_{n}(t, x)=e^{2 n}\left(f_{x}\right)\left(e^{2 n} t, e^{n} x\right), \quad g_{n}^{k}(t, x)=e^{n} g^{k}\left(e^{2 n} t, e^{n} x\right) .
\end{aligned}
$$

Observe that for any $n$, the processes $w_{t}^{k}(n)$ are independent Wiener processes. From (3.6) we get

$$
\begin{equation*}
d\left(\zeta u_{n}\right)=\left(a_{n}\left(\zeta u_{n}\right)_{x x}+\bar{f}_{n}\right) d t+\left(\sigma_{n}^{k}\left(\zeta u_{n}\right)_{x}+\bar{g}_{n}^{k}\right) d w_{t}^{k}(n), \tag{3.7}
\end{equation*}
$$

where

$$
\bar{f}_{n}=\zeta f_{n}-2 a_{n} \zeta_{x} u_{n x}-a_{n} \zeta_{x x} u_{n}, \quad \bar{g}_{n}^{k}=\zeta g_{n}^{k}-\sigma_{n}^{k} \zeta_{x} u_{n} .
$$

Since $M^{-1} u \in \mathbb{H}_{p, \theta}^{\gamma}$, it is easy to see that for any $\eta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$we have $\eta u_{n} \in \mathbb{H}_{p}^{\gamma}$ and $\eta u_{n x} \in \mathbb{H}_{p}^{\gamma-1}$, so that $\bar{f}_{n} \in \mathbb{H}_{p}^{\gamma-1}$ and $\bar{g}_{n} \in \mathbb{H}_{p}^{\gamma}\left(l_{2}\right)$. By Theorem 2.1 of [5] or Theorem 4.10 of [8] for $p \geq 2$ (with uniqueness in $\mathcal{H}_{p}^{\gamma}(\tau)$ and existence in $\mathcal{H}_{p}^{\gamma+1}(\tau)$, here we use $\left.\zeta u_{n} \in \mathcal{H}_{p}^{\gamma}(\tau)\right)$, (3.7) implies that

$$
\begin{equation*}
\left\|\left(\zeta u_{n}\right)_{x x}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \leq N\left(\left\|\bar{f}_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}+\left\|\bar{g}_{n}\right\|_{\mathbb{H}_{p}^{\gamma}\left(l_{2}\right)}^{p}+E\left\|\zeta u_{0}\left(e^{n}\right)\right\|_{H_{p}^{\gamma+1-2 / p}}^{p}\right), \tag{3.8}
\end{equation*}
$$

where $u_{0 n}(x)=u_{0}\left(e^{n} x\right)$. Actually, Theorem 2.1 of [5] or Theorem 4.10 of [8] treats the case $u_{0}=0$. One deals with arbitrary $u_{0}$ as in the beginning of the proof of Theorem 5.1 of [8] by just subtracting the solution of the heat equation $\partial v / \partial t=v_{x x}$ with initial condition $u_{0}$. Owing to the fact that supports of all functions $\zeta u_{n}$ coincide with that of $\zeta$, from (3.8) by Remark 1.6, we get

$$
\begin{equation*}
\left\|\zeta u_{n}\right\|_{\mathbb{H}_{p}^{\gamma+1}}^{p} \leq N\left(\left\|\bar{f}_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}+\left\|\bar{g}_{n}\right\|_{\mathbb{H}_{p}^{\gamma}\left(l_{2}\right)}^{p}+E\left\|\zeta u_{0}\left(e^{n}\right)\right\|_{H_{p}^{\gamma+1-2 / p}}^{p}\right) . \tag{3.9}
\end{equation*}
$$

The same conclusions are true if $1<p<2$ and $\sigma \equiv g \equiv 0$, which can be seen from section 9, Chapter IV of [9] or from the proof of Theorem 2.1 of [5] or Theorem 4.10 of [8], where one can take any $p \in(1, \infty)$ if $\sigma \equiv g \equiv 0$. In particular, in all cases $\zeta u_{n} \in \mathbb{H}_{p}^{\gamma+1}$ and (3.9) holds.

Now we multiply (3.9) through by $e^{(2-p+\theta) n}$ and sum up over all $n$. We also use

$$
\begin{aligned}
& \sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\zeta f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}=\sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|e^{2 n}\left(f_{x}\right)\left(e^{2 n} \cdot, e^{n} \cdot\right) \zeta\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \\
& =\sum_{n=-\infty}^{\infty} e^{\theta n}\left\|e^{n}\left(f_{x}\right)\left(\cdot, e^{n} \cdot\right) \zeta\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}=\sum_{n=-\infty}^{\infty} e^{\theta n}\left\|\left(M f_{x}\right)\left(\cdot, e^{n} \cdot\right) M^{-1} \zeta\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \\
& \leq N\left\|M f_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}, \\
& \sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\zeta g_{n}\right\|_{\mathbb{H}_{p}^{\gamma}\left(l_{2}\right)}^{p}=\sum_{n=-\infty}^{\infty} e^{\theta n}\left\|g\left(\cdot, e^{n} \cdot\right) \zeta\right\|_{\mathbb{H}_{p}^{\gamma}\left(l_{2}\right)}^{p} \leq N\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p}, \\
& \sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\zeta_{x} u_{n x}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}=\sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|e^{n}\left(u_{x}\right)\left(e^{2 n} \cdot, e^{n} \cdot\right) \zeta_{x}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \\
& =\sum_{n=-\infty}^{\infty} e^{\theta n}| |\left(u_{x}\right)\left(\cdot, e^{n} \cdot\right) \zeta_{x}\left\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \leq N\right\| u_{x} \|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p}, \\
& \sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\left.\zeta_{x x} u_{n}\right|_{\mathbb{H}_{p}^{\gamma-1}} ^{p}=\sum_{n=-\infty}^{\infty} e^{\theta n}| |\left(M^{-1} u\right)\left(\cdot, e^{n} \cdot\right) M \zeta_{x x}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \\
& \leq N\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p} \leq N\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p} .
\end{aligned}
$$

Similarly, we estimate $\zeta_{x} u_{n}$, we notice that

$$
\begin{aligned}
\sum_{n} & e^{(2-p+\theta) n} E\left\|\zeta u_{0}\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma+1-2 / p}}^{p} \\
& =\sum_{n} e^{\theta n} E\left\|\left(M^{2 / p-1} u_{0}\right)\left(e^{n} \cdot\right) M^{1-2 / p} \zeta\right\|_{H_{p}^{\gamma+1-2 / p}}^{p} \\
& \leq N E\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{\gamma+1-2 / p}}^{p}=N\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}^{p},
\end{aligned}
$$

and we get

$$
\sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\zeta u_{n}\right\|_{\mathbb{H}_{p}^{\gamma+1}}^{p} \leq I
$$

where $I$ is the right-hand side of (3.5). Here the left-hand side equals

$$
\sum_{n=-\infty}^{\infty} e^{\theta n}\left\|\left(M^{-1} u\right)\left(\cdot, e^{n} \cdot\right) M \zeta\right\|_{\mathbb{H}_{p}^{\gamma+1}}^{p} \geq N^{-1}\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma+1}}^{p} \geq N^{-1}\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}
$$

and the lemma is proved.

Proof of Theorem 3.2. For simplicity of notation we only consider the case $\tau \equiv \infty$. Actually, as it is easy to see, the statement of existence for $\tau \equiv \infty$ implies the statement of existence for other $\tau$, and the proof of uniqueness for general $\tau$ can be done in the same way as in the case $\tau \equiv \infty$.

Case $\gamma \geq 1$. The uniqueness follows from Lemma 3.5 and the fact that $\mathfrak{H}_{p, \theta, 0}^{2} \supset$ $\mathfrak{H}_{p, \theta, 0}^{\gamma+1}$, which implies that the difference of two solutions belongs to $\mathfrak{H}_{p, \theta, 0}^{2}$. The existence and estimate (3.3) follow from Lemmas 3.5 and 3.6 (applied with $\mu=1$ ) and the observation that by Lemma 3.5

$$
\begin{gathered}
\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{1}}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{1}}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{1}\left(l_{2}\right)}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{2}}^{p}\right) \\
\quad \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}^{p}\right) .
\end{gathered}
$$

Case $\gamma<1$. Denote by $\mathcal{R}$ the operator which maps $\left(f, g, u_{0}\right)$ with $f \in \mathbb{H}_{p, \theta}^{\gamma}$, $g \in \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)$, and $u_{0} \in U_{p, \theta}^{\gamma+1}$ into the solution $u \in \mathfrak{H}_{p, \theta}^{\gamma+1}$ of (3.1) with initial data $u_{0}$. So far we know that $\mathcal{R}$ is well defined in spaces $\mathbb{H}_{p, \theta}^{\gamma} \times \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right) \times U_{p, \theta}^{\gamma+1}$ for $\gamma \geq 1$. If $\gamma<1$, as a candidate for the solution of (3.1) we try

$$
\tilde{u}=\Lambda_{p, \theta}^{n} \mathcal{R}\left(\Lambda_{p, \theta}^{-n} f, \Lambda_{p, \theta}^{-n} g, M^{1-2 / p} \Lambda_{p, \theta}^{-n} M^{2 / p-1} u_{0}\right)
$$

where $n+\gamma \geq 1$ and (see Remark 1.3)

$$
\left(\Lambda_{p, \theta}^{-n} f, \Lambda_{p, \theta}^{-n} g, M^{1-2 / p} \Lambda_{p, \theta}^{-n} M^{2 / p-1} u_{0}\right) \in \mathbb{H}_{p, \theta}^{n+\gamma} \times \mathbb{H}_{p, \theta}^{n+\gamma}\left(l_{2}\right) \times U_{p, \theta}^{n+\gamma+1}
$$

If the operators $\Lambda_{p, \theta}, M^{2 / p-1}$, and $D$ were commuting, then our candidate would be an exact solution of (3.1). Since this is not the case, we need an additional argument based on Lemma 1.14.

Take $n=2$ and first let $1>\gamma \geq 0$. Then by what we know in the case $\gamma \geq 1$, we have

$$
\begin{gathered}
v:=\mathcal{R}\left(\Lambda_{p, \theta}^{-2} f, \Lambda_{p, \theta}^{-2} g, M^{1-2 / p} \Lambda_{p, \theta}^{-2} M^{2 / p-1} u_{0}\right) \in \mathfrak{H}_{p, \theta}^{\gamma+3} \\
d v=\left(a v_{x x}+\left(\Lambda_{p, \theta}^{-2} f\right)_{x}\right) d t+\left(\sigma^{k} v_{x}+\Lambda_{p, \theta}^{-2} g^{k}\right) d w_{t}^{k}
\end{gathered}
$$

We apply $\Lambda_{p, \theta}^{2}$ to both parts of this equality, or in other words we substitute $\left(\Lambda_{p, \theta}^{2}\right)^{*} \phi$, where $\left(\Lambda_{p, \theta}^{2}\right)^{*}$ is the formal adjoint to $\Lambda_{p, \theta}^{2}$, in place of $\phi$ in (3.2). Now our candidate becomes

$$
\tilde{u}=\Lambda_{p, \theta}^{2} v
$$

We claim that $\tilde{u}$ belongs to $\mathfrak{H}_{p, \theta}^{\gamma+1}$ and there exists

$$
\begin{equation*}
\left(\bar{f}, \bar{g}, \bar{u}_{0}\right) \in \mathbb{H}_{p, \theta}^{\gamma+1} \times \mathbb{H}_{p, \theta}^{\gamma+1}\left(l_{2}\right) \times U_{p, \theta}^{\gamma+2} \tag{3.10}
\end{equation*}
$$

such that

$$
\begin{gather*}
d \tilde{u}=\left(a \tilde{u}_{x x}+f_{x}+\bar{f}_{x}\right) d t+\left(\sigma^{k} \tilde{u}_{x}+g^{k}+\bar{g}^{k}\right) d w_{t}^{k}  \tag{3.11}\\
\tilde{u}(0, \cdot)=u_{0}+\bar{u}_{0}
\end{gather*}
$$

Indeed, by Remarks 2.4 and 2.8 and Lemma 1.14 we easily get that

$$
\begin{gathered}
\tilde{u} \in \mathfrak{H}_{p, \theta}^{\gamma+1}, \quad M^{-1} v \in \mathbb{H}_{p, \theta}^{\gamma+3}, \quad M^{-1} \tilde{u}=\Lambda_{p, \theta}^{2} M^{-1} v+P_{1} M^{-1} v \in \mathbb{H}_{p, \theta}^{\gamma+1} \\
D \tilde{u}=\Lambda_{p, \theta}^{2} D v+P_{1} D v \in \mathbb{H}_{p, \theta}^{\gamma}
\end{gathered}
$$

and that $\tilde{u}$ satisfies (3.11) with

$$
\bar{f}=4 P_{2} M^{-1} v+((2 b-1) I+2 M D) \Lambda_{p, \theta}^{-2} f, \quad \bar{g}^{k}=\sigma^{k} P_{1} D v
$$

Obviously, $\bar{f}$ and $\bar{g}$ are as in (3.10). Also by Lemma 1.14 at $t=0$,

$$
\begin{gathered}
M^{2 / p-1} \tilde{u}=M^{2 / p-1} \Lambda_{p, \theta}^{2} M^{1-2 / p}\left(M^{2 / p-1} v\right) \\
=\Lambda_{p, \theta}^{2} M^{2 / p-1} v+c_{1} M^{2 / p-1} v+c_{2} M D M^{2 / p-1} v=: M^{2 / p-1} u_{0}+M^{2 / p-1} \bar{u}_{0}
\end{gathered}
$$

where

$$
M^{2 / p-1} \bar{u}_{0} \in L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta}^{\gamma+2-2 / p}\right)
$$

This finishes the proofs of (3.10) and our claim.
Since $\gamma+1 \geq 1$, it follows from (3.10) that the function $\bar{u}:=\mathcal{R}\left(\bar{f}, \bar{g}, \bar{u}_{0}\right)$ is well defined, belongs to $\mathfrak{H}_{p, \theta}^{\gamma+2}$, and the function $u=\tilde{u}-\bar{u}$ is of class $\mathfrak{H}_{p, \theta}^{\gamma+1}$ and solves (3.1). For thus constructed $u$ estimate (3.3) follows from the explicit representation and known estimates for $\mathcal{R}, P_{i}, M D$.

By repeating the above argument, we consider the case $0>\gamma \geq-1$, this time using the fact that $\gamma+1 \geq 0$ and relying upon the result for $\gamma \geq 0$. One can continue in the same way, and it only remains to prove the uniqueness of solutions in $\mathfrak{H}_{p, \theta}^{\gamma+1}$.

It suffices to consider the case $f=0, g=0, u_{0}=0$ (and $\gamma<1$ ). In this case any solution $u \in \mathfrak{H}_{p, \theta, 0}^{\gamma+1}$ also belongs to $\mathfrak{H}_{p, \theta, 0}^{2}$ by Lemma 3.6 and its uniqueness follows from Lemma 3.5.

The theorem is thus proved.
Remark 3.7. In the above argument one can use $(M D)^{2}$ instead of $\Lambda_{p, \theta}^{2}$, which would make the argument shorter. We prefer $\Lambda_{p, \theta}^{2}$ bearing in mind a generalization to a multidimensional case.

Remark 3.8. From the above derivation of Theorem 3.2 from Lemma 3.5 it is seen that, if the assertions of Theorem 3.2 hold for some particular $\gamma, p, \theta, a$, and $\sigma$ satisfying the conditions of Theorem 3.2, then they hold for any $\gamma \in \mathbb{R}$ with the same $p, \theta, a, \sigma$.
4. Proof of Lemma 3.5. First notice that by Theorem 2.13 for almost every $\omega$ the function $\bar{u}:=\Pi u_{0}$ is well defined, $\bar{u} \in \mathfrak{H}_{p, \theta}^{2},\left.\bar{u}\right|_{t=0}=u_{0}, \partial \bar{u} / \partial t=\bar{f}_{x}$ with $\bar{f} \in \mathbb{H}_{p, \theta}^{1}$, and an appropriate estimate of $\left\|\bar{u}_{x}\right\|_{\mathbb{H}_{p, \theta}^{1}}$ and $\|\bar{f}\|_{\mathbb{H}_{p, \theta}^{1}}$ through $\left\|u_{0}\right\|_{U_{p, \theta}^{2}}$ holds. This implies that in the equation

$$
d u=\left(a u_{x x}+\left(a \bar{u}_{x}+f-\bar{f}\right)_{x}\right) d t+\left(\sigma^{k} u_{x}+\left(\sigma^{k} \bar{u}_{x}+g^{k}\right)\right) d w_{t}^{k}
$$

we have $a \bar{u}_{x}+f-\bar{f} \in \mathbb{H}_{p, \theta}^{1}$ and $\sigma \bar{u}_{x}+g \in \mathbb{H}_{p, \theta}^{1}\left(l_{2}\right)$. Also, obviously if we can solve the above equation in $\mathfrak{H}_{p, \theta, 0}^{2}$, then by adding to the solution the function $\bar{u}$ we get a solution of (3.1) with initial data $u_{0}$. Therefore, in the proof of Lemma 3.5 without loss of generality, we may and will confine ourselves only to the case $u_{0} \equiv 0$.

Furthermore, we may assume that $a \equiv 1$. Indeed, to get the result for the general case one only needs to use a random time change. Namely, let us define

$$
\begin{gathered}
\psi(t)=\int_{0}^{t} a(s) d s, \quad \tau(t)=\inf \{s \geq 0: \psi(s) \geq t\} \\
\tilde{w}_{k}(t)=\int_{0}^{\tau(t)} \sqrt{a(s)} d w_{k}(s), \quad \tilde{f}(t, x)=f(\tau(t), x) / a(\tau(t)) \\
\tilde{\sigma}(t)=\sigma(\tau(t)) / \sqrt{a(\tau(t))}, \quad \tilde{g}(t, x)=g(\tau(t), x) / \sqrt{a(\tau(t))} \\
\tilde{u}(t, x)=u(\tau(t), x)
\end{gathered}
$$

Direct computations (see, for instance, Lemma IV.2.2 and Theorem IV.2.3 in [3]) show that $\tilde{w}_{k}(t)$ are independent Wiener processes and also that $u$ is a solution of (3.1) if and only if $\tilde{u}$ is a solution of

$$
d \tilde{u}=\left(\tilde{u}_{x x}+\tilde{f}\right) d t+\left(\tilde{\sigma}_{k} \tilde{u}_{x}+\tilde{g}_{k}\right) d \tilde{w}_{k}(t)
$$

Therefore, we easily get the desired result for general $a$ from the result for $a \equiv 1$. Finally, obviously we may assume that $\tau \leq T$ where the constant $T<\infty$. Thus, we may and will assume that $u_{0}=0, a \equiv 1$, and unless stated explicitly otherwise $\tau \leq T$.

We divide the proof of the lemma in this case into the following subcases:

1. $p \geq 2$ and $\theta \in[p-1, p)$, existence;
2. $p \geq 2$ and $\theta \in(0, p)$, uniqueness;
3. $p \geq 2$ and $\sigma \equiv 0$;
4. $\sigma \equiv 0$ and $g \equiv 0$.
4.1. Case $\boldsymbol{p} \geq 2$ and $\boldsymbol{\theta} \in[\boldsymbol{p}-\mathbf{1}, \boldsymbol{p})$. Existence. We use the following simple lemma.

Lemma 4.1. Let functions $f, h$ be defined on $\mathbb{R}_{+}$, be locally absolutely continuous, and satisfy

$$
\begin{equation*}
\int_{0}^{\infty}|f(x) g(x)| d x<\infty \tag{4.1}
\end{equation*}
$$

Then

$$
\int_{0}^{\infty} x f(x) g^{\prime}(x) d x=-\int_{0}^{\infty} x f^{\prime}(x) g(x) d x-\int_{0}^{\infty} f(x) g(x) d x
$$

if at least one of the sides of this equality makes sense.
This fact easily follows if one integrates by parts between $a, b$ with $0<a<b<\infty$ and then lets $a \downarrow 0$ and $b \rightarrow \infty$ after noticing that (4.1) implies that

$$
\liminf _{a \downarrow 0}|a f(a) g(a)|=\liminf _{b \rightarrow \infty}|b f(b) g(b)|=0
$$

Denote by $\mathcal{E}$ the collection of functions of the form

$$
f(t, x)=\sum_{i=1}^{m} I_{\left(\tau_{i-1}, \tau_{i} \rrbracket\right.}(t) f_{i}(x)
$$

where $f_{i} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$and $\tau_{i}$ are stopping times, $\tau_{i} \leq \tau_{i+1} \leq \tau$. The set $\mathcal{E}$ is dense in $\mathbb{H}_{p, \theta}^{1}(\tau)$, which follows from a similar fact for spaces $\mathbb{H}_{p}^{\gamma}$ (see [5] or [8]) and the definition of $\mathbb{H}_{p, \theta}^{\gamma}(\tau)$. Also, the collection of sequences $g=\left(g_{k}\right)$, such that each $g_{k}$ belongs to $\mathcal{E}$ and only finitely many of $g_{k}$ are different from 0 , is dense in $\mathbb{H}_{p, \theta}^{1}\left(\tau, l_{2}\right)$. It follows that in the proof of existence and estimate (3.3) we may assume that $f$ and $g$ are of this type.

Next, we use an argument from [7]. We continue $f(t, x)$ to be an even function and $g(t, x)$ to be an odd function of $x \in \mathbb{R}$. Also take an infinitely differentiable odd function $\alpha(x)$ such that $\alpha(x)=1$ for large $x, \alpha(x)=0$ for $|x| \leq 2$ and on $\mathbb{R}$ consider the equation

$$
\begin{equation*}
d u=\left(u_{x x}+f_{x}\right) d t+\left(\alpha \sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k} \tag{4.2}
\end{equation*}
$$

The following lemma is proved in the end of this subsection.
Lemma 4.2. In $\mathcal{H}_{p}^{0}(\tau)$ there exists a unique solution $u$ of (4.2) with zero initial condition. Moreover, $u \in \mathfrak{H}_{p, \theta}^{0}(\tau)$ and

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{0}(\tau)} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{1}(\tau)}+N\|g\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}, \tag{4.3}
\end{equation*}
$$

where $N$ is independent of $\tau, f$, and $g$.
Now notice that the equation

$$
\begin{equation*}
d u=\left(u_{x x}+f_{x}\right) d t+\left(\alpha_{n} \sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k} \tag{4.4}
\end{equation*}
$$

where $\alpha_{n}(x)=\alpha\left(e^{n} x\right)$, also has a solution $u \in \mathfrak{H}_{p, \theta}^{0}(\tau)$ for which (4.3) holds with the same $N$. To prove this, it suffices to use scaling properties of the norms in $H_{p, \theta}^{\gamma}$ (see Remark 1.4) and to observe that if $u$ is a solution of (4.2), then the function $u_{n}(t, x)=u\left(e^{2 n} t, e^{n} x\right)$ satisfies (3.6) with the same $f_{n}, g_{n}$, and $w_{t}(n)$ and with $a_{n}=1$ and $\sigma_{n}(t)=\alpha\left(e^{n} x\right) \sigma\left(e^{2 n} t\right)$.

Denote $u_{n}$ the solution of (4.4). Then $u_{n}$ satisfies (4.3) and, in particular, $M^{-1} u_{n}$ form a bounded sequence in $\mathbb{L}_{p, \theta}(\tau)$. Denote $u$ a weak limit of a subsequence of $u_{n}$. As in the proof of Theorem 3.11 of [8] we get that $u \in \mathfrak{H}_{p, \theta}^{0}(\tau)$. Then passing to the limit in (4.4) and observing that $\alpha\left(e^{n} x\right) \rightarrow 1$ for $x>0$, we get that $u$ satisfies (3.1) and estimate (4.3). It follows from Lemma 3.6 that $u \in \mathfrak{H}_{p, \theta}^{2}(\tau)$ and (3.3) holds with $\gamma=1$ and $u_{0}=0$. This finishes the proof of existence.

Proof of Lemma 4.2. The existence and uniqueness of solution $u \in \mathcal{H}_{p}^{1}(\tau)$ of (4.2) is asserted in Theorem 3.2 of [5] or Theorem 5.1 of [8]. Therefore, we only need to prove that $u \in \mathfrak{H}_{p, \theta}^{0}(\tau)$ and that (4.3) holds.

By the definition of the norm in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and by Remarks 2.4 and 2.7, it is sufficient to show that $M^{-1} u \in \mathbb{L}_{p, \theta}(\tau)$ and

$$
\begin{equation*}
\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{1}(\tau)}^{p}+N\|g\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{p} \tag{4.5}
\end{equation*}
$$

Owing to our choice of $f$ and $g$, from [5] or [8] we know that $u \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$ and, in particular, for almost any $\omega$, the function $u(t, x)$ is infinitely differentiable with respect to $x$ and all its derivatives are continuous in $t$. This implies that (4.2) holds pointwise (a.s.). In addition, by uniqueness the function $u(t, x)$ is odd with respect to $x$, so that, in particular, $u(t, 0)=0$.

Again by choice of $f$ and $g$, the function $u$ satisfies the heat equation $u_{t}=u_{x x}$ for $0<x<2$ with zero initial and zero boundary value for $x=0$. If we set $u(t, x)=0$
for $t<0$, then it satisfies the heat equation for all $t \leq T$ and $0<x<2$. For such functions it is well known (see, for instance, the maximum principle and Theorem 8.4.4 in [4]) that for any integer $n \geq 0$,

$$
\sup _{0<x<1, t \leq T}\left|D^{n} u(t, x)\right| \leq N(n) \sup _{t \leq T}|u(t, 2)| .
$$

Therefore, for $\theta>0$,

$$
E \int_{0}^{\tau} \int_{0}^{1}|u / x|^{p} x^{\theta-1} d x d t \leq N E \sup _{0<x<1, t \leq T}\left|u_{x}\right|^{p} \leq N E \sup _{t \leq \tau}|u(t, 2)|^{p}
$$

In addition, as has been mentioned above, we have $u \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. By embedding theorems (see [5] or [8])

$$
E \sup _{[0, \tau] \times \mathbb{R}_{+}}|u|^{p}<\infty
$$

which proves that, for any $\theta>0$, we have $M^{-1} u \eta \in \mathbb{L}_{p, \theta}(\tau)$ if $\eta=\eta(x)$ is smooth and vanishes for $x \geq 1$. In the same way it is proved that for any integer $n \geq 0$ and $\theta>0$,

$$
\begin{equation*}
E \int_{0}^{\tau} \int_{0}^{1}\left|D^{n} u\right|^{p} x^{\theta-1} d x d t<\infty \tag{4.6}
\end{equation*}
$$

On the other hand, $\left|M^{-1} u\right|^{p} x^{\theta-1} \leq|u|^{p}$ if $x \geq 1$ and $\theta \leq p+1$. Hence, $M^{-1} u \in$ $\mathbb{L}_{p, \theta}(\tau)$ not only for $\theta \in[p-1, p)$ but for all $\theta \in(0, p+1]$.

Next, we claim that, actually, for any $\theta \in(0, p+1]$ and $\gamma \geq 0$, we have

$$
\begin{equation*}
u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau) . \tag{4.7}
\end{equation*}
$$

To prove this claim, let $\zeta \in C^{\infty}(\mathbb{R})$ be such that $\zeta(x)=1$ for $x \leq 1 / 2$ and $\zeta(x)=0$ for $x \geq 1$. We want to apply Theorem 1.10 to prove that $\zeta u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. Notice that we already know that $M^{-1} \zeta u \in \mathbb{L}_{p, \theta}(\tau)$. Also from (4.6) it follows that $M^{n} D^{n}(\zeta u)_{x} \in \mathbb{L}_{p, \theta}$ for any integer $n$. Hence the inclusion $\zeta u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ follows indeed from Theorem 1.10.

To prove the claim it only remains to prove that $v:=(1-\zeta) u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. Observe that $u \in \mathcal{H}_{p}^{\gamma}(\tau)$ and $v \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. Also, $v$ satisfies

$$
\begin{equation*}
d v=\left(v_{x x}+\bar{f}\right) d t+\left(\alpha \sigma^{k} v_{x}+\bar{g}^{k}\right) d w_{t}^{k} \tag{4.8}
\end{equation*}
$$

where

$$
\bar{f}=(1-\zeta) f_{x}+2 \zeta_{x} u_{x}+\zeta_{x x} u, \quad \bar{g}^{k}=(1-\zeta) g^{k}+\alpha \sigma^{k} \zeta_{x} u
$$

Now, consider the following equation on $\mathbb{R}$ :

$$
\begin{aligned}
d \tilde{u}=( & \left.\tilde{u}_{x x}-2 \tilde{u}_{x} \tanh x+\left(2 \tanh ^{2} x-1\right) \tilde{u}+\bar{f} \cosh x\right) d t \\
& +\left(\alpha \sigma^{k} \tilde{u}_{x}-\alpha \sigma^{k} \tilde{u} \tanh x+\bar{g}^{k} \cosh x\right) d w_{t}^{k}
\end{aligned}
$$

with zero initial condition. Because of compactness of supports of $\bar{f}$ and $\bar{g}$, by already cited results from [5] or [8] there is a unique solution $\tilde{u}$ in class $\mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. Of
course, $\tilde{u} / \cosh x \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. In addition, one can easily check that $\tilde{u} / \cosh x$ satisfies (4.8). By the uniqueness of solutions of (4.8) in class $\mathcal{H}_{p}^{\gamma}(\tau)$, we conclude that $v=\tilde{u} / \cosh x$ and, in particular, $v \cosh x \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. Now the fact that $v \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ for any $\gamma$ follows easily from the observation that $v=0$ if $x \leq 1$ and $x^{n} / \cosh x$ is bounded.

Next we remember that (4.2) holds pointwise and we apply Itô's formula to $|u(t, x)|^{p} x^{c}$, where $c=\theta+1-p$. We get that, for any $x \in \mathbb{R}_{+}$and $t \leq \tau$, a.s.

$$
\begin{equation*}
\int_{0}^{t} I(s, x) d s+\sum_{k} \int_{0}^{t} p x^{c}|u|^{p-2} u\left(\alpha \sigma^{k} u_{x}-g^{k}\right) d w_{s}^{k}=|u(t, x)|^{p} x^{c} \geq 0 \tag{4.9}
\end{equation*}
$$

where

$$
\begin{gathered}
I:=p x^{\theta-1} G(v)\left(x u_{x x}\right)+p x^{\theta-1} G(v)\left(x f_{x}\right)+b x^{\theta-1} \sum_{k}|v|^{p-2}\left(\alpha \sigma^{k} u_{x}-g^{k}\right)^{2} \\
b:=p(p-1) / 2, \quad v:=u / x, \quad G(r):=|r|^{p-2} r .
\end{gathered}
$$

It follows that for any $x \in \mathbb{R}_{+}$there is a sequence of stopping times $\tau(n) \uparrow \tau$ localizing the stochastic integral in (4.9) so that

$$
\begin{equation*}
E \int_{0}^{\tau(n)} I(s, x) d s \geq 0 \tag{4.10}
\end{equation*}
$$

It turns out that for almost any $x \in \mathbb{R}_{+}$, here one can replace $\tau(n)$ with $\tau$ and integrate with respect to $x$ over $\mathbb{R}_{+}$. To prove this it suffices to prove that

$$
\begin{equation*}
E \int_{0}^{\tau} \int_{\mathbb{R}_{+}}|I(s, x)| d x d s<\infty \tag{4.11}
\end{equation*}
$$

Observe that (4.7) for $\gamma=2$ means that

$$
\begin{equation*}
M^{-1} u, u_{x}, M u_{x x} \in \mathbb{L}_{p, \theta}(\tau) \tag{4.12}
\end{equation*}
$$

which implies (4.11) since by Hölder's inequality

$$
\begin{gathered}
E \int_{0}^{\tau} \int_{0}^{\infty}|G(v)|\left|x u_{x x}\right| x^{\theta-1} d x d t \\
=E \int_{0}^{\tau} \int_{0}^{\infty}|u(t, x) / x|^{p-1}\left|x u_{x x}(t, x)\right| x^{\theta-1} d x d t \\
\leq\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p-1}| | M u_{x x} \|_{\mathbb{L}_{p, \theta}(\tau)} \\
E \int_{0}^{\tau} \int_{0}^{\infty}|G(v)|\left|x f_{x}\right| x^{\theta-1} d x d t \leq\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p-1}\left\|M f_{x}\right\|_{\mathbb{L}_{p, \theta}(\tau)} \\
E \int_{0}^{\tau} \int_{0}^{\infty}|v|^{p-2}\left|u_{x}\right|^{2} x^{\theta-1} d x d t \leq\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(T)}^{p-2}\left\|u_{x}\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{2} \\
E \int_{0}^{\tau} \int_{0}^{\infty}|v|^{p-2}|g|_{l_{2}}^{2} x^{\theta-1} d x d t \leq\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p-2} \mid g g \|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{2}
\end{gathered}
$$

Having thus proved (4.11), from (4.10) we conclude

$$
\begin{equation*}
E \int_{0}^{\tau} \int_{\mathbb{R}_{+}} I(s, x) d x d s \geq 0 \tag{4.13}
\end{equation*}
$$

While estimating the integral with respect to $x$ in (4.13) we integrate by parts after noticing that (4.12) also implies that

$$
E \int_{0}^{\tau} \int_{0}^{\infty}\left|G(u) \| u_{x}\right| x^{\theta-1} d x d t<\infty
$$

By Lemma 4.1 for almost all $(\omega, t) \in(0, \tau \rrbracket$ we get

$$
\begin{gathered}
p \int_{0}^{\infty} x^{\theta-1} G(v)\left(x u_{x x}\right) d x=p \int_{0}^{\infty} x^{c} G(u) u_{x x} d x \\
=-p(p-1) \int_{0}^{\infty}|u|^{p-2}\left|u_{x}\right|^{2} x^{c} d x-c \int_{0}^{\infty} x^{c-1}\left(|u|^{p}\right)_{x} d x \\
=-p(p-1) \int_{0}^{\infty}|u|^{p-2}\left|u_{x}\right|^{2} x^{c} d x+c(c-1) \int_{0}^{\infty}\left|M^{-1} u\right|^{p} x^{\theta-1} d x .
\end{gathered}
$$

Furthermore,

$$
\begin{gathered}
\left|\int_{0}^{\infty} x^{\theta-1} G(v)\left(x f_{x}\right) d x\right| \leq\|v\|_{L_{p, \theta}}^{p-1}\left\|M f_{x}\right\|_{L_{p, \theta}} \\
\quad \leq \varepsilon\left\|M^{-1} u\right\|_{L_{p, \theta}}^{p}+N(\varepsilon, p)\|f\|_{H_{p, \theta}^{1}}^{p},
\end{gathered}
$$

where $\varepsilon>0$ is arbitrary. Finally, while estimating the terms in (4.13) which came from stochastic integrals we also use

$$
\left(\alpha \sigma^{k} u_{x}-g^{k}\right)^{2} \leq(1+\varepsilon)\left|\sigma^{k}\right|^{2}\left|u_{x}\right|^{2}+\left(1+\varepsilon^{-1}\right)\left|g^{k}\right|^{2}
$$

Then from (4.13) we conclude that for any $\varepsilon>0$,

$$
\begin{align*}
& p(p-1) E \int_{0}^{\tau} \int_{0}^{\infty}\left[(1+\varepsilon)|\sigma|_{l_{2}}^{2} / 2-1\right]|u|^{p-2}\left|u_{x}\right|^{2} x^{c} d x d t \\
& +[(\theta+1-p)(\theta-p)+\varepsilon] E \int_{0}^{\tau} \int_{0}^{\infty}\left|M^{-1} u\right|^{p} x^{\theta-1} d x d t \\
& \quad+N(\varepsilon, p)\left(\left\|\left.f\right|_{\mathbb{H}_{p, \theta}^{1}(\tau)} ^{p}+\right\| g \|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{p}\right) d x d t \geq 0 . \tag{4.14}
\end{align*}
$$

Now comes the only place where we need $\theta \in[p-1, p)$. This condition implies that $(\theta+1-p)(\theta-p) \leq 0$. Also $|\sigma|_{l_{2}}^{2} \leq 2-\delta$. By using (2.13) we conclude that the first term in (4.14) is strong enough if $\varepsilon$ is small and (4.14) implies (4.5). This brings the proof of Lemma 4.2 to an end.
4.2. Case $\boldsymbol{p} \geq 2$ and $\boldsymbol{\theta} \in(\mathbf{0}, \boldsymbol{p})$. Uniqueness. Suppose that $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ is a solution of

$$
\begin{equation*}
d u=u_{x x} d t+\sigma^{k} u_{x} d w_{t}^{k} \tag{4.15}
\end{equation*}
$$

with zero initial condition. By Lemma 3.6 it follows that $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ for all $\gamma$ and also $u \zeta \in \mathcal{H}_{p}^{\gamma}(\tau)$ for all $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$. Hence we again have (4.12) and the equation is satisfied pointwise. For $\theta \in[p-1, p)$, this makes it possible to estimate the norm $\|u\|_{\mathfrak{H}_{p, \theta}^{0}(\tau)}$ using the same computations as in Lemma 4.2. Since now $f=g_{k}=0$, the result is $\|u\|_{\mathfrak{H}_{p, \theta}^{1}(\tau)}=0$.

Next notice that, for any $\theta \in(0, p)$, there exists $\theta_{1} \in(p-1, p)$ such that $\theta<$ $\theta_{1}<\theta+p$. Also as above, for any $\gamma$ any solution of (4.15) in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ with zero initial condition also belongs to $\mathfrak{H}_{p, \theta}^{1}(\tau)$. Hence, the following result implies the uniqueness for general $\theta \in(0, p)$.

Lemma 4.3. Let $\gamma, \theta_{1}$, and $p$ be such that the first two assertions of Theorem 3.2 hold for $u_{0} \equiv 0$, any stopping time $\tau$, and these $\gamma, \theta_{1}$, and $p$ (for instance, $\gamma=1$, $\theta_{1} \in[p-1, p)$, and $\left.p \geq 2\right)$. Let $q \geq p, \theta \neq 0$, and $\theta \neq q$ satisfy $\theta / q<\theta_{1} / p \leq \theta / q+1$. Let $\tau$ be a stopping time and $u \in \mathfrak{H}_{q, \theta, 0}^{1}(\tau)$ satisfy (3.1) with some $f \in \mathbb{L}_{p, \theta_{1}}(\tau)$ and $g \in \mathbb{L}_{p, \theta_{1}}\left(\tau, l_{2}\right)$. Then $u \in \mathfrak{H}_{p, \theta_{1}, 0}^{1}(\tau)$.

Proof. By Remark 3.8 we may assume that $\gamma=0$. Let $v$ be the unique solution of (3.1) in $\mathfrak{H}_{p, \theta, 0}^{1}(\tau)$ with given $f$ and $g$. To prove the lemma we prove that $u=v$.

Let $\kappa$ be an infinitely differentiable function such that $\kappa(x)=1$ for $|x| \leq 1$ and $\kappa(x)=0$ for $|x| \geq 2$. Define $\kappa_{n}=\kappa(x / n)$.

First we prove that for any $n$,

$$
\begin{equation*}
u \kappa_{n} \in \mathfrak{H}_{p, \theta_{1}, 0}^{1}(\tau) . \tag{4.16}
\end{equation*}
$$

To this end observe that

$$
\begin{gather*}
E \int_{0}^{\tau} \int_{0}^{\infty}\left|\left(u \kappa_{n}\right)_{x}\right|^{p} x^{\theta_{1}-1} d x d t \leq 2^{p-1} E \int_{0}^{\tau} \int_{0}^{\infty}\left|u_{x} \kappa_{n}\right|^{p} x^{\theta_{1}-1} d x d t \\
+2^{p-1} E \int_{0}^{\tau} \int_{0}^{\infty}\left|u \kappa_{n x}\right|^{p} x^{\theta_{1}-1} d x d t \tag{4.17}
\end{gather*}
$$

where by Hölder's inequality the first term on the right is less than a constant times

$$
\begin{gathered}
E \int_{0}^{\tau} \int_{0}^{2 n}\left|u_{x} x^{(\theta-1) / q}\right|^{p} x^{\theta_{1}-1-(\theta-1) p / q} d x d t \\
\leq\left(E \int_{0}^{\tau} \int_{0}^{2 n}\left|u_{x}\right|^{q} x^{\theta-1} d x d t\right)^{p / q} T^{1-p / q}\left(\int_{0}^{2 n} x^{c} d x\right)^{1-p / q}
\end{gathered}
$$

with

$$
c=\left[\theta_{1}-1-(\theta-1) p / q\right] q /(q-p)=\frac{q p}{(q-p)}\left(\frac{\theta_{1}}{p}-\frac{\theta}{q}\right)-1
$$

Since $c>-1$, the first term on the right in (4.17) is finite. One can similarly treat the second term after noticing that $\left|u \kappa_{n x}\right| \leq N|u / x|$ and $u / x \in \mathbb{L}_{q, \theta}(\tau)$. The same argument yields $u \kappa_{n} / x \in \mathbb{L}_{p, \theta_{1}}(\tau)$ and this proves (4.16).

Now, let $\bar{u}=u-v$. By what we have just proved, $\bar{u} \kappa_{n}$ belongs to $\mathfrak{H}_{p, \theta_{1}, 0}^{1}(\tau)$. Also $\bar{u} \kappa_{n}$ satisfies the following equation similar to (3.7)

$$
d\left(\bar{u} \kappa_{n}\right)=\left(a\left(\bar{u} \kappa_{n}\right)_{x x}+\bar{f}_{n x}\right) d t+\left(\sigma^{k}\left(\bar{u} \kappa_{n}\right)_{x}+\bar{g}_{n}^{k}\right) d w_{t}^{k}
$$

where

$$
\begin{aligned}
& \bar{f}_{n}(t, x)=a(t) \int_{x}^{\infty}\left[2 \kappa_{n x}(y) \bar{u}_{x}(t, y)+\kappa_{n x x}(y) \bar{u}(t, y)\right] d y \\
& =-2 a \kappa_{n x} \bar{u}+(M D)^{-1}\left(M a \kappa_{n x x} \bar{u}\right), \quad \bar{g}^{k}=-\sigma^{k} \kappa_{n x} \bar{u}
\end{aligned}
$$

Hence, by our assumptions and Remark 1.5

$$
\begin{equation*}
\left\|\bar{u} \kappa_{n}\right\|_{\mathfrak{H}_{p, \theta_{1}}^{1}(\tau)} \leq N| | \kappa_{n x} \bar{u}\left\|_{\mathbb{L}_{p, \theta_{1}}(\tau)}+N| | M \kappa_{n x x} \bar{u}\right\|_{\mathbb{L}_{p, \theta_{1}}(\tau)} . \tag{4.18}
\end{equation*}
$$

Here, for instance, $\left(\kappa_{n x} \leq N / n\right)$

$$
\begin{gathered}
\left\|\kappa_{n x} \bar{u}\right\|_{\mathbb{L}_{p, \theta_{1}}(\tau)}^{p} \leq N n^{-p} E \int_{0}^{\tau} \int_{n}^{2 n}|\bar{u}|^{p} x^{\theta_{1}-1} d x d t \\
\leq N E \int_{0}^{\tau} \int_{n}^{2 n}|v / x|^{p} x^{\theta_{1}-1} d x d t+N n^{\theta_{1}-p-1} E \int_{0}^{\tau} \int_{n}^{2 n}|u|^{p} d x d t
\end{gathered}
$$

The first term on the right tends to zero as $n \rightarrow \infty$ since $v / x \in \mathbb{H}_{p, \theta_{1}}^{0}(\tau)$. To prove the same for the second term use Hölder's inequality to get that it is less than

$$
\begin{align*}
& N T^{1-p / q} n^{\theta_{1}-p-p / q}\left(E \int_{0}^{\tau} \int_{n}^{2 n}|u|^{q} d x d t\right)^{p / q} \\
& \quad \leq N n^{c}\left(E \int_{0}^{\tau} \int_{n}^{2 n}|u|^{q} x^{\theta-1} d x d t\right)^{p / q} \tag{4.19}
\end{align*}
$$

where $c=\theta_{1}-p-p / q-(\theta-1) p / q \leq 0$ by virtue of $\theta_{1} / p \leq 1+\theta / q$. Theorem 2.11 implies that the right-hand side of (4.19) tends to zero as $n \rightarrow \infty$.

In the same way using the fact that $\left|M \kappa_{n x x}\right| \leq N / n$ we get that the second term on the right in (4.18) tends to zero as well. Thus (use Theorem 2.11)

$$
\begin{gathered}
E \sup _{t \leq \tau} \int_{0}^{\infty}|\bar{u}(t, x)|^{p} x^{\theta_{1}-1} d x d t \leq \liminf _{n \rightarrow \infty} E \sup _{t \leq \tau}\left\|\bar{u}(t, \cdot) \kappa_{n}\right\|_{H_{p, \theta_{1}}^{0}}^{p} \\
\leq N \liminf _{n \rightarrow \infty}\left\|\bar{u} \kappa_{n}\right\|_{\mathfrak{H}_{p, \theta_{1}}^{1}(\tau)}^{p}=0
\end{gathered}
$$

The lemma is proved.
4.3. Case $\sigma \equiv \mathbf{0}$ and $\boldsymbol{p} \geq \mathbf{2}$. Uniqueness follows directly from section 4.2. To prove existence notice that as has been emphasized in section 4.1 the only place where we used $\theta \in[p-1, p)$ is right after (4.14). But in our present situation $\sigma \equiv 0$ and from (4.14) and (2.13) we conclude that

$$
\begin{gather*}
{\left[p^{-1}(p-1)(p-\theta)^{2}+(\theta+1-p)(p-\theta)+\varepsilon\right]\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p}} \\
\leq N(\varepsilon, p)\left(\|f\|_{\mathbb{H}_{p, \theta}^{1}}^{p}+\|g\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{p}\right) \tag{4.20}
\end{gather*}
$$

Observe that the condition $0<\theta<p$ is equivalent to $p^{-1}(p-1)(p-\theta)^{2}+(\theta+1-$ $p)(p-\theta)>0$. Therefore, for $\varepsilon$ small enough we again get (4.5). This takes care of the existence.
4.4. Case $\boldsymbol{\sigma} \equiv \mathbf{0}$ and $\boldsymbol{g} \equiv \mathbf{0}$. Actually, this is the case of the heat equation without any stochastic terms. In this case Lemma 3.6 is available for any $p>1$ and as in section 4.1, to prove existence, it suffices to prove (4.5) for $f$ as in section 4.1. This time we get (4.20) with $\varepsilon=0$ even for $1<p<2$, which is proved by the same approximating argument as in the proof of Theorem 2.13 right after (2.15). Hence, we have existence.

The uniqueness is proved as in the beginning of section 4.2 observing that this time we do not need condition $\theta \in[p-1, p)$ to be satisfied and yet have (4.20).

This finishes the proof of Lemma 3.5.
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#### Abstract

We prove a stability estimate for the inverse problem of cracks under essentially minimal regularity assumptions on the crack and on the background conductivity.
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1. Introduction. We consider the problem of determining a crack in an electrically conducting body from current and voltage measurements at the boundary. The mathematical theory for this inverse problem was initiated by A. Friedman and M. Vogelius [F-V], who proved uniqueness theorems for a crack in a planar conductor. Stability estimates were obtained in [A2], [A3], [DV] for the case of a single crack in a homogeneous isotropic planar conductor. For an extended account on the results for this problem and for further references the reader is referred to $[A-D B]$, where a three-dimensional theory for this problem is developed.

In this paper we prove a stability estimate for the determination of a crack in an inhomogeneous planar conductor under essentially minimal regularity assumptions on the (unknown) crack and on the (known) background conductivity.

We shall consider the conductor $\Omega$ as a simply connected bounded domain in the plane with Lipschitz boundary. The conductivity within $\Omega$ is given by a bounded and measurable tensor $A$ which satisfies a uniform ellipticity condition. A crack $\sigma$ in $\Omega$ will be a simple open curve within $\Omega$ which we shall a priori assume to be Lipschitz. Given a zero average function $\psi$ on $\partial \Omega$, representing the prescribed current density, the electrostatic potential $u$ in $\Omega$ will be, in the presence of the crack $\sigma$, the weak solution of the following (direct) Neumann boundary value problem:

$$
\begin{cases}\operatorname{div}(A \nabla u)=0 & \text { in } \Omega \backslash \sigma  \tag{1.1}\\ A \nabla u \cdot \nu=0 & \text { on either side of } \sigma \\ A \nabla u \cdot \nu=\psi & \text { on } \partial \Omega\end{cases}
$$

where $\nu$ denotes the unit normal with outward orientation when on $\partial \Omega$.
The inverse problem consists of determining the crack $\sigma$ from the voltage measurements $\left.u\right|_{\Sigma}, \Sigma$ being a portion of $\partial \Omega$, corresponding to one or more prescribed current densities $\psi$.

Notice that this model corresponds to the so-called case of a perfectly insulating crack; let us stress here that our present method would enable us also to treat, with analogous results, the so-called case of perfectly conducting cracks. For the sake of brevity, we shall not discuss this case any further.

[^14]As is well known since the work of A. Friedman and M. Vogelius, in order to uniquely determine $\sigma$ it is necessary to perform measurements for at least two different choices $\psi_{1}, \psi_{2}$ of the current density $\psi$. We shall use here current densities $\psi_{1}, \psi_{2}$ analogous to those used in previous works on uniqueness [ $\mathrm{Br}-\mathrm{V}$ ], [A-DV], [K-Se], which can be viewed as general models of a two-electrode configuration in which one electrode is kept fixed and the other is placed in two different locations. See the following section 2 for details.

Our main result (Theorem 2.1) is that the crack $\sigma$ depends continuously on the boundary measurements at a rate which is of $\log -\log$ type.

That is, we obtain a result which is comparable with those previously obtained for the case of a homogeneous conductor. See the concluding remarks for further details.

The present approach, however, is different from the one in [A2], [A3], [DV], which took advantage of the uniform conductivity by the use of special conformal transformations. Rather, it is closer to the approach used in [A-DV] to prove uniqueness of multiple cracks in an inhomogeneous conductor, the main novelty here being the need of stability estimates for a Cauchy problem for the elliptic equation in (1.1). In fact we shall show that the Cauchy problem for such elliptic equations has a stability character analogous to the one for the Laplace equation regardless of the smoothness of the coefficients. We shall prove this by a generalization of the classical method of harmonic measure, Theorem 4.5. We believe that this result can have some independent interest.

In section 2 we start by listing all the needed a priori assumptions and we state our main Theorem 2.1.

In section 3 we collect results based on the connections between elliptic equations in two variables, first-order Beltrami-type equations, and quasi-conformal mappings. The principal result of this section is contained in Proposition 3.7 stating Hölder continuity properties of the mappings $f, f^{-1}$, where $f$ is given by $f=u+i v, u$ is a solution to (1.1), and $v$ is the associated stream function (i.e., a generalized harmonic conjugate).

Section 4 contains a treatment of a Cauchy problem and its stability properties, the main result for the rest of the paper being Proposition 4.1. Theorem 4.5 is instead a result of general type possibly useful in other contexts.

Section 5 consists of the completion of the proof of Theorem 2.1 and some concluding remarks.

## 2. The main theorem.

Prior information. For every $z=x+i y \in \mathbb{C}$ and for every $r>0$ we denote with $B_{r}(z)$ the disk with center $z$ and radius $r$. As usual, we shall identify complex numbers $z=x+i y \in \mathbb{C}$ with points $(x, y) \in \mathbb{R}^{2}$.

If $\gamma$ is a simple curve (which could be closed) and $z_{0}, z_{1}$ are two points of $\gamma$, we define length ${ }_{\gamma}\left(z_{0}, z_{1}\right)$ the length of the smallest arc in $\gamma$ connecting $z_{0}$ to $z_{1}$.

If $\gamma$ is a simple curve, $r$ is a positive number, and $z$ belongs to $\gamma$, we say that $\gamma \cap B_{r}(z)$ is a Lipschitz graph with norm $M$ if there exists a system of Cartesian coordinates $(x, y)$ with origin in $z$, with respect to which one has

$$
\gamma \cap B_{r}(z)=\left\{(x, y) \mid y=\phi(x), x^{2}+y^{2}<r^{2}\right\}
$$

where $\phi$ is a Lipschitz function on $[-r, r]$ and $\left\|\phi^{\prime}\right\|_{L^{\infty}(-r, r)} \leq M$.
If $\gamma$ is a simple open curve, $r$ is a positive number and $z$ is an endpoint of $\gamma$, we say that $\gamma \cap B_{r}(z)$ is a half Lipschitz graph with norm $M$ if there exists a
system of Cartesian coordinates $(x, y)$ with origin in $z$ such that with respect to these coordinates one has

$$
\gamma \cap B_{r}(z)=\left\{(x, y) \mid y=\phi(x), 0 \leq x \leq r, x^{2}+y^{2}<r^{2}\right\}
$$

where $\phi$ is a Lipschitz function on $[0, r]$ and $\left\|\phi^{\prime}\right\|_{L^{\infty}(0, r)} \leq M$.
Let $\Omega$ be a bounded domain and $d>0$; we denote

$$
\begin{equation*}
\Omega_{d}=\{z \in \Omega: \operatorname{dist}(z, \partial \Omega)>d\} \tag{2.1}
\end{equation*}
$$

Prior information on the domain. Let $\Omega$ be a bounded, simply connected domain in $\mathbb{R}^{2}$ and let its boundary $\partial \Omega$ be a simple, closed curve satisfying, for given positive constants $L, \delta$, and $M$,
(2.2)(a) perimeter of $\Omega \leq L$,
(2.2)(b) for every $z \in \partial \Omega$; then $\partial \Omega \cap B_{\delta}(z)$ is a Lipschitz graph with norm $M$.

Prior information on the crack. A crack $\sigma$ in $\Omega$ will be a simple, open curve in $\Omega$ such that
(2.3)(a) the length of $\sigma$ is less than $L$;
(2.3)(b) the distance of $\sigma$ from $\partial \Omega$ is $\geq \delta$;
(2.3)(c) if $V_{1}, V_{2}$ are the endpoints of $\sigma$, then for every $i=1,2 \sigma \cap B_{\delta}\left(V_{i}\right)$ is a half Lipschitz graph with norm $M$; furthermore, for any $z \in \sigma \backslash\left(B_{\delta / 2}\left(V_{1}\right) \cup B_{\delta / 2}\left(V_{2}\right)\right)$, $\sigma \cap B_{\delta / 2}(z)$ is a Lipschitz graph with norm $M$.

Prior information on the boundary data. Let $\gamma_{0}, \gamma_{1}, \gamma_{2}$ be three fixed simple $\operatorname{arcs}$ in $\partial \Omega$, pairwise internally disjoint.

Given $\Gamma>0$, let us fix three functions $\eta_{0}, \eta_{1}, \eta_{2} \in L^{2}(\partial \Omega)$ such that for every $j=0,1,2$,

$$
\begin{aligned}
& \text { (2.4)(a) } \quad \eta_{j} \geq 0 \text { on } \partial \Omega ; \operatorname{supp}\left(\eta_{j}\right) \subset \gamma_{j} ; \\
& \text { (2.4)(b) } \int_{\partial \Omega} \eta_{j}=1 ; \\
& \text { (2.4)(c) }\left\|\eta_{j}\right\|_{L^{2}(\partial \Omega)} \leq \Gamma
\end{aligned}
$$

Then we prescribe the current densities on the boundary $\psi_{1}, \psi_{2}$ to be given by

$$
\begin{equation*}
\psi_{1}=\eta_{0}-\eta_{1}, \quad \psi_{2}=\eta_{0}-\eta_{2} \tag{2.5}
\end{equation*}
$$

We have
(2.6)(a) $\quad \int_{\partial \Omega} \psi_{j}=0$ for every $j=1,2$;
(2.6)(b) $\quad\left\|\psi_{j}\right\|_{L^{2}(\partial \Omega)} \leq 2 \Gamma$ for every $j=1,2$.

Moreover let us consider the following antiderivatives along $\partial \Omega$ of $\psi_{1}, \psi_{2}$ :

$$
\begin{equation*}
\Psi_{j}(s)=\int \psi_{j}(s) \mathrm{d} s, \quad j=1,2 \tag{2.7}
\end{equation*}
$$

where the indefinite integral is taken with respect to arclength on $\partial \Omega$ in the counterclockwise direction. The functions $\Psi_{1}, \Psi_{2}$ are defined up to an additive constant.

We remark that from the prior information on $\Omega$, (2.2), we can find a constant $M_{1}$ depending on $L, \delta$, and $M$ only such that for all $z_{0}, z_{1}$ belonging to $\partial \Omega$ the following inequality holds:

$$
\begin{equation*}
\operatorname{length}_{\partial \Omega}\left(z_{0}, z_{1}\right) \leq M_{1}\left|z_{0}-z_{1}\right| \tag{2.8}
\end{equation*}
$$

Hence $\Psi_{j}$ verify the following property

$$
\begin{equation*}
\left|\Psi_{j}\left(z_{0}\right)-\Psi_{j}\left(z_{1}\right)\right| \leq 2 \Gamma\left(\operatorname{length}_{\partial \Omega}\left(z_{0}, z_{1}\right)\right)^{1 / 2} \leq \Gamma_{1}\left|z_{0}-z_{1}\right|^{1 / 2} \tag{2.9}
\end{equation*}
$$

for any $z_{0}, z_{1}$ belonging to the boundary of $\Omega$, where $\Gamma_{1}=2 \Gamma M_{1}^{1 / 2}$.

Prior information on the conductivity. Given $\lambda, \Lambda>0$, let $A=A(z), z \in \Omega$, be a $2 \times 2$ matrix with bounded measurable entries such that
(2.10)(a) $\quad A(z) \xi \cdot \xi \geq \lambda|\xi|^{2} \quad$ for every $\xi \in \mathbb{R}^{2}$ and for a.e. $z \in \Omega$;
(2.10)(b) $\quad\|A\|_{L^{\infty}(\Omega)} \leq \Lambda$.

For any $i=1,2$, let $u_{i} \in W^{1,2}(\Omega \backslash \sigma)$ be the weak solution of the following Neumann-type boundary value problem:

$$
\begin{cases}\operatorname{div}\left(A \nabla u_{i}\right)=0 & \text { in } \Omega \backslash \sigma  \tag{2.11}\\ A \nabla u_{i} \cdot \nu=0 & \text { on either side of } \sigma \\ A \nabla u_{i} \cdot \nu=\psi_{i} & \text { on } \partial \Omega\end{cases}
$$

where $\nu$ denotes the unit normal, with the outward orientation when on $\partial \Omega$.
That is, we understand that $u_{i}$ satisfies

$$
\int_{\Omega \backslash \sigma} A \nabla u_{i} \cdot \nabla \varphi=\int_{\partial \Omega} \psi_{i} \varphi \quad \text { for every } \varphi \in W^{1,2}(\Omega \backslash \sigma)
$$

If $\sigma^{\prime}$ is another crack, that is, another curve satisfying conditions (2.3), we denote by $u_{i}^{\prime}$ the solutions to (2.11) when $\sigma$ is replaced with $\sigma^{\prime}$.

We denote by $\Sigma$ a simple arc in $\partial \Omega$ whose length is at least $\delta$.
The set of constants $L, M, \delta, \Gamma, \lambda$, and $\Lambda$ will be referred to as the a priori data.
We are now in position to state the main theorem.
Theorem 2.1. Under the previously stated assumptions, let $\varepsilon>0$ be such that

$$
\begin{equation*}
\max _{i=1,2}\left\|u_{i}-u_{i}^{\prime}\right\|_{L^{\infty}(\Sigma)} \leq \varepsilon \tag{2.12}
\end{equation*}
$$

then the two cracks $\sigma, \sigma^{\prime}$ satisfy

$$
\begin{equation*}
\mathrm{d}_{H}\left(\sigma, \sigma^{\prime}\right) \leq \omega(\varepsilon) \tag{2.13}
\end{equation*}
$$

where $\omega(\varepsilon)$ is a positive function on $(0,+\infty)$ that verifies

$$
\begin{equation*}
\omega(\varepsilon) \leq K(\log |\log \varepsilon|)^{-\alpha} \text { for every } \varepsilon, 0<\varepsilon<1 / e \tag{2.14}
\end{equation*}
$$

Here $K$ and $\alpha$ are positive constants depending on the a priori data only.
Here $\mathrm{d}_{H}$ denotes the Hausdorff distance. We recall that the Hausdorff distance between bounded closed sets $\sigma$ and $\sigma^{\prime}$ is given by

$$
\mathrm{d}_{H}\left(\sigma, \sigma^{\prime}\right)=\max \left\{\sup _{x \in \sigma^{\prime}} \operatorname{dist}(x, \sigma), \sup _{x \in \sigma} \operatorname{dist}\left(x, \sigma^{\prime}\right)\right\} .
$$

3. Stream functions and quasi-conformal mappings. We begin by reviewing some properties of quasi-conformal mappings which will be used in the sequel.

We shall make repeated use of the following notation for complex derivatives:

$$
f_{\bar{z}}=\frac{1}{2}\left(f_{x}+i f_{y}\right), \quad f_{z}=\frac{1}{2}\left(f_{x}-i f_{y}\right)
$$

We denote by $J=\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$ the counterclockwise rotation of $90^{\circ}$ and by $(\cdot)^{T}$ transpose.

Proposition 3.1. Let $D$ be a bounded simply connected domain in $\mathbb{R}^{2}$. Let $A$ satisfy (2.10). Let $u \in W^{1,2}(D)$ be a weak solution to the equation

$$
\begin{equation*}
\operatorname{div}(A \nabla u)=0 \quad \text { in } D \tag{3.1}
\end{equation*}
$$

There exists a function $v \in W^{1,2}(D)$ which satisfies

$$
\begin{equation*}
\nabla v=J A \nabla u \quad \text { almost everywhere in } D . \tag{3.2}
\end{equation*}
$$

Moreover, letting $f=u+i v$, we have

$$
\begin{equation*}
f_{\bar{z}}=\mu f_{z}+\nu \overline{f_{z}} \quad \text { almost everywhere in } D \tag{3.3}
\end{equation*}
$$

where $\mu$ and $\nu$ are bounded measurable, complex valued coefficients, satisfying

$$
\begin{equation*}
|\mu|+|\nu| \leq k<1 \quad \text { almost everywhere in } D \tag{3.4}
\end{equation*}
$$

where $k$ is a constant depending on $\lambda$, $\Lambda$ only.
On the other hand, if $f=u+i v, f \in W^{1,2}(D, \mathbb{C})$, verifies (3.3) with coefficients $\mu$ and $\nu$ satisfying (3.4), then there exists a $2 \times 2$ matrix $A$ such that $u$ is a weak solution of $\operatorname{div}(A \nabla u)=0$ in $D$ and $A$ verifies (2.10) with constants $\lambda, \Lambda>0$ depending upon $k$ only.

The function $v$ appearing above is usually called the stream function associated with $u$. Notice that $v$ is uniquely determined up to an additive constant and also that $v$ is a weak solution to

$$
\begin{equation*}
\operatorname{div}(B \nabla v)=0 \quad \text { in } D \tag{3.5}
\end{equation*}
$$

where $B=(\operatorname{det} A)^{-1} A^{T}$.
Proof. For the existence of the stream function $v$ see [A-M, Theorem 2.1]. Then by (3.2), (3.3) follows with $\mu, \nu$ given by

$$
\begin{align*}
\mu & =\frac{a_{22}-a_{11}-i\left(a_{12}+a_{21}\right)}{a_{11} a_{22}-a_{12} a_{21}+a_{11}+a_{22}+1}  \tag{3.6}\\
\nu & =\frac{a_{12} a_{21}-a_{11} a_{22}+1+i\left(a_{12}-a_{21}\right)}{a_{11} a_{22}-a_{12} a_{21}+a_{11}+a_{22}+1}
\end{align*}
$$

From these expressions and (2.10), one obtains, through elementary although lengthy computations, (3.4).

Conversely, given the coefficients $\mu, \nu$ in (3.3) satisfying (3.4) one obtains (3.1) and (3.2) with $A$ given by

$$
A=\left[\begin{array}{cc}
\frac{|1-\mu|^{2}-|\nu|^{2}}{\left|1+\left.\right|^{2}-\left|| |^{2}\right.\right.} & \frac{2 \Im(\nu-\mu)}{|1+\nu|^{2}-|\mu|^{2}}  \tag{3.7}\\
\frac{-2 \Im(\mu+\nu)}{|1+\nu|^{2}-|\mu|^{2}} & \frac{|1+\mu|^{2}-|\nu|^{2}}{|1+\nu|^{2}-|\mu|^{2}}
\end{array}\right]
$$

and the thesis follows.
We recall that a quasi-conformal map $f$ in an open set $D$ is an univalent $W^{1,2}(D, \mathbb{C})$ solution of an equation of the type (3.3), (3.4).

Now we state the following representation theorem, due to L. Bers and L. Nirenberg [B-N].

Theorem 3.2. Let $D \subset B_{1}(0)$, and let $f \in W^{1,2}(D, \mathbb{C})$ verify (3.3) where $\mu$, $\nu$ satisfy (3.4).

There exists a quasi-conformal map $\chi$ from $B_{1}(0)$ into itself and a holomorphic function $F$ on $\chi(D)$ such that

$$
\begin{equation*}
f=F \circ \chi \tag{3.8}
\end{equation*}
$$

Moreover the function $\chi$ and its inverse $\chi^{-1}$ satisfy the following conditions:

$$
\begin{array}{ll}
|\chi(x)-\chi(y)| \leq C|x-y|^{\alpha} & \forall x, y \in B_{1} \\
\left|\chi^{-1}(x)-\chi^{-1}(y)\right| \leq C|x-y|^{\alpha} & \forall x, y \in B_{1} \tag{3.9}
\end{array}
$$

where $C$ and $\alpha, 0<\alpha<1$, depend upon $k$ only.
Proof. See [B-N, page 116].
Let us define, as in $[\mathrm{A}-\mathrm{M}]$, geometric critical points of solutions of elliptic equations like (3.1). That is, given $u$ as in Proposition 3.1, let $v$ be its stream function and let $\chi$ and $F$, respectively, be the quasi-conformal map and the holomorphic function appearing in the representation (3.8) for $f=u+i v$.

A point $z \in \Omega$ is called a geometric critical point of $u$ if $\chi(z)$ is a critical point (in the standard sense) for $\Re F$. This definition does not depend on the choice of the representation.

According to $[\mathrm{A}-\mathrm{M}]$, we define the geometric index of $u$ at $z \in \Omega$ as the winding number of $F^{\prime}$ at $\chi\left(z_{0}\right)$.

Remark 3.3. We wish to stress that the representation theorem, 3.2, gives us that, up to the change of coordinates $\chi, v$ can be viewed as the harmonic conjugate to $u$. In particular we have that, with respect to the metric in $\chi(D)$, the level lines of $v$ are lines of steepest descent of $u$ and vice versa. Consequently we have that, away from the discrete set of geometric critical points, $u$ is strictly monotone on each connected component of the level lines of $v$, and vice versa.

The following theorem shows that, although the domain $\Omega \backslash \sigma$ is doubly connected, for the particular case of solutions to (1.1) a single valued global stream function $v$ exists.

Theorem 3.4. Let $u$ be a weak solution to (1.1) with $\psi \in L^{2}(\partial \Omega), \int_{\partial \Omega} \psi=0$.
There exists, and it is unique up to an additive constant, a global stream function $v \in W^{1,2}(\Omega \backslash \sigma)$ related to $u$.

Moreover $v$ is a weak solution of the following Dirichlet-type boundary value problem:

$$
\begin{cases}\operatorname{div}(B \nabla v)=0 & \text { in } \Omega \backslash \sigma,  \tag{3.10}\\ v=\text { const } & \text { on } \sigma, \\ v=\Psi, & \text { on } \partial \Omega, \\ \int_{\partial \Omega} B \nabla v \cdot \nu=0, & \end{cases}
$$

where $\Psi=\int \psi \mathrm{d}$ s on $\partial \Omega$.
Here, as above, $B=\left(\operatorname{det}(A)^{-1}\right) A^{T}$. Observe that the constant value of $v$ on $\sigma$ is part of the unknowns of the problem (3.10) and that its weak formulation is to find $v \in W^{1,2}(\Omega)$ such that $v=$ constant on $\sigma, v=\Psi$ on $\partial \Omega$ in the sense of traces and satisfies

$$
\int_{\Omega} B \nabla v \cdot \nabla \varphi=0 \quad \text { for every } \varphi \in W^{1,2}(\Omega) \text { such that } \varphi=\text { constant on } \sigma \text {. }
$$

Proof. The reader is referred to [A-DV, Proposition 2.1].
We note that the above theorem applies in particular to $u_{1}, u_{2}$ given by (2.11) and to any linear combination of such solutions. Let $a, b$ be any two real numbers such that $a^{2}+b^{2}=1$ and let us define

$$
\begin{array}{ll}
u=a u_{1}+b u_{2}, & v=a v_{1}+b v_{2}, \\
\psi=a \psi_{1}+b \psi_{2}, & \Psi=a \Psi_{1}+b \Psi_{2} . \tag{3.12}
\end{array}
$$

Clearly, $u$ is the weak solution to (1.1) and $v$ is its stream function, solving (3.10). When $\sigma$ is replaced with $\sigma^{\prime}$, we define $u^{\prime}, v^{\prime}$ in the same fashion.

Remark 3.5. Observe that, by (2.9) we have

$$
\begin{equation*}
|\Psi(z)-\Psi(w)| \leq 2 \Gamma_{1}|z-w|^{1 / 2} \quad \text { for every } z, w \in \partial \Omega . \tag{3.13}
\end{equation*}
$$

Moreover, by (2.4), (2.5) one easily obtains that there exist points $\tilde{P}, \tilde{Q} \in \partial \Omega$ such that $\Psi$ is monotone on the two simple curves forming $\partial \Omega \backslash\{\tilde{P}, \tilde{Q}\}$. Finally note that

$$
\begin{equation*}
\operatorname{osc}_{\partial \Omega} \Psi=|\Psi(\tilde{P})-\Psi(\tilde{Q})| \geq 1 / \sqrt{2} \tag{3.14}
\end{equation*}
$$

In order to distinguish the one-sided limits as $z \rightarrow \sigma, z \in \Omega \backslash \sigma$, it is convenient to figure out $\sigma$ as a degenerate closed curve. More precisely we present Definition 3.6.

Definition 3.6. Let $\tilde{\sigma}$ be the abstract simple closed curve obtained from two copies of $\sigma$ and gluing two by two the corresponding endpoints. We denote by $\tilde{\Omega}$ the compact manifold obtained by the appropriate gluing of $\bar{\Omega} \backslash \sigma$ with $\tilde{\sigma}$ and by $\tilde{d}$ the geodesic distance on $\tilde{\Omega}$.

For any $d, p>0$, we denote

$$
\Omega_{d, p}=\{z \in \Omega \mid \operatorname{dist}(z, \partial \Omega)>d, \operatorname{dist}(z, \sigma)>p\} .
$$

Proposition 3.7. Let $f=u+i v$, where $u$, $v$ are given by (3.11). We have the following conditions:
(i) $v$ satisfies the Hölder estimate

$$
\begin{equation*}
\left|v\left(z_{1}\right)-v\left(z_{2}\right)\right| \leq C_{1}\left|z_{1}-z_{2}\right|^{\alpha_{1}} \quad \text { for every } z_{1}, z_{2} \in \bar{\Omega} . \tag{3.15}
\end{equation*}
$$

(ii) $u$ satisfies the estimate

$$
\begin{equation*}
\left|u\left(z_{1}\right)-u\left(z_{2}\right)\right| \leq C_{2}\left(\tilde{d}\left(z_{1}, z_{2}\right)\right)^{\alpha_{1}} \quad \text { for every } z_{1}, z_{2} \in \tilde{\Omega} . \tag{3.16}
\end{equation*}
$$

(iii) $f$ is a quasi-conformal mapping on $\Omega \backslash \sigma$.
(iv) $f$ satisfies the lower bound

$$
\begin{equation*}
\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right| \geq C_{3}(d) p^{4 / \alpha_{1}}\left|z_{1}-z_{2}\right|^{1 / \alpha_{1}} \quad \text { for every } z_{1}, z_{2} \in \Omega_{d, p} . \tag{3.17}
\end{equation*}
$$

Here $C_{1}, C_{2}, \alpha_{1}>0$ depend on the a priori data only, whereas $C_{3}(d)>0$ depends on the a priori data and on d only.

Remark 3.8. It is useful to stress the difference between the estimates (3.15), (3.16). In fact, since $v$ attains to a constant Dirichlet data on $\sigma$, it is expected that $v$ is continuous across $\sigma$. This is not the case for $u$, which may have different one-sided limits on $\sigma$. This is the main motivation for the introduction of the metric $\tilde{d}$.

The proof of Proposition 3.7 will be given through several steps. At several stages we shall use the change of coordinates described below.

Lemma 3.9. Let $\Omega$ be a simply connected bounded open set which verifies (2.2) and let $\sigma$ be a curve in $\Omega$ which satisfies (2.3). Then there exists a sense-preserving bi-Lipschitz map $\chi$ from $\Omega \backslash \sigma$ onto $B_{2} \backslash \overline{B_{1}}$, such that the $W^{1, \infty}$ norm of $\chi$ and its inverse are dominated by constants depending on the a priori data only.

Here and in the following we say that $\chi$ is bi-Lipschitz if it is a homeomorphism such that $\chi$ and its inverse belong to $W^{1, \infty}$.

Proof (sketch). First, by locally deforming $\partial \Omega$ and $\sigma$ one can construct a biLipschitz mapping $\chi_{1}$ from $\Omega$ onto a simply connected domain $\Omega_{1}$ with $C^{\infty}$ boundary
such that $\sigma_{1}=\chi_{1}(\sigma)$ is a $C^{\infty}$ simple curve. Second, one can find a $C^{\infty}$ diffeomorphism $\chi_{2}$ from $\Omega_{1}$ onto the disk $B_{2}(0)$ such that $\sigma_{2}=\chi_{2}\left(\sigma_{1}\right)$ is the segment $\{y=$ $0,|x| \leq 1 / 2\}$. Next, one constructs a bi-Lipschitz mapping $\chi_{3}$ from the upper half disk $\overline{B_{2}^{+}(0)}=\{|z| \leq 2, y \geq 0\}$ onto the half annulus $\overline{B_{2}^{+}(0)} \backslash B_{1}^{+}(0)=\{1 \leq|z| \leq 2, y \geq 0\}$ in such a way that $\chi_{3}\left(\sigma_{2}\right)$ is the inner half circle $\{|z|=1, y \geq 0\}$ and $\chi_{3}$ is the identity mapping on the rest of the boundary. Finally one can extend $\chi_{3}$ as a mapping from $B_{2} \backslash \sigma_{2}$ onto $B_{2} \backslash \overline{B_{1}}$ by symmetry. One can make sure that for each $\chi_{i}, i=1,2,3$, the Jacobian and its inverse are uniformly bounded by constants depending on the a priori data only. In conclusion we pick $\chi=\chi_{3} \circ \chi_{2} \circ \chi_{1}$.

Proof of Proposition 3.7(i). Let $\chi$ be the bi-Lipschitz map constructed in Lemma 3.9 and let us call

$$
\begin{equation*}
\tilde{f}(z)=f \circ \chi^{-1}, \quad z \in B_{2} \backslash \overline{B_{1}} \tag{3.18}
\end{equation*}
$$

By the $W^{1, \infty}$ bounds on $\chi$ and its inverse obtained in Lemma 3.9, $\chi$ is also quasi-conformal; hence we can find $\tilde{\mu} \in L^{\infty}\left(B_{2} \backslash \overline{B_{1}}\right)$ such that

$$
\begin{equation*}
\tilde{f}_{\bar{z}}=\tilde{\mu} \tilde{f}_{z} \quad \text { almost everywhere in } B_{2} \backslash \overline{B_{1}} \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mu} \leq \tilde{k}<1 \tag{3.20}
\end{equation*}
$$

and $\tilde{k}$ depends on the a priori data only.
Let $\tilde{v}=v \circ \chi^{-1}=\Im \tilde{f}$; then $\tilde{v}$ is a weak solution to

$$
\begin{cases}\operatorname{div}(\tilde{B} \nabla \tilde{v})=0 & \text { in } B_{2} \backslash \overline{B_{1}}  \tag{3.21}\\ \tilde{v}=\text { const } & \text { on } \partial B_{1} \\ \tilde{v}=\Psi \circ \chi^{-1} & \text { on } \partial B_{2} \\ \int_{\partial B_{2}} \tilde{B} \nabla \tilde{v} \cdot \nu=0, & \end{cases}
$$

where $\tilde{B}$ satisfies uniform ellipticity bounds of the type (2.10), with constants depending on the a priori data only.

Since the Dirichlet data in (3.21) are given as Hölder continuous traces of a $W^{1,2}\left(B_{2} \backslash \overline{B_{1}}\right)$ function, by standard results of regularity up to the boundary, we obtain that $\tilde{v}$ satisfies a uniform Hölder estimate in $\overline{B_{2}} \backslash B_{1}$, with constants depending on the a priori data only.

Hence by recalling $v=\tilde{v} \circ \chi,\left.\tilde{v}\right|_{\partial B_{1}}=\left.v\right|_{\sigma}=$ constant, and by the estimate

$$
\begin{equation*}
\left|\chi\left(z_{1}\right)-\chi\left(z_{2}\right)\right| \leq C_{4} \tilde{d}\left(z_{1}, z_{2}\right) \quad \text { for every } z_{1}, z_{2} \in \Omega \backslash \sigma \tag{3.22}
\end{equation*}
$$

following from Lemma 3.9, (3.15) follows.
Proof of Proposition 3.7(ii). Let us apply the representation Theorem 3.2 to $\tilde{f}$, which gives us that, up to a quasi-conformal change of coordinates, $\tilde{u}=u \circ \chi^{-1}$ is the conjugate function to $-\tilde{v}$.

Hence by a local use of Privaloff's Theorem (see, e.g., [B-J-S, Part II, Chapter 6, Theorem 5, page 279]) we obtain that also $\tilde{u}$ satisfies a uniform Hölder estimate in $\overline{B_{2}} \backslash B_{1}$, with constants only depending on the a priori data. Hence (3.16) follows from (3.22).

In order to proceed with the proof of (iii) of Proposition 3.7 we shall need the following two lemmas.

Let us extend $\tilde{f}, \tilde{\mu}$ to $B_{2} \backslash \overline{B_{1 / 2}}$ by the reflection rules

$$
\left\{\begin{array}{l}
\tilde{f}(z)=\overline{\tilde{f}(1 / \bar{z})}+2 c i, \quad z \in B_{2} \backslash \overline{B_{1 / 2}},  \tag{3.23}\\
\tilde{\mu}(z)=\tilde{\tilde{\mu}(1 / \bar{z}),}
\end{array}\right.
$$

where $c=\left.\tilde{v}\right|_{\partial B_{1}}$.
We obtain that $\tilde{f} \in W^{1,2}\left(B_{2} \backslash \overline{B_{1 / 2}}, \mathbb{C}\right)$ and satisfies (3.19) on all of $B_{2} \backslash \overline{B_{1 / 2}}$ where $|\tilde{\mu}| \leq \tilde{k}<1$ obviously holds throughout. Note that (3.23) imply that $\tilde{u}$, $\tilde{v}$ satisfy the reflection rules
and according to Proposition 3.1 are solutions to uniformly elliptic equations in all of $B_{2} \backslash \overline{B_{1 / 2}}$.

LEMMA 3.10. $\tilde{\sim}$ has exactly two geometric critical points $\tilde{P}_{1}, \tilde{P}_{2}$ of index one in $B_{2} \backslash \overline{B_{1 / 2}} . \tilde{P}_{1}, \tilde{P}_{2}$ belong to $\partial B_{1}$ and they are distinct.

Remark. It may be useful to stress that $\tilde{P}_{1}, \tilde{P}_{2}$ are also the unique geometric critical points of $\tilde{v}$ in $B_{2} \backslash \overline{B_{1 / 2}}$.

Proof. This statement is proven in [A-DV, Proposition 3.2] except from the fact that $\tilde{P}_{1}, \tilde{P}_{2}$ are distinct. This can be obtained by the following contradiction argument, if we had $\tilde{P}_{1}=\tilde{P}_{2}$ then, on $\partial B_{1} \backslash\left\{\tilde{P}_{1}\right\}, \tilde{v} \equiv$ constant and hence $\tilde{u}$ should be strictly monotone along such a simple curve, thus contradicting its continuity at $\tilde{P}_{1}$

Let us denote $m=\min _{\partial \Omega} \Psi, M=\max _{\partial \Omega} \Psi$, and $c=\left.v\right|_{\sigma}$. Observe that by the use of the maximum principle in (3.10') one obtains $m<c<M$.

Lemma 3.11. For any $t \in(m, M)$, $t \neq c$, the level line $\{z \in \Omega \backslash \sigma \mid v(z)=t\}$ is composed by a simple curve $\gamma_{t}$ joining the two connected components of the level set $\{z \in \partial \Omega \mid \Psi(z)=t\}$.

The level line $\{z \in \Omega \backslash \sigma \mid v(z)=c\}$ is composed of two simple curves $\gamma_{c}^{1}, \gamma_{c}^{2}$ each joining $\sigma$ with one of the two connected components of $\{z \in \partial \Omega \mid \Psi(z)=c\}$, respectively. Moreover the limit points of $\gamma_{c}^{1}, \gamma_{c}^{2}$ on $\sigma$ are given by two single points $P_{1}, P_{2}$ which are distinct as elements of $\tilde{\sigma}$.

Proof. By the continuity (3.15) of $v$ we have that for every $t \in(m, M)$ the limit points of $\{z \in \Omega \backslash \sigma \mid v(z)=t\}$ on $\partial \Omega \cup \tilde{\sigma}$ all belong to $\{z \in \partial \Omega \mid \Psi(z)=t\}$ if $t \neq c$ and to $\{z \in \partial \Omega \mid \Psi(z)=c\} \cup \tilde{\sigma}$ if $t=c$.

Let $t \neq c$ and let $z_{0} \in \Omega \backslash \sigma$ be such that $v\left(z_{0}\right)=t$. By Lemma 3.10 we have that $v=\tilde{v} \circ \chi$ has no geometric critical points in $\Omega \backslash \sigma$. Therefore, by the maximum principle, the connected component $\gamma_{t}$ of $\{v=t\}$ containing $z_{0}$ is a simple curve having endpoints on $\partial \Omega$. Again, by the maximum principle, we obtain that $v \neq t$ outside of $\gamma_{t}$ and hence $\{v=t\}=\gamma_{t}$. By the same reasoning, we may find two distinct $\operatorname{arcs} \gamma_{c}^{1}, \gamma_{c}^{2}$ in $\Omega \backslash \sigma$ on which $v=c$, each joining $\sigma$ to the two distinct components of $\{z \in \partial \Omega \mid \Psi(z)=c\}$. Such curves disconnect $\Omega \backslash \sigma$, and hence, by the maximum principle, they exhaust the level set $\{v=c\}$. Concerning the limit points of $\{v=c\}$ on $\sigma$, these coincide with the preimages through $\chi$ of the geometric critical points $\tilde{P}_{1}$, $\tilde{P}_{2}$ of $\tilde{v}$, and the thesis follows.

Proof of Proposition 3.7(iii). It suffices to prove that $f$ is univalent. We use the notation introduced in Lemma 3.11. Let $\tilde{\sigma}_{1}, \tilde{\sigma}_{2}$ the abstract simple curves forming $\tilde{\sigma} \backslash\left\{P_{1}, P_{2}\right\}$. Using the representation $u=\tilde{u} \circ \chi$ and the absence of geometric critical points for $\tilde{u}$ in $B_{2} \backslash\left(\overline{B_{1 / 2}} \cup\left\{\tilde{P}_{1}, \tilde{P}_{2}\right\}\right)$ we have that $u$ is strictly increasing on each of
the curves $\gamma_{c}^{1} \cup \gamma_{c}^{2} \cup \tilde{\sigma}_{i}, i=1,2$. Analogously, when $t \in(m, M), t \neq c, u$ is strictly increasing on $\gamma_{t}$. Therefore for any $\zeta=s+i t \in f(\Omega \backslash \sigma)$ there exists a unique $z \in \Omega \backslash \sigma$ such that $v(z)=t, u(z)=s$.

Proof of Proposition 3.7(iv). With the aid of Theorem 3.2 and of a suitable conformal mapping, we obtain that there exist $R>1$ depending on the a priori data only and a quasiconformal mapping $\chi_{1}$ from $B_{2} \backslash \overline{B_{1 / 2}}$ onto $B_{R} \backslash \overline{B_{1}}$ and a holomorphic function $F$ on $B_{R} \backslash \overline{B_{1}}$ such that

$$
\tilde{f}=F \circ \chi_{1}
$$

moreover, $\chi_{1}, \chi_{1}^{-1}$ satisfy uniform Hölder estimates with constants depending on the a priori data only.

Let $U, V$ be the real and imaginary part of $F$, respectively.
We remark that, in view of Lemma $3.10, F$ has exactly two critical points, which are distinct and have multiplicity one, in $B_{R} \backslash \overline{B_{1}}$. We denote such points $\zeta_{1}=\chi_{1}\left(\tilde{P}_{1}\right)$, $\zeta_{2}=\chi_{1}\left(\tilde{P}_{2}\right)$. Let us denote $D=B_{R} \backslash \overline{B_{1}}$ and $D_{d}=B_{R-d} \backslash \overline{B_{1+d}}, d>0$. We claim the following lower bound on $\left|F^{\prime}\right|$, whose proof is deferred to the end of this section.

Claim. There exists a positive constant $C_{5}$ depending on the a priori data and on $d$ only such that the following estimate holds

$$
\begin{equation*}
\left|F^{\prime}(z)\right| \geq C_{5}\left|z-\zeta_{1}\right|\left|z-\zeta_{2}\right| \quad \text { for any } z \in D_{d} \tag{3.25}
\end{equation*}
$$

Let us now recall that $F=f \circ \chi^{-1} \circ \chi_{1}^{-1}$ and let us fix $d, p>0$. Denote by $\gamma$ the image through $\chi_{1}$ of $\partial B_{1}$, that is, $\gamma=\left(\chi_{1} \circ \chi\right)(\tilde{\sigma})$. Let $\alpha_{2}>0$ be a uniform Hölder exponent for $\chi_{1} \circ \chi$ and its inverse. We recall that $\alpha_{2}$ depends on the a priori data only.

For any $z \in \Omega_{d, p}$ we have

$$
\begin{aligned}
& \operatorname{dist}\left(\chi_{1} \circ \chi(z), \partial B_{R}\right) \geq C_{6} d^{1 / \alpha_{2}} \\
& \operatorname{dist}\left(\chi_{1} \circ \chi(z), \gamma\right) \geq C_{6} p^{1 / \alpha_{2}}
\end{aligned}
$$

where $C_{6}$ depends on the a priori data only.
We remark that $F(\gamma)=f(\sigma)$ is a horizontal segment $l$.
So using (3.25) we can show that the image through $f$ of $\Omega_{d, p}$ is contained in a doubly connected open set $D_{1} \subset f(\Omega \backslash \sigma)$ whose boundary is constituted by two curves $\gamma_{1}$ and $\gamma_{2}$. The outer one, $\gamma_{1}$, is a Jordan curve such that for any $z_{0}, z_{1} \in \gamma_{1}$ the following estimate holds

$$
\operatorname{length}_{\gamma_{1}}\left(z_{0}, z_{1}\right) \leq C_{7}\left|z_{0}-z_{1}\right|
$$

On the other hand, $\gamma_{2}$ is the set of points whose distance from the segment $l$ is equal to $C_{8} p^{3 / \alpha_{2}}$.

Furthermore on $D_{1}$ we can find the following estimate:

$$
\left|\left(F^{-1}\right)^{\prime}\right|(z) \leq C_{9} p^{-3 / \alpha_{2}} \quad \text { for any } z \in D_{1}
$$

Then, evaluating the geodetic distance on $D_{1}$, we have that for any $z, w \in D_{1}$ it holds that

$$
\begin{equation*}
\left|F^{-1}(z)-F^{-1}(w)\right| \leq C_{10} p^{-4 / \alpha_{2}}|z-w| \tag{3.26}
\end{equation*}
$$

hence for any $z, w \in \Omega_{d, p}$ we have

$$
\begin{equation*}
|f(z)-f(w)| \geq C_{11} p^{4 / \alpha_{2}}|z-w|^{1 / \alpha_{2}} \tag{3.27}
\end{equation*}
$$

The constants $C_{7}-C_{11}$ depend on $d$ and on the a priori data only. So (3.17) follows.

Proof of the Claim. We adapt arguments used in [A1, Theorem 1.3]. First, we notice that $F$ is Hölder continuous in $D$. Hence $|F|$ can be bounded on $D$ by a constant $C_{12}, C_{12}$ depending on the a priori data only, and in view of (3.14) there exists $d_{1}$ small enough such that for any $0<d \leq d_{1}$ the oscillation of $V$ on $\partial D_{d}$ is greater than $1 / 2 \sqrt{2}$.

Without loss of generality we can restrict our attention to the case $0<d \leq d_{1}$; then, by using estimates on Cauchy's integrals, we have

$$
\begin{align*}
\left|F^{\prime}\right| \leq 2 C_{12} / d & \forall z \in D_{d / 2}  \tag{3.28}\\
\left|F^{\prime \prime}\right| \leq 8 C_{12} / d^{2} & \forall z \in D_{d / 2} \tag{3.29}
\end{align*}
$$

We denote $\phi=\log \frac{\left|F^{\prime}\right|}{\left|z-\zeta_{1}\right|\left|z-\zeta_{2}\right|}$; this is a harmonic function in $D$. Let $M=$ $\sup _{D_{d / 2}} \phi$; then we apply the Harnack inequality to $M-\phi$ and obtain

$$
\sup _{D_{d}}(M-\phi) \leq c \inf _{D_{d}}(M-\phi)
$$

where $c$ depends on $d$ and on $R$ only. This, in turn, implies that

$$
\begin{equation*}
\inf _{D_{d}} \phi \geq M-c\left(M-\sup _{D_{d}} \phi\right) \tag{3.30}
\end{equation*}
$$

Notice that we have

$$
1 / 2 \sqrt{2} \leq \operatorname{osc}_{\partial D_{d}} V \leq C_{13} \max _{D_{d}}\left|F^{\prime}\right| \leq C_{14} \max _{D_{d}} \exp \phi
$$

and hence $M \geq C_{15}>0$. Using (3.29), possibly choosing a smaller value for the constant $d_{1}$, we can find an upper bound on $M-\sup _{D_{d}} \phi$. Hence we can find a constant $C_{16}$, depending on the a priori data and on $d$ only, such that $\inf _{D_{d}} \phi \geq C_{16}$ and the claim follows.
4. Stability for a Cauchy problem. Let $u$ be given by (3.11) and let $u^{\prime}$ be given accordingly when $\sigma$ is replaced with $\sigma^{\prime}$. Let $v$ and $v^{\prime}$ be the stream functions of $u$ and $u^{\prime}$, respectively; we choose to normalize $v, v^{\prime}$ in such a way that they have the same Dirichlet data $\Psi$ on $\partial \Omega$.

Let us denote $\Phi=W+i Z=u-u^{\prime}+i\left(v-v^{\prime}\right): \Omega \backslash\left(\sigma \cup \sigma^{\prime}\right) \mapsto \mathbb{C}$.
We have that $Z$ is identically zero on $\partial \Omega$ and $|W| \leq \sqrt{2} \varepsilon$ on $\Sigma$. We remember that, by Proposition 3.7(i), (ii), there exists a constant $K_{1}$ depending on the a priori data only such that

$$
\begin{equation*}
|\Phi(z)| \leq K_{1} \quad \text { for any } z \in \Omega \backslash\left(\sigma \cup \sigma^{\prime}\right) \tag{4.1}
\end{equation*}
$$

Furthermore by (3.15) the function $Z$ is Hölder continuous on $\bar{\Omega}$ with constants depending on the a priori data only.
$\Phi$ satisfies the Cauchy problem

$$
\begin{cases}\Phi_{\bar{z}}=\mu \Phi_{z}+\nu \overline{\Phi_{z}} & \text { in } \Omega \backslash\left(\sigma \cup \sigma^{\prime}\right)  \tag{4.2}\\ |\Phi| \leq \sqrt{2} \varepsilon & \text { on } \Sigma, \\ \Im \Phi=0 & \text { on } \partial \Omega\end{cases}
$$

where $|\mu|+|\nu| \leq k<1$.

We want to estimate $|Z|$ on $\bar{\Omega}$ in terms of $\varepsilon$.
Proposition 4.1. Under the previous assumptions we have

$$
\begin{equation*}
|Z(z)| \leq \eta(\varepsilon) \quad \text { for any } z \in \bar{\Omega} \tag{4.3}
\end{equation*}
$$

where $\eta$ is a positive function defined on $(0,+\infty)$ that verifies

$$
\begin{equation*}
\eta(\varepsilon) \leq K_{2}(\log |\log \varepsilon|)^{-\beta_{1}} \quad \text { for every } \varepsilon, 0<\varepsilon<1 / e \tag{4.4}
\end{equation*}
$$

Here $K_{2}$ and $\beta_{1}$ are positive constants depending on the a priori data only.
Let us recall some notions from potential theory; see for instance the book by J. Heinonen, T. Kilpeläinen, and O. Martio, [H-K-Ma].

Let $D$ be a bounded open set. Let $A \in L^{\infty}(D)$ be a $2 \times 2$ matrix which satisfies (2.10).

We denote by $\mathcal{L}_{A}$ the differential operator

$$
\begin{equation*}
\mathcal{L}_{A} u=-\operatorname{div}(A \nabla u) . \tag{4.5}
\end{equation*}
$$

Definition 4.2. A function $u: D \mapsto \mathbb{R} \cup\{+\infty\}$ is called $\mathcal{L}_{A}$-superharmonic in $D$ if
(i) $u$ is lower semicontinuous;
(ii) $u \not \equiv+\infty$ in any connected component of $D$;
(iii) for any open set $D_{1} \subset \subset D$ and any $h \in C\left(\overline{D_{1}}\right)$, such that $\mathcal{L}_{A} h=0$ in the weak sense in $D_{1}$, if $u \geq h$ on $\partial D_{1}$ then $u \geq h$ in $D_{1}$.

A function $u$ is $\mathcal{L}_{A}$-subharmonic in $D$ if $-u$ is $\mathcal{L}_{A}$-superharmonic in $D$.
Definition 4.3. Let $E$ be a subset of $\partial D$ and let $\chi_{E}$ be its characteristic function. We define the $\mathcal{L}_{A}$-harmonic measure of $E$ with respect to $D$ as the upper Perron solution with respect to $\chi_{E}$; that is,

$$
\omega(z)=\omega\left(E, D, \mathcal{L}_{A} ; z\right)=\inf \left\{u(z) \mid u \in \mathcal{U}_{E}\right\} \quad \text { for any } z \in D
$$

where $\mathcal{U}_{E}$ is the class of the $\mathcal{L}_{A}$-superharmonic functions $u$ in $D$ such that $u \geq 0$ and $\liminf _{x \rightarrow y} u(x) \geq \chi_{E}(y)$ for any $y \in \partial D$.

Lemma 4.4. Let $D$ be a bounded domain. Let $f \in W^{1,2}(D, \mathbb{C})$ satisfy (3.3), (3.4). There exists a $2 \times 2$ matrix $A_{1} \in L^{\infty}(D)$ satisfying (2.10) with constants $\lambda, \Lambda$ depending on $k$ only such that $\phi=\log |f|$ is $\mathcal{L}_{A_{1}}$-subharmonic.

Proof. Let $z$ be a point in $D$ such that $f(z) \neq 0$. Locally, on a neighborhood of $z$, we can define the function $\phi_{1}=\log f$ where $\log$ is any possible determination of the logarithm in the complex plane.

In this neighborhood $\phi_{1}$ verifies the equation

$$
\begin{equation*}
\left(\phi_{1}\right)_{\bar{z}}=\mu\left(\phi_{1}\right)_{z}+\nu_{1} \overline{\left(\phi_{1}\right)_{z}} \tag{4.6}
\end{equation*}
$$

where $\nu_{1}=\nu \bar{f} / f$ and hence $|\mu|+\left|\nu_{1}\right| \leq k<1$.
Then we consider the matrix $A_{1}$ corresponding to $\mu$ and $\nu_{1}$, as in (3.7). By Proposition 3.1 the function $\phi=\log |f|=\Re \log f$ locally verifies

$$
\begin{equation*}
\operatorname{div}\left(A_{1} \nabla \phi\right)=0 \tag{4.7}
\end{equation*}
$$

in the weak sense.
We remark that we can define $\phi=\log |f|$ globally as a $W_{l o c}^{1,2}\left(D_{1}\right)$ function, where $D_{1}=\{z \in D \mid f(z) \neq 0\}$; hence using a partition of unity it is easy to show that (4.7) holds weakly in $D_{1}$.

Clearly the set $\{z \in D \mid f(z)=0\}$ consists of isolated points and $\phi$ goes uniformly to $-\infty$ as $z$ converges to an element of such a set.

Using this remark and the maximum principle, we can prove in an elementary way that $\phi=\log |f|$ is $\mathcal{L}_{A_{1}}$-subharmonic.

By the use of suitable $\mathcal{L}_{A_{1}}$-harmonic measure we obtain a Hölder stability estimate in the interior for Cauchy problems like (4.2), as follows.

Theorem 4.5. Let $D$ be bounded domain and $E$ a subset of $\partial D$. Let $f$ satisfy (3.3), (3.4).

If $C=\sup |f|$ on $D$ and we have that, given $\varepsilon>0$,

$$
\begin{equation*}
\limsup _{x \rightarrow y}|f(x)| \leq \varepsilon \tag{4.8}
\end{equation*}
$$

for any $y \in E$, then for any $z \in D$ the following estimate holds

$$
\begin{equation*}
|f(z)| \leq C^{1-\omega(z)} \varepsilon^{\omega(z)} \tag{4.9}
\end{equation*}
$$

where $\omega=\omega\left(E, D, \mathcal{L}_{A_{1}}\right)$ is the $\mathcal{L}_{A_{1}}$-harmonic measure of $E$ with respect to $D$ and the matrix $A_{1}$ is defined as in the thesis of the Lemma 4.4.

Proof. We can assume, without loss of generality, that $0<\varepsilon<C$. Consider the function $\phi=\log |f|$, by the fact that Lemma $4.4 \phi$ is $\mathcal{L}_{A_{1}}$-subharmonic. Let $\omega=\omega\left(E, D, \mathcal{L}_{A_{1}}\right)$ be the $\mathcal{L}_{A_{1}}$-harmonic measure of $E$ with respect to $D$.

Let us denote $\phi_{2}=\frac{\phi-\log (C)}{\log (\varepsilon)-\log (C)}$. It is easy to see that $\phi_{2}$ belongs to the upper class $\mathcal{U}_{E}$. Hence for any $z \in D$ we have $\omega(z) \leq \phi_{2}(z)$ and so

$$
\begin{equation*}
\phi(z) \leq \log (\varepsilon)(\omega(z))+\log (C)(1-\omega(z)) \tag{4.10}
\end{equation*}
$$

And this clearly implies the thesis.
Remark. Observe that in view of Proposition 3.1 the above Theorem 4.5 could be restated in terms of a Cauchy problem for an elliptic equation like (3.1).

Proof of Proposition 4.1 (Sketch). The proof of this proposition can be obtained along the same lines as in the proof of Theorem 3.1 in [A2], once Theorem 4.5 is available.

First consider curves $\gamma$, with the first endpoint on $\Sigma$, whose $h$-neighborhoods $\gamma_{h}$ are contained in $\Omega \backslash\left(\sigma \cup \sigma^{\prime}\right)$.

Then we apply Theorem 4.5 inside such domains $\gamma_{h}$, and we consider a point $z \in \gamma_{h}$ and $\omega=\omega\left(\Sigma \cap \partial \gamma_{h}, \gamma_{h} ; \mathcal{L}_{A_{1}}\right)$ as in Theorem 4.5. We obtain, recalling (4.1), (4.2),

$$
|\Phi(z)| \leq K_{1}^{1-\omega(z)} \varepsilon^{\omega(z)}
$$

We find a positive lower bound on $\omega(z)$ by a repeated use of the Harnack inequality; then through Hölder continuity of $Z$ in $\bar{\Omega}$ we can evaluate an upper bound for $|Z|$ on $\overline{\gamma_{h}}$. Finally we use the maximum principle together with the fact that $v$ and $v^{\prime}$ are constant on $\sigma, \sigma^{\prime}$, respectively, to obtain the desired bound for $|Z|$ on $\bar{\Omega}$.
5. Proof of the main Theorem 2.1. The proof of Theorem 2.1 will be completed by combining Proposition 4.1 with the following result.

Proposition 5.1. Let all the assumptions of Theorem 2.1 be satisfied with the exception of (2.12). Let $v_{i}$ be the stream functions related to $u_{i}$ and let $v_{i}^{\prime}$ be those related to $u_{i}^{\prime}$. If we have

$$
\begin{equation*}
\max _{i=1,2}\left\|v_{i}-v_{i}^{\prime}\right\|_{L^{\infty}(\Omega)} \leq \eta \tag{5.1}
\end{equation*}
$$

then the two cracks $\sigma, \sigma^{\prime}$ satisfy

$$
\begin{equation*}
\mathrm{d}_{H}\left(\sigma, \sigma^{\prime}\right) \leq K_{3} \eta^{\beta_{2}} \tag{5.2}
\end{equation*}
$$

where $K_{3}, \beta_{2}, K_{3}>0,0<\beta_{2}<1$, only depend on the a priori data.
Proof. Up to reversing the role of $\sigma$ and $\sigma^{\prime}$ we may fix $z_{0} \in \sigma^{\prime} \backslash \sigma$ in such a way that $p=\operatorname{dist}\left(z_{0}, \sigma\right)=d_{H}\left(\sigma, \sigma^{\prime}\right)>0$.

There exists a positive constant $K_{4}>1$ only depending on the a priori data such that
(5.3)(a) $\quad B_{p / K_{4}}\left(z_{0}\right) \subset \Omega_{\delta / 2} \backslash \sigma ;$
(5.3)(b) there exists a point $z_{1} \in \sigma^{\prime}$ such that $\left|z_{1}-z_{0}\right|=p / 2 K_{4}$.

Hence we can determine two real numbers $a, b$ such that $a^{2}+b^{2}=1$ and

$$
\begin{equation*}
a u_{1}\left(z_{o}\right)+b u_{2}\left(z_{0}\right)=a u_{1}\left(z_{1}\right)+b u_{2}\left(z_{1}\right) \tag{5.4}
\end{equation*}
$$

holds true.
So we define $u$ and $v$ as in (3.11) and it turns out that

$$
\begin{equation*}
u\left(z_{o}\right)=u\left(z_{1}\right) \tag{5.5}
\end{equation*}
$$

Recall that $u$ solves (1.1) and $v$ is its stream function. Let, as usual, $f=u+i v$.
Then by (iv) of Proposition 3.7 there exists a constant $K_{5}$, depending on the a priori data only, such that

$$
\begin{equation*}
p^{5 / \alpha_{1}} \leq K_{5}\left|f\left(z_{0}\right)-f\left(z_{1}\right)\right| \tag{5.6}
\end{equation*}
$$

Note that, by (5.5), $\left|f\left(z_{0}\right)-f\left(z_{1}\right)\right|=\left|v\left(z_{0}\right)-v\left(z_{1}\right)\right|$. We have that $z_{0}$ and $z_{1}$ belong to $\sigma^{\prime}$; hence $v^{\prime}\left(z_{0}\right)=v^{\prime}\left(z_{1}\right)$.

So we have

$$
\begin{equation*}
\left|f\left(z_{0}\right)-f\left(z_{1}\right)\right| \leq 2 \eta \tag{5.7}
\end{equation*}
$$

Consequently

$$
\begin{equation*}
p \leq K_{6} \eta^{\alpha_{1} / 5} \tag{5.8}
\end{equation*}
$$

where $K_{6}$ and $\alpha_{1}$ only depend on the a priori data.
Concluding remarks. Let us recall that, for the case of uniform background conductivity, a log-log-type stability like the present one was proven in [A2]. Subsequently, in [A3], it was shown that the stability could be improved to a log-type estimate. A $C^{2, \alpha}$ a priori bound on $\sigma$ was assumed. It can be verified that the approach in [A3] could be used with minor adaptations also in the present case, at the cost of assuming a somewhat stronger a priori assumption on the crack. For instance, an analysis of this sort has been developed in $[\mathrm{R}]$ where it was assumed a $C^{1, \alpha}$ bound on $\sigma$ and a Lipschitz bound on $A$. Let us stress here that in view of Theorem 4.5 in this paper any regularity assumption on $A$ can be dropped.

Let us recall here also the examples in [A4] for the so-called inverse problem of corrosion detection, which is different, but strictly allied, to the crack problem. Such examples show that logarithmic stability is best possible for that problem and they strongly suggest that this is the case also for the crack problem.

From another point of view, we notice that the Lipschitz regularity assumptions on $\sigma$ and on $\partial \Omega$ could be further relaxed. In fact we could cast our analysis within
the theory of quasicircles (see [P, Chapter 5] and [L]) and prescribe that $\sigma$ and $\partial \Omega$ satisfy the so-called arc condition. This ensures that quasi-conformal mappings in $\Omega \backslash \tilde{\sigma}$ are Hölder continuous up to the boundary, thus permitting us to derive statements analogous to Proposition 3.7 and, consequently, to Theorem 2.1. However, we have preferred to confine ourselves within the Lipschitz class which, we believe, is sufficiently wide and manageable from the applications point of view.
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#### Abstract

We study the behavior of a superconducting material subjected to a constant applied magnetic field, $\mathbf{H}_{a}=h \mathbf{e}$ with $|\mathbf{e}|=1$, using the Ginzburg-Landau theory. We analytically show the existence of a critical field $\bar{h}$, for which when $h>\bar{h}$, the normal states are the only solutions to the Ginzburg-Landau equations. We estimate $\bar{h}$. As $\kappa \downarrow 0$ we derive $\bar{h}=O(1)$, while as $\kappa \rightarrow \infty$ we obtain $\bar{h}=O(\kappa)$.
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1. Introduction. If a superconducting body is subjected to a sufficiently strong applied magnetic field, its ability to act as a superconductor breaks down and only the normally conducting (resistive) state is observed. In this paper we consider superconductivity as modeled by the Ginzburg-Landau theory and establish this type of phenomena. Here, superconductivity is characterized in terms of a complex valued order parameter, $\psi$ (where $|\psi|^{2}$ represents the density of superconducting electron pairs), and a vector field $\mathbf{A}$-the magnetic potential.

Consider a superconducting body given by a bounded domain $\mathcal{D} \subset \mathbb{R}^{n}$, where $n=2$ or 3 and $\partial \mathcal{D}$ is of class $C^{2, \alpha}$ for some $0<\alpha<1$. Assume the body has constant permeability normalized equal to one and that the exterior consists of a second material with constant permeability $\mu_{e}>0$. Define the permeability density as follows:

$$
\begin{aligned}
\mu(\mathbf{x}) & =1 & & \text { for } \mathbf{x} \in \mathcal{D} \\
& =\mu_{e} & & \text { for } \mathbf{x} \in \mathbb{R}^{n} \backslash \overline{\mathcal{D}}
\end{aligned}
$$

A magnetic field is applied to all space in the form $\mathbf{H}_{a}=h \mathbf{e}$, where $h$ is a positive constant and $\mathbf{e} \in \mathbb{R}^{3}$ is a fixed unit vector. The presence of $\mathcal{D}$ produces an induced magnetic field, $\frac{1}{\mu} \operatorname{curl} \mathbf{A}$ in $\mathbb{R}^{3}$, and a supercurrent density $\mathbf{j}:=\frac{-i}{2 \kappa}\left(\psi^{*} \nabla \psi-\right.$ $\left.\psi \nabla \psi^{*}\right)-\mathbf{A}|\psi|^{2}$ in $\mathcal{D}$. Here $\kappa>0$ is the Ginzburg-Landau constant determined from the superconducting material and the superscript $*$ denotes complex conjugation. According to this theory, the pair $(\psi, \mathbf{A})$ is an equilibrium state for the Gibbs free

[^15]energy
\[

$$
\begin{align*}
G(\psi, \mathbf{A}):= & \int_{\mathcal{D}}\left(\left|\frac{i}{\kappa} \nabla \psi+\mathbf{A} \psi\right|^{2}+\frac{1}{2}\left(1-|\psi|^{2}\right)^{2}\right) d \mathbf{x}  \tag{1.1}\\
& +\int_{\mathbb{R}^{n}} \mu\left|\frac{1}{\mu} \operatorname{curl} \mathbf{A}-h \mathbf{e}\right|^{2} d \mathbf{x}+\frac{\gamma}{\kappa} \int_{\partial \mathcal{D}}|\psi|^{2} d \mathbf{s}
\end{align*}
$$
\]

(see [5], [14]). The constant $\gamma \geq 0$ reflects the retarding effect of the material in the exterior domain on the density $|\psi|^{2}$ at $\partial \mathcal{D} ; \gamma$ is taken to be zero if $\mathbb{R}^{n} \backslash \overline{\mathcal{D}}$ is a vacuum and large if the exterior is a magnetic material. Thus, we consider pairs $(\psi, \mathbf{A})$ such that

$$
\psi \in H^{1}(\mathcal{D} ; \mathbb{C}) \equiv \mathcal{H}^{1}(\mathcal{D}), \quad \mathbf{A} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)
$$

which are weak solutions to

$$
\begin{cases}\left(\frac{i}{\kappa} \nabla+\mathbf{A}\right)^{2} \psi-\psi+|\psi|^{2} \psi=0 & \text { in } \mathcal{D}  \tag{1.2}\\ \operatorname{curl}\left(\frac{1}{\mu} \operatorname{curl} \mathbf{A}\right)+\left(\frac{i}{2 \kappa}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)+\mathbf{A}|\psi|^{2}\right) \chi_{\mathcal{D}}=0 & \text { in } \mathbb{R}^{n} \\ \mathbf{n} \cdot\left(\frac{i}{\kappa} \nabla+\mathbf{A}\right) \psi=-i \gamma \psi & \text { on } \partial \boldsymbol{\mathcal { D }} \\ \left(\frac{1}{\mu} \operatorname{curl} \mathbf{A}-h \mathbf{e}\right) \in L^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{3}\right) & \end{cases}
$$

Here $\mathbf{n}$ is the outward normal to $\mathcal{D}$ at $\partial \mathcal{D}$ and $\chi_{\mathcal{D}}$ is the characteristic function for $\mathcal{D}$.
A principal feature of the energy (1.1) and the solutions to (1.2) is that they are invariant under the gauge transformation

$$
(\psi, \mathbf{A}) \rightarrow\left(\psi^{\prime}, \mathbf{A}^{\prime}\right)
$$

where

$$
\psi^{\prime}=\psi e^{i \kappa \eta}, \quad \mathbf{A}^{\prime}=\mathbf{A}+\nabla \eta
$$

for an arbitrary real valued function $\eta \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right)$. Moreover, the intrinsic quantities for a solution are preserved under this transformation: its density $\left|\psi^{\prime}\right|^{2}=|\psi|^{2}$, magnetic field $\frac{1}{\mu} \operatorname{curl} \mathbf{A}^{\prime}=\frac{1}{\mu} \operatorname{curl} \mathbf{A}$, current $\mathbf{j}^{\prime}=\mathbf{j}$, and the modulus of the derivative $\left|\left(\frac{i}{\kappa} \nabla+\mathbf{A}^{\prime}\right) \psi^{\prime}\right|=\left|\left(\frac{i}{\kappa} \nabla+\mathbf{A}\right) \psi\right|$.

A solution is in the normal phase if $\psi \equiv 0$ in $\mathcal{D}$. This is written as $(\psi, \mathbf{A})=$ $\left(0, h \mathbf{a}_{N}\right)$, where $\mathbf{a}_{N}$ satisfies

$$
\begin{align*}
& \operatorname{curl}\left(\frac{1}{\mu} \operatorname{curl} \mathbf{a}_{N}\right)=0 \quad \text { in } \mathbb{R}^{n}  \tag{1.3}\\
& \left(\frac{1}{\mu} \operatorname{curl} \mathbf{a}_{N}-\mathbf{e}\right) \in L^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{3}\right)
\end{align*}
$$

Such a solution is called a normal state. It is uniquely determined by $\mu$ and $\mathcal{D}$ up to a gauge transformation; that is, (1.3) uniquely determines curl $\mathbf{a}_{N}$.

Let $\kappa$ be fixed. We denote $\bar{h}$ as the upper critical field for the body

$$
\bar{h}:=\inf \left\{h^{\prime}: \text { normal states are the only solutions to }(1.2) \text { for all } h>h^{\prime}\right\}
$$

For the case that the body is a bounded domain $\mathcal{D} \subset \mathbb{R}^{3}$, we prove the following statement:

Let $\mathcal{D} \subset \mathbb{R}^{3}$. Given $\kappa$, $\mu_{e}$, and $\gamma$ we have $\bar{h}=\bar{h}\left(\kappa, \mu_{e}, \gamma, \mathcal{D}\right)<\infty$ (see Theorem 3.12).

We show the normal induction is continuous on $\overline{\mathcal{D}}$. In the case that it does not vanish on $\overline{\mathcal{D}}$, we can estimate $\bar{h}$.

If curl $\mathbf{a}_{N} \neq \mathbf{0}$ in $\overline{\mathcal{D}} \subset \mathbb{R}^{3}$, then there are constants $m, \phi \geq 0$, depending on $\mu_{e}$ and $\mathcal{D}$ so that

$$
\begin{equation*}
\bar{h}\left(\kappa, \mu_{e}, \gamma, \mathcal{D}\right) \leq \max \left(\frac{m}{\kappa}, \phi \kappa\right) \tag{1.4}
\end{equation*}
$$

(see Theorem 3.9).
In the classic case where $\mu_{e}=1$, it follows that $\operatorname{curl} \mathbf{a}_{N} \equiv \mathbf{e}$ and as such (1.4) applies.

If $\mu \equiv 1$, then there are constants $m$ and $\phi$ such that $\bar{h} \leq \max \left(\frac{m}{\kappa}, \phi \kappa\right)$ (see Corollary 3.10).

We also consider the case of a cylindrical domain of the form $\mathcal{D} \times \mathbb{R}$ where the cross section, $\mathcal{D}$, is a bounded domain in $\mathbb{R}^{2}$ with a $C^{2, \alpha}$ boundary and the applied field $\mathbf{H}_{a}=h \mathbf{e}=h \mathbf{e}_{3}$ is perpendicular to the cross section. From symmetry the problem reduces to one in two dimensions. We consider $\psi(x, y)$ for $(x, y) \in \mathcal{D}$ and $\mathbf{A}=\left(A_{1}(x, y), A_{2}(x, y)\right)$ for $(x, y) \in \mathbb{R}^{2}$. The functional (1.1) then represents the Gibbs free energy per unit length for the cylinder. We prove the following theorem.

Let $\mathcal{D} \times \mathbb{R}$ be a cylindrical body in a parallel applied field h $\mathbf{e}_{3}$. Given $\kappa$, $\mu_{e}$, and $\gamma$ there is a finite upper critical field $\bar{h}$, so that if $h>\bar{h}$ then the only solution to (1.2) with $n=2$ is normal. Moreover, there is a constant $\phi\left(\mu_{e}, \mathcal{D}\right)$ so that $\bar{h}\left(\kappa, \mu_{e}, \gamma, \mathcal{D}\right) \leq$ $\max \left(\frac{1}{\kappa}, \phi \kappa\right)$ (see Theorem 2.9).

Finally, we consider the case of small $\kappa$. We prove the following result.
Let $n=2$ with $\mu_{e}>0$ or $n=3$ with $\mu_{e}=1$. Then $\bar{h}=O(1)$ as $\kappa \downarrow 0$ (see Theorem 4.1).

It is of interest to compare these results with conjectures made by physicists. For $\kappa$ fixed, de Gennes and St. James have studied the local problem of determining the smallest value of $h$ for which all normal states are stable for $h^{\prime} \geq h$. The infimum, denoted as $h_{c_{3}}$, is the value for which it is possible to have a family of superconducting solutions bifurcate away from the normal state. In [13] they discussed the case of an infinite slab $-d<x<d,-\infty<y, z<\infty$ in $\mathbb{R}^{3}$. The symmetry of the domain reduced the linear analysis to a one-dimensional problem. They gave an ansatz for determining $h_{c_{3}}$ and predicted $\lim _{\kappa \rightarrow \infty} h_{c_{3}} / \kappa=c_{0}$ for some constant $1<c_{0}<2$. This can be compared with our estimates for $\bar{h}$ from Theorems 2.9 and 3.9. We have $h_{c_{3}} \leq \bar{h}=O(\kappa)$ as $\kappa \rightarrow \infty$. For small $\kappa$, physicists have predicted that $\bar{h}=O(1)$ as $\kappa \rightarrow 0$ for a slab of finite thickness $-d<x<d,-\infty<y, z<\infty$ and that $\bar{h}=O\left(\kappa^{-\frac{1}{2}}\right)$ as $\kappa \rightarrow 0$ for the infinitely thick slab $-\infty<x<0,-\infty<y, z<\infty$ (see [4], [8], and [12]). Our estimate from Theorem 4.1 gives the result $\bar{h}=O(1)$ as $\kappa \rightarrow 0$ for our domain $\mathcal{D}$.

To conclude, we comment on past analytic work. In [2] and [3], Bolley and Bolley and Helffer made the ansatz for the slab rigorous and proved asymptotic estimates for $h_{c_{3}}$. In [4] they obtained partial results for estimating an upper critical field for the slab. They considered a particular family of one-dimensional functions. For each fixed $\kappa$, they showed there is a finite upper critical field when considering only solutions in this family. In [1] Bauman, Phillips, and Tang estimated $h_{c_{3}}$ for the case of a circular
cylinder, $B_{r} \times \mathbb{R}$. This estimate is relevant here as it plays a central role in our analysis of $\bar{h}$ for general domains.

In section 2 we consider cylindrical domains and establish Theorem 2.9. In section 3 we extend these ideas so as to treat bounded domains in $\mathbb{R}^{3}$. In section 4 we estimate $\bar{h}$ for small $\kappa$.
2. Superconductivity within an infinitely long cylinder in a parallel field. Let $(\psi, \mathbf{A})$ be a weak solution to (1.2) with $n=2$ and $\mathcal{D} \subset \mathbb{R}^{2}$. Recall that $\mathbf{H}_{a}=$ $h \mathbf{e}_{3}$ is perpendicular to the cross section. We first examine the magnetic induction, $\operatorname{curl} \mathbf{A}$, in $\mathcal{D}^{c}$.

Lemma 2.1. Let $(\psi, \mathbf{A})$ satisfy (1.2). Then curl $\mathbf{A}$ is constant in each component of $\overline{\mathcal{D}}^{c}$. Moreover, curl $\mathbf{A}=\mu_{e} h \mathbf{e}_{3}$ in the unbounded component.

Proof. From (1.2) we see that $\operatorname{curl}(\operatorname{curl} \mathbf{A})=\mathbf{0}$ in each component of $\overline{\mathcal{D}}^{c}$. Since

$$
\operatorname{curl}(\operatorname{curl} \mathbf{A})=\left(D_{y}\left(D_{x} A_{2}-D_{y} A_{1}\right),-D_{x}\left(D_{x} A_{2}-D_{y} A_{1}\right), 0\right)
$$

we have that curl $\mathbf{A}=\left(D_{x} A_{2}-D_{y} A_{1}\right) \mathbf{e}_{3}$ is constant in each of these components. The last assertion follows from the fourth equation in (1.2).

We now determine curl $\mathbf{a}_{N}$.
Lemma 2.2. A normal state exists. Moreover, any normal state ( $0, h \mathbf{a}_{N}$ ) satisfies $\operatorname{curl} \mathbf{a}_{N}=\mu \mathbf{e}_{3}$.

Proof. Consider $w=\Gamma_{2} *\left(\mu-\mu_{e}\right)$, where $\Gamma_{2}(\mathbf{x})=\frac{1}{2 \pi} \ln (|\mathbf{x}|), \mathbf{x}=(x, y)$. The function $\mu-\mu_{e}$ has bounded support. As a result $w$ is well defined with $w \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right)$ and $\Delta w=\left(\mu-\mu_{e}\right)$ in $\mathbb{R}^{2}$. Set $\mathbf{b}_{N}=\left(-w_{y}, w_{x}\right)+\frac{\mu_{e}}{2}(-y, x)$. Then $\operatorname{curl} \mathbf{b}_{N}=\mu \mathbf{e}_{3}$ and we see $\mathbf{b}_{N}$ is a weak solution to (1.3), that is,

$$
\int_{\mathbb{R}^{2}} \frac{1}{\mu} \operatorname{curl} \mathbf{b}_{N} \operatorname{curl} \varphi d \mathbf{x}=0, \text { for all } \varphi \in H^{1}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)
$$

such that $\varphi$ has bounded support. Thus, a normal state exists.
Suppose $\mathbf{a}_{N}$ is another weak solution. Taking the difference of the equations for $\mathbf{b}_{N}$ and $\mathbf{a}_{N}$ we get

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \frac{1}{\mu} \operatorname{curl}\left(\mathbf{b}_{N}-\mathbf{a}_{N}\right) \cdot \operatorname{curl} \varphi d \mathbf{x}=0 \tag{2.1}
\end{equation*}
$$

Let $\mathcal{E}$ be the unbounded component of $\overline{\mathcal{D}}^{c}$. From Lemma 2.1 we have curl $\mathbf{b}_{N}=\operatorname{curl} \mathbf{a}_{N}$ outside of the bounded set $\mathcal{E}^{c}$. As a result we can take $\varphi$ such that $\varphi=\mathbf{b}_{N}-\mathbf{a}_{N}$ in a neighborhood of $\boldsymbol{\mathcal { E }}^{c}$ in (2.1). Whence, $\operatorname{curl} \mathbf{b}_{N} \equiv \operatorname{curl} \mathbf{a}_{N}$.

We can now show a weak solution has a gauge equivalent representative that satisfies a Sobolev estimate.

Lemma 2.3. Let $(\zeta, \mathbf{B})$ and $\left(0, h \mathbf{a}_{N}\right)$ be weak solutions to (1.2). Then there is a weak solution $(\psi, \mathbf{A})$ that is gauge equivalent to $(\zeta, \mathbf{B})$ such that

$$
\begin{equation*}
\int_{\mathcal{D}}\left|\mathbf{A}-h \mathbf{a}_{N}\right|^{2} d \mathbf{x} \leq C_{0} \int_{\mathbb{R}^{2}}\left|\operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right)\right|^{2} d \mathbf{x} \tag{2.2}
\end{equation*}
$$

where $C_{0}$ depends only on $\mathcal{D}$.
Proof. Set $\operatorname{curl}\left(\mathbf{B}-h \mathbf{a}_{N}\right)=f \mathbf{e}_{3}$. From Lemmas 2.1 and 2.2, we have that the support of $f$ is contained in the bounded set $\mathcal{E}^{c}$ and $f \in L^{2}\left(\mathbb{R}^{2}\right)$. Set $w=\Gamma_{2} * f$; then standard estimates on the Newtonian potential give $w \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right), \nabla w=\nabla \Gamma_{2} * f$, $\|\nabla w\|_{L^{2}\left(\mathcal{E}^{c}\right)} \leq C_{0}(\mathcal{D})\|f\|_{L^{2}\left(\mathcal{E}^{c}\right)}$, and $\Delta w=f$ (see [9]). Thus, setting $\widetilde{\mathbf{A}}=\left(-w_{y}, w_{x}\right)$
we have $\widetilde{\mathbf{A}} \in H_{\text {loc }}^{1}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$ and $\operatorname{curl} \widetilde{\mathbf{A}}=\Delta w \mathbf{e}_{3}=\operatorname{curl}\left(\mathbf{B}-h \mathbf{a}_{N}\right)$. Let $\mathbf{A}=\widetilde{\mathbf{A}}+h \mathbf{a}_{N}$. Then $\operatorname{curl}(\mathbf{B}-\mathbf{A})=\mathbf{0}$. Hence, $\mathbf{A}=\mathbf{B}+\nabla \eta$ for some $\eta \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2}\right)$ and
$\int_{\mathcal{D}}\left|\mathbf{A}-h \mathbf{a}_{N}\right|^{2} d \mathbf{x} \leq \int_{\mathcal{E}^{c}}|\nabla w|^{2} d \mathbf{x} \leq C_{0} \int_{\mathcal{E}^{c}}|f|^{2} d \mathbf{x}=C_{0} \int_{\mathbb{R}^{2}}\left|\operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right)\right|^{2} d \mathbf{x}$.
We need the following property for weak solutions.
Proposition 2.4. (see [7]). Let $(\psi, \mathbf{A})$ be a weak solution to (1.2); then $|\psi| \leq 1$ almost everywhere in $\mathcal{D}$.

Next we write the weak formulation of (1.2):

$$
\begin{align*}
& \int_{\mathcal{D}}\left(\frac{i}{\kappa} \nabla \psi+\mathbf{A} \psi\right) \cdot\left(\frac{i}{\kappa} \nabla \varphi+\mathbf{A} \varphi\right)^{*} d \mathbf{x}+\int_{\mathcal{D}}\left(|\psi|^{2}-1\right) \psi \varphi^{*} d \mathbf{x} \\
&=-\frac{\gamma}{\kappa} \int_{\partial \mathcal{D}} \psi \varphi^{*} d \mathbf{s} \quad \text { for any } \varphi \in \mathcal{H}^{1}(\mathcal{D})  \tag{2.3}\\
& \int_{\mathbb{R}^{2}} \frac{1}{\mu} \operatorname{curl} \mathbf{A} \cdot \operatorname{curl} \mathbf{B} d \mathbf{x}+\int_{\mathcal{D}}\left[\frac{i}{2 \kappa}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)+\mathbf{A}|\psi|^{2}\right] \cdot \mathbf{B} d \mathbf{x}=0
\end{align*}
$$

for any $\mathbf{B} \in H^{1}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$ with bounded support. Considering $\frac{i}{\kappa} \nabla \psi+\mathbf{A} \psi$ for $(\psi, \mathbf{A}) \in$ $\mathcal{H}^{1}(\mathcal{D}) \times H_{\text {loc }}^{1}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$, we have

$$
\begin{aligned}
& \Re e\left[\left(\frac{i}{\kappa} \nabla \psi+\mathbf{A} \psi\right) \psi^{*}\right]=\frac{i}{2 \kappa}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)+\mathbf{A}|\psi|^{2}, \\
& \Im m\left[\left(\frac{i}{\kappa} \nabla \psi+\mathbf{A} \psi\right) \psi^{*}\right]=\frac{1}{2 \kappa} \nabla|\psi|^{2} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\frac{i}{\kappa} \nabla \psi+\mathbf{A} \psi=\left\{\left[\frac{i}{2 \kappa}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)+\mathbf{A}|\psi|^{2}\right]|\psi|^{-1}+i\left[\frac{1}{\kappa} \nabla|\psi|\right]\right\} \frac{\psi}{|\psi|} \tag{2.4}
\end{equation*}
$$

for almost every $\mathbf{x}$ such that $\psi \neq 0$. Moreover, since $\nabla \psi=0$ almost everywhere on the set $\{\psi=0\}$, it is consistent to define the term in braces equal to zero on this set. We conclude that (2.4) holds almost everywhere.

Lemma 2.5. Let $(\psi, \mathbf{A})$ and $\left(0, h \mathbf{a}_{N}\right)$ be weak solutions satisfying (2.2). Then there is a constant $C_{1}=C_{1}\left(\mathcal{D}, \mu_{e}\right)$ such that

$$
\begin{equation*}
\int_{\mathcal{D}}\left|\left(i \nabla+\kappa h \mathbf{a}_{N}\right) \psi\right|^{2} d \mathbf{x} \leq C_{1} \kappa^{2} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} \tag{2.5}
\end{equation*}
$$

Proof. Let $\varphi=\psi$ in (2.3.1). Using (2.4), Proposition 2.4, and $\gamma \geq 0$, we obtain

$$
\begin{align*}
\int_{\mathcal{D}} & \left(\left.\left|\frac{1}{\kappa} \nabla\right| \psi\left|\left.\right|^{2}+\left|\left[\frac{i}{2 \kappa}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)+\mathbf{A}|\psi|^{2}\right]\right| \psi\right|^{-1}\right|^{2}\right) d \mathbf{x} \\
& =\int_{\mathcal{D}}\left|\left(\frac{i}{\kappa} \nabla+\mathbf{A}\right) \psi\right|^{2} d \mathbf{x} \leq \int_{\mathcal{D}}\left(1-|\psi|^{2}\right)|\psi|^{2} d \mathbf{x} \leq \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} \tag{2.6}
\end{align*}
$$

This inequality is also valid for $n=3$. Consider the second equation in (1.2) for the solutions $(\psi, \mathbf{A})$ and $\left(0, h \mathbf{a}_{N}\right)$. Taking the difference of their respective weak equations we have
$\int_{\mathbb{R}^{2}} \frac{1}{\mu} \operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right) \cdot \operatorname{curl} \mathbf{B} d \mathbf{x}=-\int_{\mathcal{D}}\left[\frac{i}{2 \kappa}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)+\mathbf{A}|\psi|^{2}\right]|\psi|^{-1} \cdot|\psi| \mathbf{B} d \mathbf{x}$.

Using (2.6) and the Cauchy-Schwarz inequality, we see

$$
\int_{\mathbb{R}^{2}} \frac{1}{\mu} \operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right) \cdot \operatorname{curl} \mathbf{B} d \mathbf{x} \leq \varepsilon^{-1} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}+\varepsilon \int_{\mathcal{D}}|\psi|^{2}|\mathbf{B}|^{2} d \mathbf{x}
$$

for any $\varepsilon>0$. Let $\mathbf{B}$ be such that $\mathbf{B}=\mathbf{A}-h \mathbf{a}_{N}$ in $\mathcal{E}^{c}$ where $\mathcal{E}$ is the unbounded component of $\mathcal{D}^{c}$. Then since $\operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right)=\mathbf{0}$ in $\mathcal{E}$ and $|\psi| \leq 1$ we derive

$$
\int_{\mathbb{R}^{2}} \frac{1}{\mu}\left|\operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right)\right|^{2} d \mathbf{x} \leq \varepsilon^{-1} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}+\varepsilon \int_{\mathcal{D}}\left|A-h \mathbf{a}_{N}\right|^{2} d \mathbf{x}
$$

Combining this inequality with (2.2), we see we can take $\varepsilon$ sufficiently small so to have

$$
\begin{equation*}
\int_{\mathcal{D}}\left|\mathbf{A}-h \mathbf{a}_{N}\right|^{2} d \mathbf{x} \leq M \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} \tag{2.7}
\end{equation*}
$$

for some constant $M=M\left(\operatorname{diam} \mathcal{D}, \mu_{e}\right)$.
Next we write

$$
\begin{equation*}
\left(\frac{i}{\kappa} \nabla+\mathbf{A}\right) \psi=\left(\frac{i}{\kappa} \nabla+h \mathbf{a}_{N}\right) \psi+\left(\mathbf{A}-h \mathbf{a}_{N}\right) \psi . \tag{2.8}
\end{equation*}
$$

We will use the elementary inequality

$$
\begin{equation*}
\frac{1}{2}|\mathbf{c}|^{2}-|\mathbf{b}|^{2} \leq|\mathbf{c}+\mathbf{b}|^{2} \quad \text { for } \mathbf{c}, \mathbf{b} \in \mathbb{C} \tag{2.9}
\end{equation*}
$$

Let $\left(\frac{i}{\kappa} \nabla+\mathbf{A}\right) \psi=\mathbf{b}$ and $-\left(\frac{i}{\kappa} \nabla+h \mathbf{a}_{N}\right) \psi=\mathbf{c}$. Then using (2.6) and (2.8) we derive

$$
\frac{1}{2} \int_{\mathcal{D}}\left|\left(\frac{i}{\kappa} \nabla+h \mathbf{a}_{N}\right) \psi\right|^{2} d \mathbf{x} \leq \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}+\int_{\mathcal{D}}\left|\mathbf{A}-h \mathbf{a}_{N}\right|^{2}|\psi|^{2} d \mathbf{x}
$$

Since $|\psi| \leq 1$, we can apply (2.7) to obtain

$$
\int_{\mathcal{D}}\left|\left(i \nabla+\kappa h \mathbf{a}_{N}\right) \psi\right|^{2} d \mathbf{x} \leq 2(1+M) \kappa^{2} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}
$$

We set $C_{1}=2(1+M)$ and the lemma is proved.
We see that if a superconducting state (i.e., a solution with $\psi \not \equiv 0$ ) exists; then (2.5) implies that the principal eigenvalue for $\left(i \nabla+\kappa h \mathbf{a}_{N}\right)^{2}$ on $\mathcal{D}$ is bounded by $C_{1} \kappa^{2}$. We will show that there exists a constant $\phi$ such that if $h>\max \left(\frac{1}{\kappa}, \phi \kappa\right)$, then the principal eigenvalue is greater than $C_{1} \kappa^{2}$. It then follows for such $\kappa$ and $h$ that there are only normal solutions to (1.2).

The corresponding eigenfunctions are expected to take the form of a boundary layer. The following lemma gives a way of measuring to what extent functions can concentrate near the boundary.

For a set $\boldsymbol{\mathcal { O }}$ we define the $\tau$-neighborhood in $\boldsymbol{\mathcal { O }}$ of $\partial \boldsymbol{\mathcal { O }}$ by

$$
\boldsymbol{\mathcal { O }}_{\tau}=\{\mathbf{x} \in \boldsymbol{\mathcal { O }}: \operatorname{dist}(\mathbf{x}, \partial \boldsymbol{\mathcal { O }})<\tau\}
$$

Lemma 2.6. Let $\mathcal{O}$ be a bounded domain in $\mathbb{R}^{n}$ with a $C^{1}$ boundary. Given $\lambda_{0}>0$ there is a constant $d\left(\lambda_{0}, \mathcal{O}\right)>0$ such that whenever

$$
\begin{equation*}
\int_{\mathcal{O}}|\nabla f|^{2} d \mathbf{x} \leq \lambda^{2} \int_{\mathcal{O}}|f|^{2} d \mathbf{x} \tag{2.10}
\end{equation*}
$$

for some $f \in H^{1}(\boldsymbol{\mathcal { O }})$ with $\lambda \geq \lambda_{0}$, then

$$
\begin{equation*}
\frac{1}{2} \int_{\mathcal{O}}|f|^{2} d \mathbf{x} \leq \int_{\mathcal{O} \backslash \boldsymbol{O}_{\frac{d}{\lambda}}}|f|^{2} d \mathbf{x} \tag{2.11}
\end{equation*}
$$

Proof. Let $\cup_{k=0}^{N} F_{k}$ be an open cover for $\overline{\mathcal{O}}$ such that $\bar{F}_{0} \subset \mathcal{O}$ and such that for each $k, 1 \leq k \leq N$, we have

$$
F_{k} \cap \mathcal{O}=\left\{\left(x^{\prime}, x_{n}\right): g_{k}\left(x^{\prime}\right)<x_{n}<g_{k}\left(x^{\prime}\right)+\delta_{1},\left|x^{\prime}\right|<\delta_{2}\right\}
$$

where $\delta_{1}$ and $\delta_{2}$ are positive constants, $\left(x^{\prime}, x_{n}\right)$ are suitably rotated and translated coordinates, and $g_{k}\left(x^{\prime}\right)=x_{n}$ characterizes $\partial \boldsymbol{\mathcal { O }} \cap F_{k}$. We can further assume without loss of generality that $g_{k}(\cdot)$ is defined for $\left|x^{\prime}\right| \leq 2 \delta_{2},\left|\nabla g_{k}\right|<1$, and

$$
\begin{align*}
& \left\{\left(x^{\prime}, x_{n}\right): g_{k}\left(x^{\prime}\right)<x_{n}<g_{k}\left(x^{\prime}\right)+4 \delta_{1},\left|x^{\prime}\right|<2 \delta_{2}\right\} \subset \mathcal{O} \\
& \left\{\left(x^{\prime}, x_{n}\right): g_{k}\left(x^{\prime}\right)-4 \delta_{1}<x_{n}<g_{k}\left(x^{\prime}\right),\left|x^{\prime}\right|<2 \delta_{2}\right\} \subset \mathbb{R}^{n} \backslash \overline{\mathcal{O}} \tag{2.12}
\end{align*}
$$

Let $f \in H^{1}(\mathcal{O}), 0 \leq t, v \leq \delta_{1}$, and fix $k \geq 1$. We have

$$
\begin{aligned}
& \int_{\left\{x_{n}-g_{k}\left(x^{\prime}\right)=v\right\} \cap F_{k}}|f|^{2} d \mathbf{s}-\int_{\left\{x_{n}-g_{k}\left(x^{\prime}\right)=t\right\} \cap F_{k}}|f|^{2} d \mathbf{s} \\
& \quad \leq \int_{\left\{\left|x^{\prime}\right| \leq \delta_{2}\right\}}\left|f^{2}\left(x^{\prime}, g_{k}\left(x^{\prime}\right)+v\right)-f^{2}\left(x^{\prime}, g_{k}\left(x^{\prime}\right)+t\right)\right| \sqrt{1+\left|\nabla g_{k}\right|^{2}} d x^{\prime} \\
& \quad \leq \int_{\mathcal{O} \cap F_{k}}\left|\frac{\partial\left(f^{2}\right)}{\partial x_{n}}\right| d \mathbf{x} .
\end{aligned}
$$

Integrating in $t$ from 0 to $\delta_{1}$ and then dividing by $\delta_{1}$ gives

$$
\int_{\left\{x_{n}-g_{k}\left(x^{\prime}\right)=v\right\} \cap F_{k}}|f|^{2} d \mathbf{s} \leq \frac{1}{\delta_{1}}\left(\int_{\mathcal{O}}|f|^{2} d \mathbf{x}+2 \delta_{1} \int_{\mathcal{O}}|f||\nabla f| d \mathbf{x}\right)
$$

Next integrate $v$ from 0 to $\frac{2 d}{\lambda}$, where $0<d<\lambda_{0} \delta_{1} / 2$ is to be determined. We derive

$$
\begin{equation*}
\int_{\left\{0<x_{n}-g_{k}\left(x^{\prime}\right) \leq \frac{2 d}{\lambda}\right\} \cap F_{k}}|f|^{2} d \mathbf{x} \leq \frac{2 d}{\lambda \delta_{1}}\left(\int_{\mathcal{O}}|f|^{2} d \mathbf{x}+2 \delta_{1} \int_{\mathcal{O}}|f||\nabla f| d \mathbf{x}\right) \tag{2.13}
\end{equation*}
$$

From the assumptions on $g_{k}$, for $1 \leq k \leq N$ we have

$$
\begin{equation*}
F_{k} \cap \mathcal{O}_{\frac{d}{\lambda}} \subset F_{k} \cap\left\{0<x_{n}-g_{k}\left(x^{\prime}\right) \leq \frac{2 d}{\lambda}\right\} \tag{2.14}
\end{equation*}
$$

if $\frac{d}{\lambda}$ is small enough. Indeed, if this is false for some $k$ we can find $\mathbf{x}=\left(x^{\prime}, x_{n}\right)$ such that $\left|x^{\prime}\right| \leq \delta_{2}, x_{n}>g_{k}\left(x^{\prime}\right)+\frac{2 d}{\lambda}$, and $\mathbf{y}=\left(y^{\prime}, y_{n}\right) \in \partial \boldsymbol{\mathcal { O }}$ such that $|\mathbf{x}-\mathbf{y}|<\frac{d}{\lambda}$. If $\frac{d}{\lambda}<\min \left(\delta_{1}, \delta_{2}\right)$, we have $\left|x^{\prime}-y^{\prime}\right|<\frac{d}{\lambda}<\delta_{2}$ implying $\left|y^{\prime}\right|<2 \delta_{2}$ and $\left|y_{n}-x_{n}\right|<\frac{d}{\lambda}<\delta_{1}$. We claim that $y_{n}=g_{k}\left(y^{\prime}\right)$. In fact,

$$
\left|y_{n}-g_{k}\left(y^{\prime}\right)\right| \leq\left|y_{n}-x_{n}\right|+\left|x_{n}-g_{k}\left(x^{\prime}\right)\right|+\left|g_{k}\left(x^{\prime}\right)-g_{k}\left(y^{\prime}\right)\right|
$$

and each term on the right is bounded by $\delta_{1}$. We have shown this for the first one. This is true for the second since $\mathbf{x} \in F_{k} \cap \mathcal{O}$. For the last term we use $\left|\nabla g_{k}\right|<1$ and
$\left|x^{\prime}-y^{\prime}\right|<\frac{d}{\lambda}<\delta_{1}$. Thus, $\left|y_{n}-g_{k}\left(y^{\prime}\right)\right|<3 \delta_{1}$. From (2.12) we see the only possibility for such a $\mathbf{y} \in \partial \mathcal{O}$ is $y_{n}=g_{k}\left(y^{\prime}\right)$. As a result,

$$
\left|g_{k}\left(x^{\prime}\right)-g_{k}\left(y^{\prime}\right)\right| \geq\left|g_{k}\left(x^{\prime}\right)-x_{n}\right|-\left|g_{k}\left(y^{\prime}\right)-x_{n}\right|>\frac{2 d}{\lambda}-\frac{d}{\lambda}=\frac{d}{\lambda}
$$

On the other hand, since $\left|\nabla g_{k}\right|<1$ we have $\left|g_{k}\left(x^{\prime}\right)-g_{k}\left(y^{\prime}\right)\right|<\left|x^{\prime}-y^{\prime}\right|<\frac{d}{\lambda}$ and this is a contradiction.

Using (2.13) and (2.14) and summing on $k$ for $1 \leq k \leq N$, we obtain

$$
\int_{\mathcal{O}_{\frac{d}{\lambda}}}|f|^{2} d \mathbf{x} \leq M_{1} \frac{d}{\lambda}\left(\int_{\mathcal{O}}|f|^{2} d \mathbf{x}+\lambda \int_{\mathcal{O}}|f|^{2} d \mathbf{x}+\lambda^{-1} \int_{\mathcal{O}}|\nabla f|^{2} d \mathbf{x}\right)
$$

where $M_{1}=M_{1}\left(\delta_{1}, N\right)$.
Using (2.10) we have

$$
\int_{\boldsymbol{\mathcal { O }}_{\frac{d}{\lambda}}}|f|^{2} d \mathbf{x} \leq M_{2} d \int_{\mathcal{O}}|f|^{2} d \mathbf{x}
$$

where $M_{2}=M_{2}\left(\delta_{1}, N, \lambda_{0}\right)$. Setting $d=\min \left(\frac{1}{2 M_{2}}, \frac{\lambda_{0} \delta_{1}}{2}, \frac{\lambda_{0} \delta_{2}}{2}\right)$, we conclude

$$
\int_{\mathcal{O}_{\frac{d}{\lambda}}}|f|^{2} d \mathbf{x} \leq \frac{1}{2} \int_{\mathcal{O}}|f|^{2} d \mathbf{x}
$$

The assertion (2.11) follows from this inequality.
We will use the following result from [1] for $B_{r}(\mathbf{0}) \subset \mathbb{R}^{2}$.
Proposition 2.7. There is a continuous function $\sigma(\cdot): t \in[0, \infty) \rightarrow \mathbb{R}$ with $\sigma(t)>0$ for $t>0$ for which $\lim _{t \rightarrow \infty} \sigma(t)$ exists with $0<\lim _{t \rightarrow \infty} \sigma(t)<1$, and such that

$$
\begin{equation*}
\int_{B_{r}(\mathbf{0})}\left|\left(i \nabla+\frac{\omega^{2}}{2}(-y, x)\right) \zeta\right|^{2} d \mathbf{x} \geq \omega^{2} \sigma(\omega r) \int_{B_{r}(\mathbf{0})}|\zeta|^{2} d \mathbf{x} \tag{2.15}
\end{equation*}
$$

for all $\zeta \in \mathcal{H}^{1}\left(B_{r}(\mathbf{0})\right)$ and $\omega \geq 0$.
Indeed in [1, section 2], it is shown that

$$
\inf _{\substack{\|\zeta\|_{L^{2}}=1 \\ \zeta \in W^{1,2}\left(B_{r} ; \mathbb{C}\right)}} \int_{B_{r}}\left|\left(i \nabla+\frac{\omega^{2}}{2}(-y, x)\right) \zeta\right|^{2} d \mathbf{x} \equiv \omega^{2} \sigma
$$

where $\sigma=\sigma(\omega r)$. Furthermore, $\sigma$ is characterized by $\sigma(t)=\inf _{n \in \mathbf{z}} \sigma(t, n)$ where for each $n, \sigma(t, n)$ is analytic and positive on $0<t<\infty$. Moreover, $\lim _{t \rightarrow 0} \sigma(t, 0)=0$. In [1, section 6], it is also shown that

$$
\sigma(t)=\min _{0 \leq n \leq n_{0}-1} \sigma(t, n) \quad \text { for } 0 \leq t \leq n_{0}
$$

As a result, it follows that $\sigma(t)$ is positive and continuous. The $\lim _{t \rightarrow \infty} \sigma(t)$ is analyzed in $[1$, section 6$]$, as well.

Remark. If $\mathbf{b}$ is another vector field such that $\mathbf{b} \in H^{1}\left(B_{r}(\mathbf{0}) ; \mathbb{R}^{2}\right)$ with curl $\mathbf{b}=\mathbf{e}_{3}$, then (2.15) is also valid with $\frac{1}{2}(-y, x)$ replaced by $\mathbf{b}$. Indeed, we can define a function
$q \in H^{2}\left(B_{r}(\mathbf{0})\right)$ such that $\nabla q=\mathbf{b}-\frac{1}{2}(-y, x)$. With this we can define a local gauge transformation

$$
\zeta^{\prime}=\zeta e^{i \omega^{2} q}, \quad \mathbf{b}=\frac{1}{2}(-y, x)+\nabla q
$$

for which $\zeta^{\prime} \in \mathcal{H}^{1}\left(B_{r}(\mathbf{0})\right)$ provided $\zeta \in \mathcal{H}^{1}\left(B_{r}(\mathbf{0})\right)$. Moreover,

$$
\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta^{\prime}\right|=\left|\left(i \nabla+\frac{\omega^{2}}{2}(-y, x)\right) \zeta\right| \text { and }\left|\zeta^{\prime}\right|=|\zeta|
$$

so that

$$
\begin{equation*}
\int_{B_{r}(\mathbf{0})}\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta^{\prime}\right|^{2} d \mathbf{x} \geq \omega^{2} \sigma(\omega r) \int_{B_{r}(\mathbf{0})}\left|\zeta^{\prime}\right|^{2} d \mathbf{x} \tag{2.16}
\end{equation*}
$$

for all $\zeta^{\prime} \in \mathcal{H}^{1}\left(B_{r}(\mathbf{0})\right), \mathbf{b} \in H^{1}\left(B_{r}(\mathbf{0}) ; \mathbb{R}^{2}\right)$ such that $\operatorname{curl} \mathbf{b}=\mathbf{e}_{3}$.
We now derive an estimate similar to (2.16) for $\mathcal{D}$ provided $\omega$ is bounded away from zero.

Lemma 2.8. Given $m>0$ there is a constant $C_{2}=C_{2}(m, \mathcal{D}), 0<C_{2} \leq 1$, such that if $\omega^{2} \geq m$, then

$$
\begin{equation*}
C_{2} \omega^{2} \int_{\mathcal{D}}|\zeta|^{2} d \mathbf{x} \leq \int_{\mathcal{D}}\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta\right|^{2} d \mathbf{x} \tag{2.17}
\end{equation*}
$$

for all $\zeta \in \mathcal{H}^{1}(\mathcal{D})$ and $\mathbf{b} \in H^{1}\left(\mathcal{D} ; \mathbb{R}^{2}\right)$ for which $\operatorname{curl} \mathbf{b}=\mathbf{e}_{3}$.
Proof. Let $\zeta \in \mathcal{H}^{1}(\mathcal{D})$ such that $\int_{\mathcal{D}}|\zeta|^{2} d \mathbf{x}>0$ and

$$
\int_{\mathcal{D}}\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta\right|^{2} d \mathbf{x} \leq \omega^{2} \int_{\mathcal{D}}|\zeta|^{2} d \mathbf{x}
$$

for some $\omega, \omega^{2} \geq m$. If no such $\zeta$ exists, then (2.17) is valid with $C_{2}=1$ and we are done. From (2.4) we see $|\nabla| \zeta\left|\left|\leq\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta\right|\right.\right.$. Thus,

$$
\int_{\mathcal{D}}|\nabla| \zeta| |^{2} d \mathbf{x} \leq \omega^{2} \int_{\mathcal{D}}|\zeta|^{2} d \mathbf{x}
$$

As a result, we can apply Lemma 2.6 to conclude

$$
\begin{equation*}
\frac{1}{2} \int_{\mathcal{D}}|\zeta|^{2} d \mathbf{x} \leq \int_{\mathcal{D} \backslash \mathcal{D}_{\frac{d}{\omega}}}|\zeta|^{2} d \mathbf{x} \tag{2.18}
\end{equation*}
$$

Next we choose a cover for $\mathcal{D} \backslash \mathcal{D}_{\frac{d}{\omega}}$ consisting of a finite collection of disks $\left\{B_{\frac{d}{\omega}}\left(\mathbf{x}_{k}\right)\right.$, $k=1, \ldots, N(\omega)\}$, each contained in $\mathcal{D}$ in such a way that $\sum_{k=1}^{N(\omega)} \chi_{B_{\frac{d}{\omega}}\left(\mathbf{x}_{k}\right)} \leq K_{1}$ where $K_{1}$ is independent of $\omega$.

We see

$$
\begin{aligned}
\int_{\mathcal{D}}\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta\right|^{2} d \mathbf{x} & \geq \int_{\cup_{k=1}^{N} B_{\frac{d}{\omega}}\left(\mathbf{x}_{k}\right)}\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta\right|^{2} d \mathbf{x} \\
& \geq K_{1}^{-1} \sum_{k=1}^{N} \int_{B_{\frac{d}{\omega}}\left(\mathbf{x}_{k}\right)}\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta\right|^{2} d \mathbf{x}
\end{aligned}
$$

Using Proposition 2.7, the last term bounds

$$
K_{1}^{-1} \omega^{2} \sigma(d) \sum_{k=1}^{N} \int_{B_{\frac{d}{\omega}}\left(\mathbf{x}_{k}\right)}|\zeta|^{2} d \mathbf{x} \geq K_{2}(d) \omega^{2} \int_{\mathcal{D} \backslash \mathcal{D}_{\frac{d}{\omega}}}|\zeta|^{2} d \mathbf{x} \geq \frac{K_{2}}{2} \omega^{2} \int_{\mathcal{D}}|\zeta|^{2} d \mathbf{x}
$$

where the final inequality follows from (2.18). Set $C_{2}=K_{2} / 2$. This chain of inequalities establishes the lemma.

We now establish the principal result in this section. Here we prove the existence of an upper critical field $\bar{h}$ and obtain a bound for it as $\kappa \rightarrow \infty$ and $\kappa \rightarrow 0$.

Theorem 2.9. There is a constant $\phi=\phi\left(\mu_{e}, \mathcal{D}\right)$ so that if $h>\max \left(\frac{1}{\kappa}, \phi \kappa\right)$, then any weak solution for (1.2) with $n=2$ is normal.

Proof. Let $\left(0, \mathbf{a}_{N}\right)$ be a normal state for (1.3) and $(\psi, \mathbf{A})$ be a weak solution for (1.2). A state is normal iff its entire gauge equivalence class is normal. Therefore, we can assume without loss of generality that $(\psi, \mathbf{A})$ and ( $0, h \mathbf{a}_{N}$ ) satisfy (2.2). Set $\omega^{2}=h \kappa$. Then $\omega^{2} \geq 1$ by hypothesis. We apply (2.17) with $m=1$ to derive

$$
\begin{equation*}
C_{2} h \kappa \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} \leq \int_{\mathcal{D}}\left|\left(i \nabla+h \kappa \mathbf{a}_{N}\right) \psi\right|^{2} d \mathbf{x} \tag{2.19}
\end{equation*}
$$

and by Lemma 2.5, the right-hand side of (2.19) is bounded by $C_{1} \kappa^{2} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}$. Let $\phi=C_{1} / C_{2}$. We have

$$
h \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} \leq \phi \kappa \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}
$$

By assumption $h>\phi \kappa$. Hence it must hold that $\int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}=0$.
3. Three-dimensional bodies. In this section, we consider a superconducting body given by a bounded domain $\mathcal{D} \subset \mathbb{R}^{3}$ subjected to a uniform applied field $\mathbf{H}_{a}=$ $h \mathbf{e}$. We will assume without loss of generality that $\mathbf{e}=\mathbf{e}_{3}$ throughout this section.

Denote by $\check{H}^{1}\left(\mathbb{R}^{3}\right)$ the completion of $C_{0}^{\infty}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ with respect to the norm

$$
\|\mathbf{B}\|_{\check{H}^{1}\left(\mathbb{R}^{3}\right)}=\left(\int_{\mathbb{R}^{3}}|\nabla \mathbf{B}|^{2} d \mathbf{x}\right)^{\frac{1}{2}}
$$

One can show elements $\mathbf{B} \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$ satisfy the following relationships:

$$
\begin{equation*}
\|\mathbf{B}\|_{L^{6}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)} \leq \theta\|\mathbf{B}\|_{\tilde{H}^{1}\left(\mathbb{R}^{3}\right)} \tag{3.1}
\end{equation*}
$$

where $\theta$ is independent of $\mathbf{B}$ and

$$
\begin{equation*}
\|\mathbf{B}\|_{\tilde{H}^{1}\left(\mathbb{R}^{3}\right)}^{2}=\int_{\mathbb{R}^{3}}\left(|\operatorname{div} \mathbf{B}|^{2}+|\operatorname{curl} \mathbf{B}|^{2}\right) d \mathbf{x} \tag{3.2}
\end{equation*}
$$

(see [10]).
In order to represent magnetic fields we need the following lemma.
Lemma 3.1. Let $\mathbf{g} \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ such that $\operatorname{div} \mathbf{g}=0$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)$. Then there is a unique $\mathbf{u} \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$ such that curl $\mathbf{u}=\mathbf{g}$ and $\operatorname{div} \mathbf{u}=0$.

Proof. Consider $D_{k} \Gamma * \mathbf{g}$, where $\Gamma(\mathbf{x})=\Gamma_{3}(\mathbf{x})=\frac{-1}{3 \omega_{3}|\mathbf{x}|}$ is the Newtonian potential for $\mathbb{R}^{3}$ and $1 \leq k \leq 3$. We claim that $D_{k} \Gamma * \mathbf{g} \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$. To see this, let us first assume that $\mathbf{g}$ has bounded support. Then, $D_{k} \Gamma * g$ exists as a weakly singular integral and

$$
\left|D_{k} \Gamma * \mathbf{g}\right|=O\left(|\mathbf{x}|^{-2}\right)
$$

and

$$
\left|\nabla\left(D_{k} \Gamma * \mathbf{g}\right)\right|=O\left(|\mathbf{x}|^{-3}\right) \text { as }|\mathbf{x}| \rightarrow \infty
$$

Let $\varphi_{R}(\mathbf{x})$ be a standard $C^{\infty}$ cutoff function such that $\varphi_{R}=1$ for $|\mathbf{x}| \leq R$ and $\varphi_{R}=0$ for $|\mathbf{x}| \geq R+1$. It follows directly that $\left\{\varphi_{R(n)}\left(D_{k} \Gamma * \mathbf{g}\right)\right\}$ is a Cauchy sequence in $\check{H}^{1}\left(\mathbb{R}^{3}\right)$ that converges to $D_{k} \Gamma * \mathbf{g}$ pointwise for any sequence $R(n) \rightarrow \infty$. Thus, $D_{k} \Gamma * \mathbf{g} \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$ assuming $\mathbf{g}$ has bounded support. Finally, by standard $L^{2}$-singular integral theory,

$$
\begin{equation*}
\left\|D_{k} \Gamma * \mathbf{g}\right\|_{\check{H}^{1}\left(\mathbb{R}^{3}\right)} \leq\|\mathbf{g}\|_{L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)} \tag{3.3}
\end{equation*}
$$

and as a consequence, $D_{k} \Gamma * \mathbf{g} \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$ for all $\mathbf{g} \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$.
Define $\mathbf{u}: \mathbf{g} \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right) \rightarrow \check{H}^{1}\left(\mathbb{R}^{3}\right)$ by

$$
\mathbf{u}(\mathbf{g})=-\left(D_{2} \Gamma * g_{3}-D_{3} \Gamma * g_{2}, D_{3} \Gamma * g_{1}-D_{1} \Gamma * g_{3}, D_{1} \Gamma * g_{2}-D_{2} \Gamma * g_{1}\right)
$$

Let $\mathbf{g}_{\varepsilon}$ be a mollification of $\mathbf{g}$; then $\mathbf{g}_{\varepsilon} \rightarrow \mathbf{g}$ in $L^{2}$ as $\varepsilon \rightarrow 0$, and $\operatorname{div} \mathbf{g}_{\varepsilon}=0$ for each $\varepsilon>0$. We define $\mathbf{g}_{\varepsilon, R}=\varphi_{R} \mathbf{g}_{\varepsilon}$. Note $\operatorname{div}\left(\mathbf{g}_{\varepsilon, R}\right)=\nabla \varphi_{R} \cdot \mathbf{g}_{\varepsilon}$. If we choose sequences $\varepsilon(n) \rightarrow 0$ and $R(n) \rightarrow \infty$ as $n \rightarrow \infty$, then $\mathbf{g}_{n}=\varphi_{R(n)} \mathbf{g}_{\varepsilon(n)} \in C_{0}^{\infty}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right), \mathbf{g}_{n} \rightarrow \mathbf{g}$ in $L^{2}$, and $\operatorname{div} \mathbf{g}_{n} \rightarrow 0$ in $L^{2}$ as $n \rightarrow \infty$.

Set $\mathbf{w}_{n}=\Gamma * \mathbf{g}_{n}$. These are well defined since $\mathbf{g}_{n}$ have bounded support. Using (3.3), we see

$$
\operatorname{curl} \mathbf{w}_{n}=-\mathbf{u}\left(\mathbf{g}_{n}\right) \rightarrow-\mathbf{u}(\mathbf{g}) \text { in } \check{H}^{1} \text { as } n \rightarrow \infty
$$

Consider

$$
\begin{equation*}
\operatorname{curl} \mathbf{u}\left(\mathbf{g}_{n}\right)=-\operatorname{curl} \operatorname{curl} \mathbf{w}_{n}=\Delta \mathbf{w}_{n}-\nabla\left(\operatorname{div} \mathbf{w}_{n}\right)=\mathbf{g}_{n}-\nabla\left(\operatorname{div} \mathbf{w}_{n}\right) \tag{3.4}
\end{equation*}
$$

We know $\nabla\left(\operatorname{div} \mathbf{w}_{n}\right)=\nabla \Gamma *\left(\operatorname{div} \mathbf{g}_{n}\right) \rightarrow \mathbf{0}$ in $\check{H}^{1}\left(\mathbb{R}^{3}\right)$ as $n \rightarrow \infty \operatorname{since} \operatorname{div} \mathbf{g}_{n} \rightarrow 0$ in $L^{2}$. Thus, using (3.1) we conclude $\nabla\left(\operatorname{div} \mathbf{w}_{n}\right) \rightarrow \mathbf{0}$ in $L^{6}$, as $n \rightarrow \infty$. Furthermore, we have curl $\mathbf{u}\left(\mathbf{g}_{n}\right) \rightarrow \operatorname{curl} \mathbf{u}(\mathbf{g})$ and $\mathbf{g}_{n} \rightarrow \mathbf{g}$ in $L^{2}$ as $n \rightarrow \infty$. As a consequence $\operatorname{curl} \mathbf{u}(\mathbf{g})=\mathbf{g}$ in $\mathbb{R}^{3}$.

Since $\mathbf{u}\left(\mathbf{g}_{n}\right)=-\operatorname{curl} \mathbf{w}_{n}$ we have div $\mathbf{u}\left(\mathbf{g}_{n}\right)=0$, which implies $\operatorname{div} \mathbf{u}(\mathbf{g})=0$. Finally, using (3.2) we see that $\mathbf{u}$ is unique in $\check{H}^{1}\left(\mathbb{R}^{3}\right)$.

We can apply the preceding lemma to characterize weak solutions.
Lemma 3.2. Let $(\zeta, \mathbf{B})$ be a weak solution to (1.2). Then there is a gauge equivalent solution $(\psi, \mathbf{A})$ such that div $\mathbf{A}=0$ and $\left(\mathbf{A}-\frac{\mu_{e} h}{2}(-y, x, 0)\right) \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$. Moreover, if $(\tilde{\psi}, \tilde{\mathbf{A}})$ is another such solution, then $\tilde{\psi}=a \psi$ for some $a \in \mathbb{C},|a|=1$, and $\tilde{\mathbf{A}}=\mathbf{A}$.

Proof. Set $\mathbf{g}=\left(\operatorname{curl} \mathbf{B}-\mu_{e} h \mathbf{e}_{3}\right) \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$. From the previous lemma there is a unique element $\mathbf{u} \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$ such that $\operatorname{curl} \mathbf{u}=\mathbf{g}$ and $\operatorname{div} \mathbf{u}=0$. Therefore, we find $\mathbf{A}=\mathbf{u}+\frac{\mu_{e} h}{2}(-y, x, 0)$.

We now characterize the normal state in three dimensions.
LEMMA 3.3. There is a unique normal state satisfying (1.3) such that ( $\mathbf{a}_{N}-$ $\left.\frac{\mu_{e}}{2}(-y, x, 0)\right) \in \check{H}^{1}\left(\mathbb{R}^{3}\right)$ and $\operatorname{div} \mathbf{a}_{N}=0$.

Proof. Consider the strictly convex functional
$E(\mathbf{b})=G(0, \mathbf{b})+\int_{\mathbb{R}^{3}}(\operatorname{div} \mathbf{b})^{2} d \mathbf{x}=\int_{\mathcal{D}} \frac{1}{2} d \mathbf{x}+\int_{\mathbb{R}^{3}}\left(\mu\left|\frac{1}{\mu} \operatorname{curl} \mathbf{b}-e_{3}\right|^{2}+(\operatorname{div} \mathbf{b})^{2}\right) d \mathbf{x}$
for the class $\mathcal{S}=\left\{\mathbf{b}:\left(\mathbf{b}-\frac{\mu_{e}}{2}(-y, x, 0)\right) \in \check{H}^{1}\left(\mathbb{R}^{3}\right)\right\}$. A unique equilibrium exists which also minimizes $E(\cdot)$. Let $\widetilde{\mathbf{b}}$ be this equilibrium. If $\operatorname{div} \widetilde{\mathbf{b}} \neq 0$ then by Lemma 3.2 we can find another vector field $\widetilde{\tilde{b}} \in \mathcal{S}$ such that $\operatorname{curl} \widetilde{\tilde{b}}=\operatorname{curl} \widetilde{\mathbf{b}}$ and $\operatorname{div} \widetilde{\mathbf{b}}=0$. This would imply $E(\widetilde{\mathbf{b}})<E(\widetilde{\mathbf{b}})$ which is impossible. Thus, $\operatorname{div} \widetilde{\mathbf{b}}=0$. It follows that $\widetilde{\mathbf{b}}$ satisfies (1.3) and as a result a normal state ( $0, \mathbf{a}_{N}$ ) exists. Conversely, a normal state satisfying the hypothesis is an equilibrium for $E(\cdot)$, and so $\mathbf{a}_{N}$ is unique.

Recall that the induction curl $\mathbf{a}_{N}$, not $\mathbf{a}_{N}$, is the physically relevant quantity. Below we show it is uniquely determined.

Lemma 3.4. Let $\left(0, \mathbf{a}_{N}\right)$ be a normal state. Then curl $\mathbf{a}_{N}$ is uniquely determined, $\operatorname{curl} \mathbf{a}_{N}$ is harmonic in $\mathbb{R}^{3} \backslash \partial \mathcal{D}$ and

$$
\operatorname{curl} \mathbf{a}_{N} \in C^{1, \alpha}(\overline{\mathcal{D}}) \cap C^{1, \alpha}\left(\mathcal{D}^{c}\right)
$$

Moreover, if $\operatorname{div} \mathbf{a}_{N}=0$, then

$$
\mathbf{a}_{N} \in C^{1, \alpha}(\overline{\mathcal{D}}) \cap C^{1, \alpha}\left(\mathcal{D}^{c}\right)
$$

Proof. Using Lemma 3.2 we see any normal state is gauge equivalent to the normal state described in Lemma 3.3. Since a gauge transformation leaves the curl of a vector field invariant, we conclude that curl $\mathbf{a}_{N}$ is uniquely determined for solutions to (1.3).

We can use the first equation in (1.3) to prove that there exists a function $p \in$ $H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ such that curl $\mathbf{a}_{N}=\mu \nabla p$. Since

$$
\begin{equation*}
\operatorname{div}(\mu \nabla p)=0 \text { in } \mathbb{R}^{3} \tag{3.5}
\end{equation*}
$$

and $\mu$ is constant on the components of $\mathbb{R}^{3} \backslash \partial \mathcal{D}$, the function $p$ (and thus curl $\mathbf{a}_{N}$ ) is harmonic in each component. We apply the results from [11, Chapter 5, Section 4] to the solution $p$ for (3.5), to derive that $p \in C^{2, \alpha}(\overline{\mathcal{D}}) \cap C^{2, \alpha}\left(\mathcal{D}^{c}\right)$ and as a consequence, curl $\mathbf{a}_{N} \in C^{1, \alpha}(\overline{\mathcal{D}}) \cap C^{1, \alpha}\left(\mathcal{D}^{c}\right)$.

Assume $\operatorname{div} \mathbf{a}_{N}=0$. Let $\mathcal{U}$ be an open neighborhood of $\overline{\mathcal{D}}$ and consider $\mathbf{w} \in$ $H^{2}\left(\mathcal{U} ; \mathbb{R}^{3}\right)$ such that $\Delta \mathbf{w}=\operatorname{curl} \mathbf{a}_{N}$ in $\mathcal{U}$. From [11, Chapter 5], we have $\mathbf{w} \in$ $C^{2, \alpha}(\overline{\mathcal{D}}) \cap C^{2, \alpha}(\boldsymbol{U} \backslash \mathcal{D})$. The identity $\operatorname{curl}(\operatorname{curl} \mathbf{w})+\Delta \mathbf{w}=\nabla(\operatorname{div} \mathbf{w})$ in $\boldsymbol{\mathcal { U }}$ yields

$$
\operatorname{curl}\left(\operatorname{curl} \mathbf{w}+\mathbf{a}_{N}\right)=\nabla(\operatorname{div} \mathbf{w})
$$

from which we obtain

$$
\operatorname{curl} \operatorname{curl}\left(\operatorname{curl} \mathbf{w}+\mathbf{a}_{N}\right)=\mathbf{0} \text { in } \mathcal{D}^{\prime}(\boldsymbol{U})
$$

By hypothesis $\operatorname{div}\left(\operatorname{curl} \mathbf{w}+\mathbf{a}_{N}\right)=0$. Whence, from the identity above

$$
-\Delta\left(\operatorname{curl} \mathbf{w}+\mathbf{a}_{N}\right)=\operatorname{curl} \operatorname{curl}\left(\operatorname{curl} \mathbf{w}+\mathbf{a}_{N}\right)=\mathbf{0} \text { in } \mathcal{D}^{\prime}(\boldsymbol{U})
$$

This implies $\left(\operatorname{curl} \mathbf{w}+\mathbf{a}_{N}\right) \in C^{\infty}(\boldsymbol{U})$, and we conclude

$$
\mathbf{a}_{N} \in C^{1, \alpha}(\overline{\mathcal{D}}) \cap C^{1, \alpha}\left(\mathcal{D}^{c}\right)
$$

Consider the case $\mu \equiv 1$. Given $\mathbf{e}$, we can find a linear function $\mathbf{a}(\mathbf{x})$ such that curl $\mathbf{a} \equiv \mathbf{e}$. Clearly a satisfies (1.3). It follows from the previous lemma then that $\operatorname{curl} \mathbf{a}_{N} \equiv \mathbf{e}$ when $\mu \equiv 1$.

We now derive a Sobolev estimate analogous to Lemma 2.3.

Lemma 3.5. Let $(\zeta, \mathbf{B})$ be a weak solution to (1.2). Let $(\psi, \mathbf{A})$ be the gauge equivalent solution found in Lemma 3.2 and $\left(0, h \mathbf{a}_{N}\right)$ be the normal state found in Lemma 3.3. Then there is a constant $C_{0}$ depending only on $\mathcal{D}$ such that

$$
\int_{\mathcal{D}}\left|\mathbf{A}-h \mathbf{a}_{N}\right|^{2} d \mathbf{x} \leq C_{0} \int_{\mathbb{R}^{3}}\left|\operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right)\right|^{2} d \mathbf{x}
$$

Proof. Using (3.1) and (3.2) we see

$$
\left\|\mathbf{A}-h \mathbf{a}_{N}\right\|_{L^{6}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)} \leq \theta\left\|\nabla\left(\mathbf{A}-h \mathbf{a}_{N}\right)\right\|_{L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)}=\theta\left\|\operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right)\right\|_{L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)} .
$$

Since $\mathcal{D}$ is bounded we have

$$
\left\|\mathbf{A}-h \mathbf{a}_{N}\right\|_{L^{2}\left(\boldsymbol{\mathcal { D }} ; \mathbb{R}^{3}\right)} \leq M(\mathcal{D})\left\|\mathbf{A}-h \mathbf{a}_{N}\right\|_{L^{6}\left(\mathcal{D} ; \mathbb{R}^{3}\right)}
$$

and the lemma follows.
We proceed in deriving the three-dimensional counterpart to Lemma 2.5.
Lemma 3.6. Let $(\psi, \mathbf{A})$ and $\left(0, h \mathbf{a}_{N}\right)$ be as in Lemma 3.5. Then there is a constant $C_{1}=C_{1}\left(\mathcal{D}, \mu_{e}\right)$ so that

$$
\int_{\mathcal{D}}\left|\left(i \nabla+h \kappa \mathbf{a}_{N}\right) \psi\right|^{2} d \mathbf{x} \leq C_{1} \kappa^{2} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}
$$

Proof. We proceed just as in Lemma 2.5 to obtain

$$
\int_{\mathbb{R}^{3}} \frac{1}{\mu}\left[\operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right) \cdot \operatorname{curl} \mathbf{B}\right] d \mathbf{x} \leq \varepsilon^{-1} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}+\varepsilon \int_{\mathcal{D}}|\psi|^{2}|\mathbf{B}|^{2} d \mathbf{x}
$$

for any $\varepsilon>0$ and $\mathbf{B} \in H^{1}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right)$ with bounded support. However, since $\mathbf{A}-h \mathbf{a}_{N} \in$ $\check{H}^{1}\left(\mathbb{R}^{3}\right)$, we can take $\mathbf{B}=\mathbf{B}_{j} \rightarrow \mathbf{A}-h \mathbf{a}_{N}$ in $\check{H}^{1}\left(\mathbb{R}^{3}\right)$ as $j \rightarrow \infty$. As a result, we have

$$
\int_{\mathbb{R}^{3}} \frac{1}{\mu}\left|\operatorname{curl}\left(\mathbf{A}-h \mathbf{a}_{N}\right)\right|^{2} d \mathbf{x} \leq \varepsilon^{-1} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}+\varepsilon \int_{\mathcal{D}}|\psi|^{2}\left|\mathbf{A}-h \mathbf{a}_{N}\right|^{2} d \mathbf{x} .
$$

The remainder of the proof is just as before.
We next give a three-dimensional analogue for the eigenvalue estimate from [1].
Let $\mathbf{v} \in \mathbb{R}^{3} \backslash\{\mathbf{0}\}$ such that $|\mathbf{v}|=1$ and $\mathbf{x}_{0} \in \mathbb{R}^{3}$. Let $T\left(\mathbf{x}_{0}, r, \mathbf{v}\right)$ be a cylinder with central axis parallel to $\mathbf{v}$, height $2 r$, and middle cross section the disk of radius $r$ with center $\mathbf{x}_{0}$.

Lemma 3.7. Let $\mathbf{b} \in H^{1}\left(T\left(\mathbf{x}_{0}, r, \mathbf{v}\right) ; \mathbb{R}^{3}\right)$ such that $\operatorname{curl} \mathbf{b}=\mathbf{v}$. Then

$$
\begin{equation*}
\int_{T}\left|\left(i \nabla+\omega^{2} \mathbf{b}\right) \zeta\right|^{2} d \mathbf{x} \geq \omega^{2} \sigma(\omega r) \int_{T}|\zeta|^{2} d \mathbf{x} \tag{3.6}
\end{equation*}
$$

for all $\zeta \in \mathcal{H}^{1}(T)$ where $\sigma(\cdot)$ is as in Proposition 2.7.
Proof. We first transfer the problem to

$$
T\left(\mathbf{0}, r, \mathbf{e}_{3}\right)=B_{r}(\mathbf{0}) \times(-r, r) .
$$

Let $Q \in S O(3)$ such that $\mathbf{e}_{3}=Q \mathbf{v}$, and set $\mathbf{y}(\mathbf{x})=Q\left(\mathbf{x}-\mathbf{x}_{0}\right)$. Then

$$
\mathbf{y}: \mathbf{x} \in T\left(\mathbf{x}_{0}, r, \mathbf{v}\right) \rightarrow T\left(\mathbf{0}, r, \mathbf{e}_{3}\right)
$$

Given $\zeta \in \mathcal{H}^{1}\left(T\left(\mathbf{x}_{0}, r, \mathbf{v}\right)\right)$ we define $\xi(\mathbf{y})=\zeta(\mathbf{x}(\mathbf{y}))$. Then

$$
\left(i \nabla_{\mathbf{y}}+\omega^{2} \mathbf{b} Q^{t}\right) \xi(\mathbf{y})=\left(i \nabla_{\mathbf{x}}+\omega^{2} \mathbf{b}\right) \zeta(\mathbf{x}) Q^{t}
$$

By changing variables we see that (3.6) is equivalent to showing the following inequality:

$$
\int_{T\left(\mathbf{0}, r, \mathbf{e}_{3}\right)}\left|\left(i \nabla+\omega^{2} \mathbf{b} Q^{t}\right) \xi\right|^{2} d \mathbf{y} \geq \omega^{2} \sigma(\omega r) \int_{T\left(\mathbf{0}, r, \mathbf{e}_{3}\right)}|\xi|^{2} d \mathbf{y}
$$

For any $\mathbf{w} \in \mathbb{R}^{3}$, we have

$$
Q \mathbf{w} \cdot \operatorname{curl}_{\mathbf{y}}\left(\mathbf{b} Q^{t}\right)=\operatorname{det}\left[\begin{array}{c}
\mathbf{w}^{t} Q^{t} \\
\nabla_{\mathbf{y}} \\
\mathbf{b} Q^{t}
\end{array}\right]=\operatorname{det}\left[\begin{array}{c}
\mathbf{w}^{t} Q^{t} \\
\nabla_{\mathbf{x}} Q^{t} \\
\mathbf{b} Q^{t}
\end{array}\right]=\operatorname{det}\left[\begin{array}{c}
\mathbf{w}^{t} \\
\nabla_{\mathbf{x}} \\
\mathbf{b}
\end{array}\right]=\mathbf{w} \cdot \operatorname{curl}_{\mathbf{x}} \mathbf{b}
$$

Therefore, $\operatorname{curl}_{\mathbf{y}}\left(\mathbf{b} Q^{t}\right)=Q\left(\operatorname{curl}_{\mathbf{x}} \mathbf{b}\right)=Q \mathbf{v}=\mathbf{e}_{3}$.
By changing the gauge if necessary, we can assume $\mathbf{b} Q^{t}=\frac{1}{2}(-y, x, 0)$. Then

$$
\begin{aligned}
& \int_{T\left(\mathbf{0}, r, \mathbf{e}_{3}\right)}\left|\left(i \nabla+\omega^{2} \mathbf{b} Q^{t}\right) \xi\right|^{2} d \mathbf{y} \geq \int_{T\left(\mathbf{0}, r, \mathbf{e}_{3}\right)}\left|\left(i\left(D_{x}, D_{y}, 0\right)+\omega^{2} \mathbf{b} Q^{t}\right) \xi\right|^{2} d \mathbf{y} \\
& \quad=\int_{-r}^{r} \int_{B_{r}}\left|\left(i\left(D_{x}, D_{y}, 0\right)+\frac{\omega^{2}}{2}(-y, x, 0)\right) \xi(x, y, z)\right|^{2} d x d y d z \\
& \geq \int_{-r}^{r} \omega^{2} \sigma(\omega r) \int_{B_{r}}|\xi(x, y, z)|^{2} d x d y d z \\
& =\omega^{2} \sigma(\omega r) \int_{T\left(\mathbf{0}, r, \mathbf{e}_{3}\right)}|\xi|^{2} d \mathbf{y}
\end{aligned}
$$

where we have applied Proposition 2.7 for each $-r \leq z \leq r$.
We go on to prove the three-dimensional counterpart to the eigenvalue estimate in Lemma 2.8.

Lemma 3.8. Let $\left(0, \mathbf{a}_{N}\right)$ be the normal state from Lemma 3.3. Assume curl $\mathbf{a}_{N} \neq \mathbf{0}$ in $\overline{\mathcal{D}}$. Then there exist constants $m \geq 1$ and $0<C_{2} \leq 1$ so that if $\omega^{2} \geq m$, it holds that

$$
\begin{equation*}
C_{2} \omega^{2} \int_{\mathcal{D}}|\zeta|^{2} d \mathbf{x} \leq \int_{\mathcal{D}}\left|\left(i \nabla+\omega^{2} \mathbf{a}_{N}\right) \zeta\right|^{2} d \mathbf{x} \tag{3.7}
\end{equation*}
$$

for all $\zeta \in \mathcal{H}^{1}(\mathcal{D})$.
Proof. We argue as in Lemma 2.8. There exists a constant $d>0$ so that given $\xi \in \mathcal{H}^{1}(\mathcal{D})$ and $\omega \geq 1$ either (3.7) is true with $C_{2}=1$ and $\xi=\zeta$ or

$$
\begin{equation*}
\frac{1}{2} \int_{\mathcal{D}}|\xi|^{2} d \mathbf{x} \leq \int_{\mathcal{D} \backslash \mathcal{D}_{\frac{d}{\omega}}}|\xi|^{2} d \mathbf{x} \tag{3.8}
\end{equation*}
$$

Assume the latter. In this case we cover $\mathcal{D} \backslash \mathcal{D}_{\frac{d}{\omega}}$ by a family of cylinders $\left\{T_{k}: k=\right.$ $1, \ldots, N(\omega)\}$ such that $T_{k}=T\left(\mathbf{x}_{k}, \frac{d}{2 \omega}, \operatorname{curl} \mathbf{a}_{N}\left(\mathbf{x}_{k}\right) /\left|\operatorname{curl} \mathbf{a}_{N}\left(\mathbf{x}_{k}\right)\right|\right)$ with $T_{k} \subset \mathcal{D}$ for each $k$ and $\sum_{k=1}^{N} \chi_{T_{k}} \leq K$ where $K$ is independent of $\omega$ for $\omega \geq 1$. As a consequence,

$$
\begin{equation*}
\int_{\mathcal{D}}\left|\left(i \nabla+\omega^{2} \mathbf{a}_{N}\right) \xi\right|^{2} d \mathbf{x} \geq K^{-1} \sum_{k=1}^{N} \int_{T_{k}}\left|\left(i \nabla+\omega^{2} \mathbf{a}_{N}\right) \xi\right|^{2} d \mathbf{x} \tag{3.9}
\end{equation*}
$$

In each $T_{k}$ we write $\mathbf{a}_{N}(\mathbf{x})=\ell_{k}(\mathbf{x})+q_{k}(\mathbf{x})$ where $\ell_{k}(\mathbf{x})=\mathbf{a}_{N}\left(\mathbf{x}_{k}\right)+\nabla \mathbf{a}_{N}\left(\mathbf{x}_{k}\right)$. $\left(\mathbf{x}-\mathbf{x}_{k}\right)$. Note $\operatorname{curl} \ell_{k}(\mathbf{x})=\operatorname{curl} \mathbf{a}_{N}\left(\mathbf{x}_{k}\right)$. Using (2.9) for each $k$ we obtain

$$
\int_{T_{k}}\left|\left(i \nabla+\omega^{2} \mathbf{a}_{N}\right) \xi\right|^{2} d \mathbf{x} \geq \frac{1}{2} \int_{T_{k}}\left|\left(i \nabla+\omega^{2} \ell_{k}\right) \xi\right|^{2} d \mathbf{x}-\omega^{4} \int_{T_{k}}\left|q_{k}\right|^{2}|\xi|^{2} d \mathbf{x}
$$

From Lemma 3.7 we have

$$
\begin{aligned}
\int_{T_{k}}\left|\left(i \nabla+\omega^{2} \ell_{k}\right) \xi\right|^{2} d \mathbf{x} & \geq \omega^{2}\left|\operatorname{curl} \mathbf{a}_{N}\left(\mathbf{x}_{k}\right)\right| \sigma\left(\left|\operatorname{curl} \mathbf{a}_{N}\left(\mathbf{x}_{k}\right)\right|^{\frac{1}{2}} \frac{d}{2}\right) \int_{T_{k}}|\xi|^{2} d \mathbf{x} \\
& \geq \omega^{2} M_{0} \int_{T_{k}}|\xi|^{2} d \mathbf{x}
\end{aligned}
$$

where $M_{0}>0$ depends on $\inf _{\mathcal{D}}\left|\operatorname{curl} \mathbf{a}_{N}\right|>0$ and the structure of $\sigma(\cdot)$ (see Proposition 2.7).

Since $\mathbf{a}_{N} \in C^{1, \alpha}(\overline{\mathcal{D}})$ we have

$$
\left|q_{k}\right| \leq M_{1}\left(\operatorname{diam} T_{k}\right)^{1+\alpha} \leq M_{2} \omega^{-1-\alpha} \quad \text { where } M_{2} \text { is independent of } k
$$

As a result, we see for each $k$ that

$$
\begin{equation*}
\int_{T_{k}}\left|\left(i \nabla+\omega^{2} \mathbf{a}_{N}\right) \xi\right|^{2} d \mathbf{x} \geq\left(\frac{M_{0}}{2} \omega^{2}-M_{2}^{2} \omega^{2-2 \alpha}\right) \int_{T_{k}}|\xi|^{2} d \mathbf{x} \geq \frac{M_{0}}{4} \omega^{2} \int_{T_{k}}|\xi|^{2} d \mathbf{x} \tag{3.10}
\end{equation*}
$$

provided $\omega^{2} \geq m=m\left(\mathcal{D}, \mu_{e}\right)$ sufficiently large.
From (3.9) and (3.10) then

$$
\int_{\mathcal{D}}\left|\left(i \nabla+\omega^{2} \mathbf{a}_{N}\right) \xi\right|^{2} d \mathbf{x} \geq M_{3} \omega^{2} \int_{\cup_{k=1}^{N} T_{k}}|\xi|^{2} d \mathbf{x}
$$

for some $M_{3}>0$ independent of the cover. Using $\mathcal{D} \backslash \mathcal{D}_{\frac{d}{\omega}} \subset \cup_{k=1}^{N} T_{k}$ and (3.8) we derive

$$
\int_{\cup_{k=1}^{N} T_{k}}|\xi|^{2} d \mathbf{x} \geq \int_{\mathcal{D} \backslash \mathcal{D}_{\frac{d}{\omega}}}|\xi|^{2} d \mathbf{x} \geq \frac{1}{2} \int_{\mathcal{D}}|\xi|^{2} d \mathbf{x}
$$

Setting $C_{2}=\frac{M_{3}}{2}$ we have our lemma.
The following theorem is proved in the same manner as Theorem 2.9. We establish the existence of $\bar{h}$ and derive an upper bound for it provided curl $\mathbf{a}_{N}$ does not vanish on $\overline{\mathcal{D}}$.

Theorem 3.9. Assume that curl $\mathbf{a}_{N} \neq \mathbf{0}$ in $\overline{\mathcal{D}}$. There are constants $m$ and $\phi$, depending on $\mathcal{D}$ and $\mu_{e}$, so that if $h>\max \left(\frac{m}{\kappa}, \phi \kappa\right)$ then any weak solution to (1.2) with $n=3$ is normal.

For the case $\mu \equiv 1$, we have $\left|\operatorname{curl} \mathbf{a}_{N}\right| \equiv 1$ and we can recover the following result.
Corollary 3.10. If $\mu_{e}=1$ then there exist constants $m$ and $\phi$ depending on $\mathcal{D}$ so that if $h>\max \left(\frac{m}{\kappa}, \phi \kappa\right)$; then any weak solution to (1.2) with $n=3$ is normal.

In general, one does not know if curl $\mathbf{a}_{N}$ vanishes somewhere in $\overline{\mathcal{D}}$ or not. Nevertheless, since curl $\mathbf{a}_{N}$ is harmonic in $\mathcal{D}$ it can vanish only on a small set.

Lemma 3.11. Let $\left(0, \mathbf{a}_{N}\right)$ be a normal state. Then $\mathcal{L}^{3}\left(\left\{\mathbf{x} \in \mathcal{D}: \operatorname{curl} \mathbf{a}_{N}(\mathbf{x})=\right.\right.$ $\mathbf{0}\})=0$.

Proof. Since curl $\mathbf{a}_{N}$ is harmonic in $\mathcal{D}$ either $\mathcal{L}^{3}\left(\left\{\mathbf{x} \in \mathcal{D}: \operatorname{curl} \mathbf{a}_{N}(\mathbf{x})=\mathbf{0}\right\}\right)=0$ or $\operatorname{curl} \mathbf{a}_{N} \equiv \mathbf{0}$ in $\mathcal{D}$. From Lemma 3.4, we know there is a function $p \in C^{2, \alpha}(\overline{\mathcal{D}}) \cap$ $C^{2, \alpha}\left(\mathcal{D}^{c}\right) \cap C\left(\mathbb{R}^{3}\right)$ such that

$$
\operatorname{curl} \mathbf{a}_{N}=\mu \nabla p \text { in } \mathbb{R}^{3}
$$

Hence, $p$ satisfies

$$
\left\{\begin{array}{l}
\operatorname{div}(\mu \nabla p)=0  \tag{3.11}\\
\left(\nabla p-\mathbf{e}_{3}\right) \in L^{2}\left(\mathbb{R}^{3}\right)
\end{array}\right.
$$

Assume that curl $\mathbf{a}_{N} \equiv \mathbf{0}$ in $\mathcal{D}$. Then $p=$ constant $=p_{0}$ in $\overline{\mathcal{D}}$. It follows from the first equation in (3.11) that $p$ solves

$$
\begin{aligned}
\Delta p & =0 & & \text { in } \quad \mathcal{D}^{c} \\
p & =p_{0}, \frac{\partial p}{\partial n}=0 & & \text { on } \partial \mathcal{D}^{c}
\end{aligned}
$$

where $\mathbf{n}$ is the exterior normal to $\partial \mathcal{D}$. The Cauchy problem has the unique solution $p=p_{0}$. This would contradict the second equation in (3.11).

To conclude, we show there is a finite upper critical field for each $\kappa$.
THEOREM 3.12. Let $\kappa$, $\mu_{e}$, and $\gamma$ be fixed. There is a constant $\bar{h}=\bar{h}\left(\kappa, \mu_{e}, \gamma, \mathcal{D}\right)$ so that if $h>\bar{h}$ then any weak solution to (1.2) with $n=3$ is normal.

Proof. Let $\left(0, \mathbf{a}_{N}\right)$ be as in Lemma 3.3. Assume there exists a sequence $\left\{\left(\psi_{j}, \mathbf{A}_{j}\right)\right\}$ where for each $j$ the pair is as in Lemma 3.5 solving (1.2) with $h=h_{j}$ for which $\lim _{j \rightarrow \infty} h_{j}=\infty$ and $\int_{\mathcal{D}}\left|\psi_{j}\right|^{2} d x>0$.

Set $\varphi_{j}(x)=\left|\psi_{j}(x)\right| /\left\|\psi_{j}\right\|_{L^{2}(\mathcal{D})}$. From (2.6) we have

$$
\int_{\mathcal{D}}\left|\nabla \varphi_{j}\right|^{2} d \mathbf{x} \leq \kappa^{2}
$$

and we can find a subsequence $\varphi_{j} \rightarrow \varphi_{0}$ in $L^{2}(\mathcal{D})$ as $j \rightarrow \infty$ with $\left\|\varphi_{0}\right\|_{L^{2}(\mathcal{D})}=1$.
From Lemma 3.11 the set $\mathbf{Q}=\left\{\mathbf{x} \in \overline{\mathcal{D}}: \operatorname{curl} \mathbf{a}_{N}(\mathbf{x})=\mathbf{0}\right\}$ is a closed set of measure zero. It follows that there exists a ball $B_{2 r} \subset \mathcal{D} \backslash \mathbf{Q}$ such that $\int_{B_{r}}\left|\varphi_{0}\right|^{2} d \mathbf{x} \equiv 2 \delta>0$ and $\inf _{B_{2 r}}\left|\operatorname{curl} \mathbf{a}_{N}\right|>0$. Note for $j$ sufficiently large we have

$$
\int_{B_{r}}\left|\psi_{j}\right|^{2} d \mathbf{x} \geq \delta \int_{\mathcal{D}}\left|\psi_{j}\right|^{2} d \mathbf{x}
$$

For each $j$ we cover $B_{r}$ by a finite family of cylinders,

$$
\left\{T\left(\mathbf{x}_{k}, \omega_{j}^{-1}, \operatorname{curl} \mathbf{a}_{N}\left(\mathbf{x}_{k}\right) /\left|\operatorname{curl} \mathbf{a}_{N}\left(\mathbf{x}_{k}\right)\right|\right)\right\}=\left\{T_{k j}, \quad 1 \leq k \leq N(j)\right\}
$$

such that $\omega_{j}^{2}=h_{j} \kappa, \mathbf{x}_{k} \in B_{r}$ and such that the family has overlap of at most $K$ uniformly in $\mathbf{x} \in \mathcal{D}$ independent of $j$. For $j$ sufficiently large, each $T_{k j} \subset B_{2 r}$ and as in Lemma 3.8 we derive,

$$
\int_{T_{k j}}\left|\left(i \nabla+\omega_{j}^{2} \mathbf{a}_{N}\right) \psi_{j}\right|^{2} d \mathbf{x} \geq \omega_{j}^{2} M_{0} \int_{T_{k j}}\left|\psi_{j}\right|^{2} d \mathbf{x}
$$

where $M_{0}>0$ depends on $\inf _{B_{2 r}}\left|\operatorname{curl} \mathbf{a}_{N}\right|$ and $\left\|\mathbf{a}_{N}\right\|_{C^{1, \alpha}(\overline{\mathcal{D}})}$ but not on $j$. Whence, we can write

$$
\begin{aligned}
& \int_{\mathcal{D}}\left|\left(i \nabla+h_{j} \kappa \mathbf{a}_{N}\right) \psi_{j}\right|^{2} d \mathbf{x} \geq K^{-1} \sum_{k=1}^{N(j)} \int_{T_{k j}}\left|\left(i \nabla+h_{j} \kappa \mathbf{a}_{N}\right) \psi_{j}\right|^{2} d \mathbf{x} \\
& \quad \geq M_{1} h_{j} \kappa \int_{\cup_{k=1}^{N(j)} T_{k j}}\left|\psi_{j}\right|^{2} d \mathbf{x} \geq M_{1} h_{j} \kappa \int_{B_{r}}\left|\psi_{j}\right|^{2} d \mathbf{x} \geq M_{2} h_{j} \kappa \int_{\mathcal{D}}\left|\psi_{j}\right|^{2} d \mathbf{x},
\end{aligned}
$$

where $M_{1}$ and $M_{2}$ are positive and depend on $\inf _{B_{2 r}}\left|\operatorname{curl} \mathbf{a}_{N}\right|, \mathbf{a}_{N}$ and $\delta$. From Lemma 3.6 we know

$$
\int_{\mathcal{D}}\left|\left(i \nabla+h_{j} \kappa \mathbf{a}_{N}\right) \psi_{j}\right|^{2} d \mathbf{x} \leq C_{1} \kappa^{2} \int_{\mathcal{D}}\left|\psi_{j}\right|^{2} d \mathbf{x}
$$

which leads to

$$
M_{2} h_{j} \kappa \int_{\mathcal{D}}\left|\psi_{j}\right|^{2} d \mathbf{x} \leq C_{1} \kappa^{2} \int_{\mathcal{D}}\left|\psi_{j}\right|^{2} d \mathbf{x}
$$

for all $j$ sufficiently large. Since $h_{j} \rightarrow \infty$ as $j \rightarrow \infty$, we must have $\int_{\mathcal{D}}\left|\psi_{j}\right|^{2} d \mathbf{x}=0$ for $j$ large and this is a contradiction.
4. Estimates for small $\kappa$. In this section we consider $\bar{h}$ for small $\kappa$ in cases where $\operatorname{curl} \mathbf{a}_{N} \equiv \mathbf{e}$ in $\mathcal{D}$.

Theorem 4.1. Let $n=2$ with $\mu_{e}>0$ or $n=3$ with $\mu_{e}=1$. Then $\bar{h}=O(1)$ as $\kappa \downarrow 0$.

Proof. We consider the case $n=3$. The argument for $n=2$ is identical.
Let $\kappa \leq 1$ and assume $(\psi, A)$ solves (1.2) with $\psi \not \equiv 0$. From (2.6) we have

$$
\int_{\mathcal{D}}|\nabla| \psi| |^{2} d \mathbf{x} \leq \kappa^{2} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} \leq \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} .
$$

If we apply Lemma 2.6 with $\lambda=\lambda_{0}=1$, we find there is a constant $d>0$ so that

$$
\frac{1}{2} \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} \leq \int_{\mathcal{D} \backslash \mathcal{D}_{d}}|\psi|^{2} d \mathbf{x} .
$$

We take $r, 0<r<d$, to be determined and cover $\mathcal{D} \backslash \mathcal{D}_{d}$ by a family of cylinders $\left\{T\left(\mathbf{x}_{k}, r, \mathbf{e}\right)\right\}$ such that the cylinders have finite overlap independent of $r$ and each is contained in $\mathcal{D}$. Then arguing just as in Lemma 2.8 there exists a constant $C_{2}>0$ for which

$$
C_{2} h \kappa \sigma\left((h \kappa)^{\frac{1}{2}} r\right) \int_{\mathcal{D}}|\psi|^{2} d \mathbf{x} \leq \int_{\mathcal{D}}\left|\left(i \nabla+h \kappa \mathbf{a}_{N}\right) \psi\right|^{2} d \mathbf{x}
$$

Applying Lemma 3.6 to the right-hand side, and recalling that $\int_{\mathcal{D}}|\psi|^{2} d \mathbf{x}>0$ the following inequality holds:

$$
\begin{equation*}
C_{2} h \kappa \sigma\left((h \kappa)^{\frac{1}{2}} r\right) \leq C_{1} \kappa^{2} . \tag{4.1}
\end{equation*}
$$

From Corollary 3.10 we have $h \kappa \leq M_{1}^{2}$ for some $M_{1}<\infty$ for all $\kappa \leq 1$. We now choose $r$ so that $M_{1} r \leq 2^{\frac{1}{2}}$. The reason for this choice is that if $0<t \leq 2^{\frac{1}{2}}$, then $\sigma(t)$ is the principal eigenvalue for the Sturm-Liouville problem:

$$
\begin{aligned}
& g^{\prime \prime}(s)+\frac{g^{\prime}(s)}{s}-\frac{s^{2} g(s)}{4}=-\sigma(t) g(s) \quad \text { for } 0<s<t, \\
& g^{\prime}(t)=0 \text { and } g \text { is bounded }
\end{aligned}
$$

(see [1, Section 6]). As such, from [6, Proposition 3.4], we have $\sigma(t)=\frac{t^{2}}{8}+o\left(t^{2}\right)$ as $t \rightarrow 0$. It follows that there is a constant $M_{2}>0$ so that

$$
M_{2} t^{2} \leq \sigma(t) \quad \text { for } 0 \leq t \leq 2^{\frac{1}{2}}
$$

Combining this estimate with (4.1), we derive

$$
h^{2} \leq \frac{C_{1}}{C_{2} M_{2} r^{2}} \quad \text { for } 0<\kappa \leq 1
$$

Since this holds for all superconducting solutions we conclude

$$
\bar{h}^{2} \leq \frac{C_{1}}{C_{2} M_{2} r^{2}} \quad \text { for } 0<\kappa \leq 1
$$

The length scale for variations in superconducting solutions is $\frac{1}{\kappa}$. Because of this, it is of interest to consider domains with dimensions comparable to $\frac{1}{\kappa}$. To this end, let $\mathcal{D} \subseteq \mathbb{R}^{n}$ and define the dilated domain

$$
\mathcal{D}(\kappa)=\left\{\mathbf{x} \in \mathbb{R}^{n}: \kappa \mathbf{x} \in \mathcal{D}\right\}
$$

Then $\operatorname{diam}(\mathcal{D}(\kappa))=\frac{1}{\kappa} \operatorname{diam}(\mathcal{D})$. Let $\mu \equiv 1$ so that curl $\mathbf{a}_{N} \equiv \mathbf{e}$ in $\mathcal{D}(\kappa)$. Consider $(\psi, A)$ satisfying (1.2) on $\boldsymbol{\mathcal { D }}(\kappa)$. Let

$$
\widetilde{\psi}(\mathbf{x})=\psi\left(\kappa^{-1} \mathbf{x}\right) \quad \text { for } \quad \mathbf{x} \in \mathcal{D}
$$

and

$$
\widetilde{\mathbf{A}}(\mathbf{x})=\mathbf{A}\left(\kappa^{-1} \mathbf{x}\right) \quad \text { for } \quad \mathbf{x} \in \mathbb{R}^{3}
$$

Then $(\widetilde{\psi}, \widetilde{\mathbf{A}})$ satisfies

$$
\begin{cases}(i \nabla+\widetilde{\mathbf{A}})^{2} \widetilde{\psi}-\widetilde{\psi}+|\widetilde{\psi}|^{2} \widetilde{\psi}=0 & \text { in } \mathcal{D}  \tag{4.2}\\ \operatorname{curl}^{2} \widetilde{\mathbf{A}}=-\kappa^{-2}\left(\frac{i}{2}\left(\widetilde{\psi}^{*} \nabla \widetilde{\psi}-\widetilde{\psi} \nabla \widetilde{\psi}^{*}\right)+\widetilde{\mathbf{A}}|\psi|^{2}\right) \chi_{\mathcal{D}} & \text { in } \mathbb{R}^{3} \\ n \cdot(i \nabla+\widetilde{\mathbf{A}}) \widetilde{\psi}=-i \gamma \widetilde{\psi} & \text { on } \partial \mathcal{D} \\ \left(\operatorname{curl} \widetilde{\mathbf{A}}-h \kappa^{-1} \mathbf{e}\right) \in L^{2}\left(\mathbb{R}^{3} ; \mathbb{R}^{3}\right) & \end{cases}
$$

Assume that $0<\kappa \leq 1$. Arguing as in Lemma 2.5, taking into account the multiple $\kappa^{-2}$ of the right-hand side of the second equation in (4.2), we obtain the analogue of (2.7),

$$
\int_{\mathcal{D}}\left|\widetilde{\mathbf{A}}-h \kappa^{-1} \mathbf{a}_{N}\right|^{2} d \mathbf{x} \leq \kappa^{-4} M \int_{\mathcal{D}}|\widetilde{\psi}|^{2} d \mathbf{x}
$$

where $M=M(\operatorname{diam} \mathcal{D})$. Using $\kappa \leq 1$ we then obtain the analogue of (2.5),

$$
\int_{\mathcal{D}}\left|\left(i \nabla+h \kappa^{-1} \mathbf{a}_{N}\right) \widetilde{\psi}\right|^{2} d \mathbf{x} \leq C_{1} \kappa^{-4} \int_{\mathcal{D}}|\widetilde{\psi}|^{2} d \mathbf{x}
$$

It follows as in Theorem 2.9 then that there is a constant $\phi$ so that if $h \kappa^{-1} \geq \phi \kappa^{-4}$ then $\widetilde{\psi} \equiv 0$. Returning to $(\psi, \mathbf{A})$ we conclude that

$$
\bar{h}(\kappa, 1, \gamma, \mathcal{D}(\kappa))=O\left(\kappa^{-3}\right) \quad \text { as } \kappa \downarrow 0
$$

As we alluded to in the introduction, there are superconducting solutions for the case of the slab $-\infty<x<0,-\infty<y, z<\infty$ for which $h$ diverges as $\kappa \downarrow 0$ (see [4]). However, this occurs at the slower rate $h=O\left(\kappa^{-\frac{1}{2}}\right)$.
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#### Abstract

In this paper, the convergence of solutions of type $K$ monotone systems is studied. The basic assumption is that the Jacobian matrix is stable for every point in $R_{+}^{n}$. The main results are the following. If the system has a positive steady state, then it is globally asymptotically stable in $\operatorname{Int} R_{+}^{n}$. A sufficient and necessary condition for a nonnegative steady state of the system to be globally asymptotically stable is presented. Moreover, we provide sufficient conditions for type $K$ monotone systems to be permanent and for existence and uniqueness of a positive steady state.
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1. Introduction. Beginning with the ground-breaking work of M. W. Hirsch [1], [2], [3] for cooperative systems and monotone semiflows, this direction has recently received considerable attention. H. L. Smith [4] has given a wonderful overview of the current state of the theory of monotone semiflows and has nicely illustrated the theory with applications to systems of ordinary and delay differential equations and reactiondiffusion equations. Hirsch [1], [2], [3] not only proved a series of important results on the long-run behavior of trajectories for monotone semiflows but also presented many powerful key ideas to deal with the asymptotic behavior of solutions of many sorts of differential equations preserving some type of order relation on initial data, boundary data, and inhomogeneous terms. As soon as one proves that a system preserves a suitable order relation on the state space, he can either apply the abstract results for monotone semiflows to such a system or directly study it by using the ideas presented by Hirsch.

In the paper [5], Smith studied general Kolmogorov-type models of competition between subcommunities which are described by the following ordinary differential equations:

$$
\begin{equation*}
\dot{x}_{i}=x_{i} f_{i}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \quad 1 \leq i \leq n, \quad x_{i} \geq 0 \tag{S}
\end{equation*}
$$

More precisely, he considered systems (S) for which, after suitable permutations of species indices, the community consists of two disjoint complementary subcommunities $I=\{1,2, \ldots, k\}$ and $J=\{k+1, \ldots, n\}, 0 \leq k \leq n$. The interactions between every pair of species in subcommunity $I$ are mutualistic and similarly for group $J$. On the other hand, the interaction between species $i \in I$ and species $j \in J$ is a

[^16]competitive one. Mathematically speaking, the above situation can be expressed as
\[

$$
\begin{cases}\frac{\partial f_{i}}{\partial x_{j}} \geq 0 \quad \text { whenever } \quad i \neq j \quad \text { belongs to the same subcommunity }  \tag{KM}\\ \frac{\partial f_{i}}{\partial x_{j}} \leq 0 \quad \text { whenever } \quad i, \quad j \quad \text { belong to different subcommunities. }\end{cases}
$$
\]

Smith called such a system (S) a type monotone system.
Earlier Takeuchi and Adachi [6], Takeuchi, Adachi, and Tokumaru [7], and Travis and Post [8] had investigated some particular sorts of such systems, most of which are Lotka-Volterra systems

$$
\begin{equation*}
\dot{x}=\operatorname{diag}(x)(r+M x), \quad x \in R_{+}^{n}, \quad r \in R^{n}, \tag{*}
\end{equation*}
$$

in which $x=\left(x_{1}, x_{2}\right) \in R_{+}^{k} \times R_{+}^{n-k}, r=\left(r_{1}, r_{2}\right)$, and

$$
M=\left(\begin{array}{cc}
A & -B  \tag{1.1}\\
-C & D
\end{array}\right)
$$

where $A$ is a $k \times k$ matrix with nonnegative off-diagonal elements, $D$ is an $(n-k) \times(n-$ $k$ ) matrix with the same property, and $B \geq 0, C \geq 0$. Remarkable results for systems $\left(S^{*}\right)$ had been obtained by them in [6], [7], [8] without using the monotonicity properties of the semiflows. Some of these results rely on Lyapunov function arguments due to Goh [9].

Smith [5] first discovered that these systems preserve the partial ordering generated by the cone $K=R_{+}^{k} \times\left(-R_{+}^{n-k}\right)$ and exploited the monotonicity of the semiflows to study such more general Kolmogorov models. In that paper, he extended Hirsch's ideas for cooperative systems to type $K$ monotone systems (S) and found sufficient conditions for persistence of all species. In his analysis, two subsystems of (S) play a major role. These subsystems model the two mutualistic subcommunities $I$ and $J$ in isolation:

$$
\begin{equation*}
\dot{x}_{i}=x_{i} f_{i}\left(x_{1}, \ldots, x_{k}, 0, \ldots, 0\right), \quad x_{i} \geq 0, \quad i \in I \tag{I}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{x}_{j}=x_{j} f_{j}\left(0, \ldots, 0, x_{k+1}, \ldots, x_{n}\right), \quad x_{j} \geq 0, \quad j \in J \tag{J}
\end{equation*}
$$

He accomplished his persistent results in the case that $\left(\mathrm{S}_{\mathrm{I}}\right)$ and $\left(\mathrm{S}_{\mathrm{J}}\right)$ possess positive steady states and that each of these positive steady states can be successfully invaded by each of the competing species. These results are valid only for nonobligate species (that is, $f(0)>0$ ). We generalized them to obligate cases in [10].

Takeuchi and Adachi [6] made use of results from mathematical programming and Lyapunov function arguments to type $K$ Lotka-Volterra systems ( $\mathrm{S}^{*}$ ) and obtained more sharp results. They proved that if $M$ is stable, then ( $S^{*}$ ) has a unique nonnegative steady state $x^{*}$ with the property that $x^{*}$ attracts all solutions with positive initial conditions. Indeed, if $L=\left\{i: x_{i}^{*}>0\right\}$, then the domain of attraction of $x^{*}$ is $\left\{x \in R_{+}^{n}: x_{i}>0 \quad\right.$ for all $\left.i \in L\right\}$. They also proved that if $M$ is stable and $x^{*}$ is a nonnegative steady state with $x_{i}^{*}>0$ for $i \in L$ and $x_{i}^{*}=0$ for $i \in N / L$ where $N=\{1,2, \ldots, n\}$, then $x^{*}$ is globally asymptotically stable relative to

$$
\left\{x \in R_{+}^{n}: x_{i}>0 \quad \text { for all } \quad i \in L\right\}
$$

if and only if

$$
\begin{equation*}
r_{p}+\sum_{j=1}^{n} m_{p_{j}} x^{*}{ }_{j} \leq 0 \quad \text { for all } p \in N / L \tag{1.2}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
r+M x^{*} \leq 0 . \tag{1.3}
\end{equation*}
$$

As a simple application of these results, one can easily obtain the following two propositions.
$\left(\mathrm{P}_{1}\right)$. If $\left(\mathrm{S}_{\mathrm{I}}^{*}\right)$ and $\left(\mathrm{S}_{\mathrm{J}}^{*}\right)$ have positive steady states $x_{1}^{0}$ and $x_{2}^{0}$, which are globally asymptotically stable in $\operatorname{Int} R_{+}^{k}$ and $\operatorname{Int} R_{+}^{n-k}$, respectively, and each is stable to invasion by every competing species,

$$
r_{2}-C x_{1}^{0} \leq 0
$$

and

$$
r_{1}-B x_{2}^{0} \leq 0,
$$

then ( $\mathrm{S}^{*}$ ) cannot have a stable positive steady state.
$\left(\mathrm{P}_{2}\right)$. If $M$ is stable and $x_{2}^{0}$ is a positive steady state of $\left(\mathrm{S}_{\mathrm{J}}^{*}\right)$ which cannot be invaded by species $i \in I$,

$$
r_{1}-B x_{2}^{0} \leq 0,
$$

then $\left(0, x_{2}^{0}\right)$ is globally asymptotically stable with respect to $\left\{x \in R_{+}^{n}: x_{j}>0, \quad j \in\right.$ $J\}$.

The proposition $\left(\mathrm{P}_{1}\right)$ shows that if the two positive steady states of $\left(\mathrm{S}_{\mathrm{I}}^{*}\right)$ and $\left(\mathrm{S}_{\mathrm{J}}^{*}\right)$ representing stable persistence of each subcommunity $I$ and $J$ in the absence of competition are such that each is stable to invasion by every competing species, then there cannot be a stable positive steady state representing coexistence of the two subgroups. The proposition $\left(\mathrm{P}_{2}\right)$ shows that if a positive steady state of $\left(\mathrm{S}_{\mathrm{J}}^{*}\right)$ is stable to invasion by each species $i \in I$, then all solutions approach that steady state; the species $i \in I$ die out.

Based on the above conclusions for Lotka-Volterra systems, Smith [5, p. 870] pointed out the following two questions:
"Are there sufficient conditions, symmetrical with respect to the two subgroups $I$ and $J$, for the conclusion $\left(\mathrm{P}_{1}\right)$ to hold for the more general type $K$ monotone systems (S)?" and
"Are there sufficient conditions, which need not be symmetrical with respect to $I$ and $J$, for which the proposition $\left(\mathrm{P}_{2}\right)$ generalizes to type $K$ monotone systems (S)?"

The main goal of this paper is to introduce suitable conditions to answer the above two questions. The first condition we shall introduce is

$$
\begin{equation*}
D f(x) \leq_{K} M \quad \text { for every } x \in R_{+}^{n}, \tag{1}
\end{equation*}
$$

where the constant matrix $M$ is of type $K$ and stable. Under this condition, we shall completely generalize those results of Takeuchi and Adachi [6] to more general type $K$ monotone systems (S). More precisely, we shall prove that if type $K$ monotone systems ( S ) satisfy $\left(\mathrm{C}_{1}\right)$, then $(\mathrm{S})$ has a unique steady state $c \in R_{+}^{n}$ whose attraction
domain is $\Omega=\left\{x \in R_{+}^{n}: x_{i}>0 \quad\right.$ for $\left.\quad i \in L=\left\{i: c_{i}>0\right\}\right\}$, and that a steady state $c$ is globally asymptotically stable relative to $\Omega$ if and only if $f(c) \leq 0$. These results obviously give an answer to each of the above two questions.

The second condition we shall present is the concave one:

$$
\begin{equation*}
D f(y) \leq_{K} D f(x) \quad \text { whenever } \quad 0 \leq x \leq_{K} y \tag{2}
\end{equation*}
$$

We shall verify that if type $K$ monotone systems $(\mathrm{S})$ satisfy $\left(\mathrm{C}_{2}\right)$, then the same conclusion as $\left(\mathrm{P}_{1}\right)$ holds. This result gives another answer to the first question. Moreover, we shall provide sufficient conditions for systems (S) to be permanent and for existence and uniqueness of a positive steady state.
2. Preliminary. In this section, we will introduce some notation, establish some conventions, and describe some results which are essential tools in the later sections.

Let $R_{+}^{n}=\left\{x \in R^{n}: x_{i} \geq 0\right.$ for $\left.1 \leq i \leq n\right\}$ denote the nonnegative orthant and $\operatorname{Int} R_{+}^{n}=\left\{x \in R_{+}^{n}: x_{i}>0 \quad\right.$ for $\left.1 \leq i \leq n\right\}$ denote its interior.

The idea of a cone in $R^{n}$ and the associated partial ordering which the cone generates will be of fundamental importance in this paper. Recall that a cone $K$ in $R^{n}$ is a closed convex set of $R^{n}$ with the property $K \cap(-K)=\{0\}$. It is easy to see that $R_{+}^{n}$ and $K=\left\{x \in R^{n}: x_{i} \geq 0 \quad\right.$ for $1 \leq i \leq k \quad$ and $\quad x_{j} \leq 0 \quad$ for $\left.k+1 \leq j \leq n\right\}$ are two cones in $R^{n}$. We write $x \leq_{K} y(x \leq y)$ whenever $y-x \in K\left(y-x \in R_{+}^{n}\right)$ and $x<_{K} y(x<y)$ whenever $y-x \in \operatorname{Int} K\left(y-x \in \operatorname{Int} R_{+}^{n}\right)$. If $x, y \in R^{n}$ and $K$ is a cone in $R^{n}$, we let $[x, y]_{K}=\left\{z \in R^{n}: x \leq_{K} z \leq_{K} y\right\}$.

If $A$ is an $n \times m$ matrix, we write $A \geq 0$ if $a_{i j} \geq 0$ for all $i$ and $j$. If $M$ is an $n \times n$ matrix and $M\left(R_{+}^{k} \times\left(-R_{+}^{n-k}\right)\right) \subset R_{+}^{k} \times\left(-R_{+}^{n-\bar{k}}\right)$, then it is easy to see that $M$ has structure (1.1) where $A, B, C, D \geq 0$. If this is the case, we write $M \geq_{K} 0$ where $K=R_{+}^{k} \times\left(-R_{+}^{n-k}\right)$. A matrix having structure (1.1) is called a type $K$ matrix. For two $n \times n$ type $K$ matrices $M_{1}$ and $M_{2}, M_{1} \geq_{K} M_{2}$ if and only if $M_{1}-M_{2} \geq_{K} 0$; that is, $A_{1} \geq A_{2}, B_{1} \geq B_{2}, C_{1} \geq C_{2}, D_{1} \geq D_{2}$.

We will reserve the letter $n$ for the dimension of space $R^{n}$ and $N=\{1,2, \ldots, n\}$. Let $L$ be a nonempty subset of $N$ and $\bar{L}=N / L$ be its complementary set in $N$. Then the set $H_{L}^{+}=\left\{x \in R_{+}^{n}: x_{p}=0\right.$ for $\left.p \in \bar{L}\right\}$ is an invariant set for (S). The $H_{L}^{+}, L \subset N$, make up the boundary of $R_{+}^{n}$. If $L \subset N, L=\left\{i_{1}<\cdots<i_{r_{1}}<j_{1}<\cdots<\right.$ $\left.j_{r_{2}}\right\}$ for $i_{h} \in I, 1 \leq h \leq r_{1}$ and $j_{m} \in J, 1 \leq m \leq r_{2}$, then for $x \in R_{+}^{n}$ we write $x_{L}=$ $\left\{x_{i_{1}}, \ldots, x_{i_{r_{1}}}, x_{j_{1}}, \ldots, x_{j_{r_{2}}}\right\} \in R_{+}^{l}$, where $r_{1}+r_{2}=l=\# L$. For any $x \in H_{L}^{+}$, we write $x=\left(x_{L}, 0\right)$ and $f_{L}\left(x_{L}, 0\right)=\left(f_{i_{1}}\left(x_{L}, 0\right), \ldots, f_{i_{r_{1}}}\left(x_{L}, 0\right), f_{j_{1}}\left(x_{L}, 0\right), \ldots, f_{j_{r_{2}}}\left(x_{L}, 0\right)\right)$. Then the subsystem of (S) obtained by setting $x_{p}=0$ for $p \in \bar{L}$ will be denoted by

$$
\begin{equation*}
\dot{x}_{L}=\operatorname{diag}\left(x_{L}\right) f_{L}\left(x_{L}, 0\right), \quad x_{L} \in R_{+}^{l} \tag{L}
\end{equation*}
$$

and the dynamics on $H_{L}^{+}$is determined by $\left(\mathrm{S}_{\mathrm{L}}\right)$. For systems $(\mathrm{S})$ and $\left(\mathrm{S}_{\mathrm{L}}\right)$, we make corresponding Lotka-Volterra systems $\left(\mathrm{S}^{*}\right)$ and $\left(\mathrm{S}_{\mathrm{L}}^{*}\right)$ which will play an important role in our analysis:

$$
\begin{equation*}
\dot{x}=\operatorname{diag}(x)(r+M x), \quad x \in R_{+}^{n}, \quad r \in R^{n} \tag{*}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{x}_{L}=\operatorname{diag}\left(x_{L}\right)\left(r_{L}+M_{L} x_{L}\right), \quad x_{L} \in R_{+}^{l}, \quad r_{L} \in R^{l} \tag{L}
\end{equation*}
$$

where $M$ is a stable type $K$ matrix such that the condition $\left(\mathrm{C}_{1}\right)$ is satisfied. The meaning of the inequality $D f\left(x_{L}, 0\right) \leq_{K} M$ implies that $D f_{L}\left(x_{L}, 0\right) \leq_{K_{L}} M_{L}$, where
$D f_{L}\left(x_{L}, 0\right)$ is an $l \times l$ submatrix of $D f\left(x_{L}, 0\right)$ obtained by deleting rows and columns of $D f\left(x_{L}, 0\right)$ indexed by $p \in \bar{L}, M_{L}$ is an $l \times l$ submatrix of $M$ obtained in the same way, and $K_{L}=R_{+}^{r_{1}} \times\left(-R_{+}^{r_{2}}\right)$. Later $D f_{L}\left(x_{L}, 0\right)$ and $M_{L}$ will have the same meaning.

We let $s(M)=\max \operatorname{Re} \lambda$, where $\lambda$ runs through the eigenvalues of $M . M$ is stable if $s(M)<0$. From the Perron-Frobenius theory, $s(M)$ is an eigenvalue of $M$ if $M$ is of type $K$.

We write $\phi_{t}(x), \psi_{t}(x)$ for the unique solutions $x(t)$ of $(\mathrm{S})$ and $\widetilde{x}(t)$ of $\left(\mathrm{S}^{*}\right)$, respectively, satisfying $x(0)=x, \widetilde{x}(0)=x$. Similarly, $\phi_{t}^{L}\left(x_{L}\right), \psi_{t}^{L}\left(x_{L}\right)$ are the unique solutions $x_{L}(t)$ of $\left(\mathrm{S}_{\mathrm{L}}\right)$ and $\widetilde{x}_{L}(t)$ of $\left(\mathrm{S}_{\mathrm{L}}^{*}\right)$, respectively, satisfying $x_{L}(0)=x_{L}$ and $\widetilde{x}_{L}(0)=x_{L} .\left\{\phi_{t}(x)\right\}_{i}$ for $i \in N$ represents the $i$ th component of $\phi_{t}(x)$. The components $\left\{\psi_{t}(x)\right\}_{i},\left\{\phi_{t}^{L}\left(x_{L}\right)\right\}_{i},\left\{\psi_{t}^{L}\left(x_{L}\right)\right\}_{i}$ for $i \in N$ are defined similarly.

One of the fundamental tools used in this paper is the generalized Kamke theorem. This theorem is extended in a natural way from cooperative systems to type $K$ monotone systems (see [5, Theorem 2.4]).

ThEOREM 2.1 (Kamke theorem). Assume that the system ( S ) is of type $K$ monotone, and $x(t), y(t)$ are the solutions of $(\mathrm{S})$ defined on $a \leq t \leq b$ with $x(a) \leq_{K}$ $y(a)$. Then $x(t) \leq_{K} y(t)$ for all $t \in[a, b]$.

In the paper [5, p. 862], Smith developed a criterion for the monotonicity of every component of a solution for a cooperative system given by Selgrade [11] to the type $K$ monotone system. Now we quote it here.

THEOREM 2.2. Let the system (S) be a type $K$ monotone system and let $f(x) \geq_{K}$ 0 for some $x \in R_{+}^{n}$. Then $\left\{\phi_{t}(x)\right\}_{i}$ is nondecreasing if $i \in I$ and $\left\{\phi_{t}(x)\right\}_{j}$ is nonincreasing if $j \in J$ for all $t \geq 0$ for which the solution exists. A similar result holds if $f(x) \leq_{K} 0$.

The following result is from Perron-Frobenius theory (see [5, pp. 861 and 873]).
ThEOREM 2.3. Let $M, N$ be of type $K$, where $K=R_{+}^{k} \times\left(-R_{+}^{n-k}\right)$.
(i) If $N \geq_{K} M$, then $s(N) \geq s(M)$.
(ii) If $s(M)<0$, then $s\left(M_{L}\right)<0$ for any $L \subset N$.
(iii) If $s(M)<0$, then $(-M)^{-1} \geq_{K} 0$.
3. The global stability for a positive steady state. The object of this section is to prove the following theorem.

Theorem 3.1. Let the conditions (KM) and ( $\mathrm{C}_{1}$ ) hold. If ( S ) has a positive steady state $\bar{x}$, then $\bar{x}$ is globally asymptotically stable in $\operatorname{Int} R_{+}^{n}$.

Proof. Let $\bar{x}$ be a positive steady state of (S), that is, $f(\bar{x})=0$. Then for any $x$ in $R_{+}^{n}$, we have

$$
f(x)-f(\bar{x})=\left[\int_{0}^{1} D f(s x+(1-s) \bar{x}) d s\right](x-\bar{x})
$$

The condition $\left(\mathrm{C}_{1}\right)$ shows that

$$
\begin{equation*}
\int_{0}^{1} D f(s x+(1-s) \bar{x}) d s \leq_{K} M \tag{3.1}
\end{equation*}
$$

Then the meaning of (3.1) implies that

$$
\begin{equation*}
f(x) \leq_{K} M(x-\bar{x}) \quad \text { for } \quad x \geq_{K} \bar{x} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x) \geq_{K} M(x-\bar{x}) \quad \text { for } \quad x \leq_{K} \bar{x} \tag{3.3}
\end{equation*}
$$

From (3.2) and (3.3), we obtain that

$$
\operatorname{diag}(x) f(x) \leq_{K} \operatorname{diag}(x)(r+M x) \quad \text { for } \quad x \geq_{K} \bar{x}
$$

and

$$
\operatorname{diag}(x) f(x) \geq_{K} \operatorname{diag}(x)(r+M x) \quad \text { for } \quad x \leq_{K} \bar{x}
$$

where $r=-M \bar{x}$.
Consider the systems (S) and ( $\mathrm{S}^{*}$ ). It follows from standard differential inequality arguments and Theorem 2.1 that

$$
\begin{equation*}
\bar{x} \leq_{K} \phi_{t}(x) \leq_{K} \psi_{t}(x) \quad \text { for } \quad x \geq_{K} \bar{x}, \quad t \geq 0 \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{x} \geq_{K} \phi_{t}(x) \geq_{K} \psi_{t}(x) \quad \text { for } \quad x \leq_{K} \bar{x}, \quad t \geq 0 \tag{3.5}
\end{equation*}
$$

Since $M \bar{x}+r=0, \bar{x}$ is a positive steady state of $\left(\mathrm{S}^{*}\right)$. Because $s(M)<0$, it follows that

$$
\lim _{t \rightarrow+\infty} \psi_{t}(x)=\bar{x} \quad \text { for any } \quad x \in \operatorname{Int} R_{+}^{n}
$$

from the results of Takeuchi and Adachi [6] mentioned in the introduction. Then it deduces that

$$
\lim _{t \rightarrow+\infty} \phi_{t}(x)=\bar{x} \quad \text { for } \quad x \in \operatorname{Int} R_{+}^{n} \quad \text { with } \quad x \geq_{K} \bar{x} \quad \text { or } \quad x \leq_{K} \bar{x}
$$

from (3.4) and (3.5).
For any $x \in \operatorname{Int} R_{+}^{n}$, there exist $y \in(\bar{x}+K) \cap \operatorname{Int} R_{+}^{n}$ and $z \in(\bar{x}-K) \cap \operatorname{Int} R_{+}^{n}$ such that $z \leq_{K} x \leq_{K} y$. In fact, we choose $y$ and $z$ as follows:

$$
\begin{cases}y_{i}=\max \left(x_{i}, \bar{x}_{i}\right) & \text { for } \quad i \in I  \tag{3.6}\\ y_{j}=\min \left(x_{j}, \bar{x}_{j}\right) & \text { for } \quad j \in J\end{cases}
$$

and

$$
\left\{\begin{array}{l}
z_{i}=\min \left(x_{i}, \bar{x}_{i}\right) \quad \text { for } \quad i \in I,  \tag{3.7}\\
z_{j}=\max \left(x_{j}, \bar{x}_{j}\right) \quad \text { for } \quad j \in J .
\end{array}\right.
$$

Applying Theorem 2.1, we have

$$
\phi_{t}(z) \leq_{K} \phi_{t}(x) \leq_{K} \phi_{t}(y) \text { for } \quad t \geq 0
$$

Because

$$
\lim _{t \rightarrow+\infty} \phi_{t}(z)=\lim _{t \rightarrow+\infty} \phi_{t}(y)=\bar{x}
$$

we have established that

$$
\lim _{t \rightarrow+\infty} \phi_{t}(x)=\bar{x} \quad \text { for all } \quad x \in \operatorname{Int} R_{+}^{n}
$$

This completes the proof.
4. The global stability for a saturated steady state. For convenience, we denote the set of steady states for (S) by $E$. A steady state $c \in E$ satisfying that $\operatorname{diag}(c) f(c)=0$ and $f(c) \leq 0$ is called a saturated steady state.

THEOREM 4.1. Let the assumption (KM) and the condition $\left(\mathrm{C}_{1}\right)$ hold. If there exists a steady state $c \in \partial R_{+}^{n}$ with $c_{P}>0, c_{\bar{P}}=0$ where we agree on $c=0$ if $P=\phi$, then $c$ attracts all solutions with initial conditions in $\left\{x \in R_{+}^{n}: x_{P}>0\right\}$ if and only if $f(c) \leq 0$.

Before proving Theorem 4.1, we again stress some conventions which will be employed throughout the later work.

If $x \in R_{+}^{n}$, let $x_{L}=\left\{x_{i_{1}}, \ldots, x_{i_{r_{1}}}, x_{j_{1}}, \ldots, x_{j_{r_{2}}}\right\} \in R_{+}^{l}$, where $r_{1}+r_{2}=l=\# L$, $i_{h} \in I, \quad 1 \leq h \leq r_{1}$ and $j_{m} \in J, \quad 1 \leq m \leq r_{2}$. If $x \in H_{L}^{+}$, we write $x=\left(x_{L}, 0\right)$ and $f_{L}\left(x_{L}, 0\right)=\left(f_{i_{1}}\left(x_{L}, 0\right), \ldots, f_{i_{r_{1}}}\left(x_{L}, 0\right), f_{j_{1}}\left(x_{L}, 0\right), \ldots, f_{j_{r_{2}}}\left(x_{L}, 0\right)\right)$.

In the proof of Theorem 4.1, we will use the following proposition, which can be found in [5, p. 864].

Proposition 4.2. Let $x=\left(x_{I}, x_{J}\right) \in R_{+}^{n}$; then $\phi_{t}(x) \leq\left(\phi_{t}^{I}\left(x_{I}\right), \phi_{t}^{J}\left(x_{J}\right)\right)$ for $t \geq 0$.

Proof of Theorem 4.1 (sufficiency). Assume that $P=\phi$; that is, $c=0$ where $\phi$ is an empty set. In this case, $f(0) \leq 0$. Considering the subsystems ( $\mathrm{S}_{\mathrm{I}}$ ) and cooperative system ( $\mathrm{S}_{\mathrm{I}}^{*}$ )

$$
\dot{x}_{I}=\operatorname{diag}\left(x_{I}\right)\left[f_{I}(0)+M_{I} x_{I}\right],
$$

we have

$$
f_{I}\left(x_{I}, 0\right)-f_{I}(0)=\left[\int_{0}^{1} D f_{I}\left(s x_{I}, 0\right) d s\right] x_{I} \leq M_{I} x_{I}
$$

Then

$$
\operatorname{diag}\left(x_{I}\right) f_{I}\left(x_{I}, 0\right) \leq \operatorname{diag}\left(x_{I}\right)\left[f_{I}(0)+M_{I} x_{I}\right]
$$

and

$$
0 \leq \phi_{t}^{I}\left(x_{I}\right) \leq \psi_{t}^{I}\left(x_{I}\right) \quad \text { for } \quad t \geq 0
$$

Since $s\left(M_{I}\right)<s(M)<0$ and $f_{I}(0) \leq 0$, by a result of Jiang (see [12, Theorem 3.4]), $\lim _{t \rightarrow+\infty} \psi_{t}^{I}\left(x_{I}\right)=0_{I}$ holds. So $\lim _{t \rightarrow+\infty} \phi_{t}^{I}\left(x_{I}\right)=0_{I}$. Similarly, we obtain that $\lim _{t \rightarrow+\infty} \phi_{t}^{J}\left(x_{J}\right)=0_{J}$. Hence, $\lim _{t \rightarrow+\infty} \phi_{t}(x)=0$ by Proposition 4.2.

If $P \neq \phi$, it is assumed that there exists a steady state $c \in \partial R_{+}^{n}$ with $c_{P}>0$, $c_{\bar{P}}=0$ for $P \subset N$, and $f(c) \leq 0$. Then we divide the proof into three cases.
(i) $P \subset I$,
(ii) $P \subset J$,
(iii) $P \cap I \neq \phi, \quad P \cap J \neq \phi$.

Case (i). Without loss of generality, we may assume that $P=\{1,2, \ldots, p\}$, $p=\# P, 1 \leq p \leq k$. Then $c=\left(c_{1}, \ldots, c_{p}, 0, \ldots, 0\right)=\left(c_{P}, 0\right)$.

Define a set

$$
\Omega_{1}=\left\{x \in R_{+}^{n}: \quad x_{i} \geq c_{i} \quad \text { for } \quad i=1, \ldots, k, \quad x_{j}=0 \quad \text { for } \quad j=k+1, \ldots, n\right\}
$$

Consider the subsystem ( $\mathrm{S}_{\mathrm{I}}$ )

$$
\dot{x}_{I}=\operatorname{diag}\left(x_{I}\right) f_{I}\left(x_{I}, 0\right), \quad x_{I} \in R_{+}^{k} .
$$

For any $x_{I} \in R_{+}^{k}$, we have

$$
f_{I}\left(x_{I}, 0\right)-f_{I}\left(c_{I}, 0\right)=\left[\int_{0}^{1} D f_{I}\left(s x_{I}+(1-s) c_{I}, 0\right) d s\right]\left(x_{I}-c_{I}\right)
$$

The condition $\left(\mathrm{C}_{1}\right)$ implies that

$$
\int_{0}^{1} D f_{I}\left(s x_{I}+(1-s) c_{I}, 0\right) d s \leq M_{I}
$$

Then

$$
f_{I}\left(x_{I}, 0\right) \leq f_{I}\left(c_{I}, 0\right)-M_{I} c_{I}+M_{I} x_{I} \quad \text { for } \quad x_{I} \geq c_{I}
$$

It is easy to obtain that

$$
\begin{equation*}
\operatorname{diag}\left(x_{I}\right) f_{I}\left(x_{I}, 0\right) \leq \operatorname{diag}\left(x_{I}\right)\left(f_{I}\left(c_{I}, 0\right)-M_{I} c_{I}+M_{I} x_{I}\right) \quad \text { for } \quad x_{I} \geq c_{I} \tag{4.1}
\end{equation*}
$$

Make a corresponding cooperative system ( $\mathrm{S}_{\mathrm{I}}^{*}$ )

$$
\dot{x}_{I}=\operatorname{diag}\left(x_{I}\right)\left(f_{I}\left(c_{I}, 0\right)-M_{I} c_{I}+M_{I} x_{I}\right)
$$

and write $\psi_{t}^{I}\left(x_{I}\right)$ for the unique solution $\widetilde{x}_{I}(t)$ of $\left(\mathrm{S}_{\mathrm{I}}^{*}\right)$ satisfying $\widetilde{x}_{I}(0)=x_{I}$.
Obviously, $x_{I}=c_{I}$ is a steady state of $\left(\mathrm{S}_{\mathrm{I}}^{*}\right)$ and

$$
\left[f_{I}\left(c_{I}, 0\right)-M_{I} c_{I}+M_{I} x_{I}\right]_{x_{I}=c_{I}}=f_{I}\left(c_{I}, 0\right) \leq 0
$$

Thus, Theorem 3.4 in [12] implies that

$$
\lim _{t \rightarrow+\infty} \psi_{t}^{I}\left(x_{I}\right)=c_{I} \quad \text { for any } \quad x_{I} \in R_{+}^{k} \quad \text { with } \quad x_{P}>0
$$

From (4.1), by standard differential inequality arguments, we have

$$
c_{I} \leq \phi_{t}^{I}\left(x_{I}\right) \leq \psi_{t}^{I}\left(x_{I}\right) \quad \text { for } \quad x_{I} \geq c_{I} \quad \text { and } \quad t \geq 0
$$

Thus

$$
\lim _{t \rightarrow+\infty} \phi_{t}^{I}\left(x_{I}\right)=c_{I}
$$

for any $x_{I} \in R_{+}^{k}$ with $x_{I} \geq c_{I}$.
Observe that if $x \in \Omega_{1}$, then $x \geq_{K} c$ with $x_{P}>0$. Because $\left\{\phi_{t}\left(x_{I}, 0\right)\right\}_{j}=0$ for $j \in J$, we write $\phi_{t}(x)=\left(\phi_{t}^{I}\left(x_{I}\right), 0\right)$. Thus

$$
\lim _{t \rightarrow+\infty} \phi_{t}(x)=\lim _{t \rightarrow+\infty}\left(\phi_{t}^{I}(x), 0\right)=\left(c_{I}, 0\right)=c
$$

for $x \in \Omega_{1}$.
Define another set

$$
\begin{aligned}
& \Omega_{2}=\left\{x \in R_{+}^{n}: \quad 0<x_{i} \leq c_{i} \quad \text { for } \quad i=1, \ldots, p, \quad x_{i}=0\right. \\
& \left.\quad \text { for } \quad i=p+1, \ldots, k, \quad x_{j} \geq 0 \quad \text { for } \quad j=k+1, \ldots, n\right\}
\end{aligned}
$$

Let $L=\{1, \ldots, p, k+1, \ldots, n\}, \# L=n-k+p$. We consider the subsystem ( $\mathrm{S}_{\mathrm{L}}$ )

$$
\dot{x}_{L}=\operatorname{diag}\left(x_{L}\right) f_{L}\left(x_{L}, 0\right), \quad x_{L} \in R_{+}^{n-k+p}
$$

For any $x_{L} \in R_{+}^{n-k+p}$, we have

$$
\begin{equation*}
f_{L}\left(x_{L}, 0\right)-f_{L}\left(c_{L}, 0\right)=\left[\int_{0}^{1} D f_{L}\left(s x_{L}+(1-s) c_{L}, 0\right) d s\right]\left(x_{L}-c_{L}\right) \tag{4.2}
\end{equation*}
$$

If $x \in \Omega_{2}$, then $x_{L} \leq_{K_{1}} c_{L}$ with $x_{P}>0$ where $K_{1}=R_{+}^{p} \times\left(-R_{+}^{n-k}\right)$. Since

$$
\int_{0}^{1} D f_{L}\left(s x_{L}+(1-s) c_{L}, 0\right) d s \leq_{K_{1}} M_{L}
$$

(4.2) shows that

$$
f_{L}\left(x_{L}, 0\right) \geq_{K_{1}} f_{L}\left(c_{L}, 0\right)+M_{L}\left(x_{L}-c_{L}\right)=r_{L}+M_{L} x_{L}
$$

where $r_{L}=f_{L}\left(c_{L}, 0\right)-M_{L} c_{L}$. It follows that

$$
\begin{equation*}
\operatorname{diag}\left(x_{L}\right) f_{L}\left(x_{L}, 0\right) \geq_{K_{1}} \operatorname{diag}\left(x_{L}\right)\left(r_{L}+M_{L} x_{L}\right) \quad \text { for } \quad x_{L} \leq_{K_{1}} c_{L} \tag{4.3}
\end{equation*}
$$

Constructing a corresponding Lotka-Volterra system $\left(\mathrm{S}_{\mathrm{L}}^{*}\right)$, we have that

$$
\dot{x}_{L}=\operatorname{diag}\left(x_{L}\right)\left(r_{L}+M_{L} x_{L}\right), \quad x_{L} \in R_{+}^{n-k+p}, \quad r_{L} \in R^{n-k+p}
$$

where $r_{L}=f_{L}\left(c_{L}, 0\right)-M_{L} c_{L}$. Evidently,

$$
\operatorname{diag}\left(c_{L}\right)\left(r_{L}+M_{L} c_{L}\right)=\operatorname{diag}\left(c_{L}\right) f_{L}\left(c_{L}, 0\right)=0
$$

This means that $c_{L}$ is a steady state of $\left(\mathrm{S}_{\mathrm{L}}^{*}\right)$ and

$$
r_{L}+M_{L} c_{L}=f_{L}\left(c_{L}, 0\right)
$$

By assumption, $f_{L}\left(c_{L}, 0\right) \leq 0$ is true. Then according to the results of Takeuchi and Adachi [6], we deduce that

$$
\lim _{t \rightarrow+\infty} \psi_{t}^{L}\left(x_{L}\right)=c_{L}
$$

for any $x_{L} \in\left\{u \in R_{+}^{n-k+p}: u_{j}>0 \quad\right.$ for $\left.\quad j \in P\right\}$. From (4.3), by standard differential inequality arguments, we have

$$
c_{L} \geq_{K_{1}} \phi_{t}^{L}\left(x_{L}\right) \geq_{K_{1}} \psi_{t}^{L}\left(x_{L}\right) \quad \text { for } \quad t \geq 0
$$

Then

$$
\lim _{t \rightarrow+\infty} \phi_{t}^{L}\left(x_{L}\right)=c_{L}
$$

for any $x_{L} \in\left\{u \in R_{+}^{n-k+p}: u_{j}>0 \quad\right.$ for $\left.\quad j \in P\right\}$.
If $x \in \Omega_{2}$ which implies that $x \leq_{K} c$ with $x_{i}>0$ for $i \in P$, then

$$
\phi_{t}(x)=\left(\left\{\phi_{t}(x)\right\}_{1}, \ldots,\left\{\phi_{t}(x)\right\}_{p}, 0, \ldots, 0,\left\{\phi_{t}(x)\right\}_{k+1}, \ldots,\left\{\phi_{t}(x)\right\}_{n}\right)=\left(\phi_{t}^{L}\left(x_{L}\right), 0\right)
$$

We have established that

$$
\lim _{t \rightarrow+\infty} \phi_{t}(x)=\lim _{t \rightarrow+\infty}\left(\phi_{t}^{L}\left(x_{L}\right), 0\right)=\left(c_{L}, 0\right)=c \quad \text { for any } \quad x \in \Omega_{2}
$$

Hence, $c$ attracts all points in $\Omega_{1}$ and $\Omega_{2}$.
For any $x \in R_{+}^{n}$ with $x_{i}>0$ for $i \in P$, there exist $y \in \Omega_{1}$ and $z \in \Omega_{2}$ such that

$$
z \leq_{K} x \leq_{K} y .
$$

Indeed, we can choose $y$ and $z$ in a similar way as (3.6) and (3.7) if $\bar{x}$ is replaced by c. Theorem 2.1 shows that

$$
\phi_{t}(z) \leq_{K} \phi_{t}(x) \leq_{K} \phi_{t}(y) \quad \text { for } \quad t \geq 0 .
$$

Since

$$
\lim _{t \rightarrow+\infty} \phi_{t}(z)=\lim _{t \rightarrow+\infty} \phi_{t}(y)=c,
$$

we conclude that

$$
\lim _{t \rightarrow+\infty} \phi_{t}(x)=c .
$$

Case (ii). If Case (ii) is true, then pick a transformation by $\left(x_{1}, \ldots, x_{n}\right)$ such that it is changed into Case (i). Actually, we only choose a suitable permutations of species indices for this purpose.

Case (iii). Without loss of generality, let

$$
c=\left(c_{1}, \ldots, c_{r_{1}}, 0, \ldots, 0, c_{k+1}, \ldots, c_{k+r_{2}}, 0, \ldots, 0\right)
$$

Then $P=\left\{1, \ldots, r_{1}, k+1, \ldots, k+r_{2}\right\}, 1 \leq r_{1} \leq k, 1 \leq r_{2} \leq n-k, r_{1}+r_{2}=p<n$.
Define a set

$$
\begin{aligned}
\Omega_{3} & =\left\{x \in R_{+}^{n}: x_{i}\right.
\end{aligned} \geq c_{i} \text { for } i=1, \ldots, k, 0<x_{j} \leq c_{j} \text { for } j=k+1, \ldots, k+r_{2}, ~ 子 \begin{aligned}
x_{j} & \left.=0 \text { for } j=k+r_{2}+1, \ldots, n\right\} \\
& =(c+K) \cap R_{+}^{n} \cap\left\{x \in R_{+}^{n}: x_{P}>0\right\} .
\end{aligned}
$$

Consider the systems ( $\mathrm{S}_{\mathrm{L}}$ ) and ( $\mathrm{S}_{\mathrm{L}}^{*}$ ) with $L=\left\{1, \ldots, k, k+1, \ldots, k+r_{2}\right\}$.
If $x \in \Omega_{3}$, then $x_{L} \geq_{K_{2}} c_{L}$ where $K_{2}=R_{+}^{k} \times\left(-R_{+}^{r_{2}}\right)$. Letting $r_{L}=f_{L}\left(c_{L}, 0\right)-$ $M_{L} c_{L}$, similar to Case (i) we can obtain that

$$
\operatorname{diag}\left(x_{L}\right) f_{L}\left(x_{L}, 0\right) \leq_{K_{2}} \operatorname{diag}\left(x_{L}\right)\left(r_{L}+M_{L} x_{L}\right), \quad x_{L} \in R_{+}^{k+r_{2}} \quad \text { with } \quad x_{L} \geq_{K_{2}} c_{L},
$$

and

$$
c_{L} \leq_{K_{2}} \phi_{t}^{L}\left(x_{L}\right) \leq_{K_{2}} \psi_{t}^{L}\left(x_{L}\right) \quad \text { for } \quad x_{L} \geq_{K_{2}} c_{L} \quad \text { and } \quad t \geq 0 .
$$

We may argue as in Case (i) with the help of the results of Takeuchi and Adachi [6]. It deduces that

$$
\lim _{t \rightarrow+\infty} \phi_{t}^{L}\left(x_{L}\right)=\lim _{t \rightarrow+\infty} \psi_{t}^{L}\left(x_{L}\right)=c_{L}
$$

for any $x_{L} \geq_{K_{2}} c_{L}$ with $x_{i}>0$ for $i \in P$. Therefore, if $x \in \Omega_{3}$, then

$$
\lim _{t \rightarrow+\infty} \phi_{t}(x)=\lim _{t \rightarrow+\infty}\left(\phi_{t}^{L}\left(x_{L}\right), 0\right)=\left(c_{L}, 0\right)=c
$$

Define another set

$$
\begin{aligned}
\Omega_{4} & =\left\{x \in R_{+}^{n}: 0<x_{i} \leq c_{i} \text { for } i=1, \ldots, r_{1}, \quad x_{i}=0 \quad \text { for } i=r_{1}+1, \ldots, k,\right. \\
& \left.\quad x_{j} \geq c_{j} \text { for } j=k+1, \ldots, n\right\} \\
& =(c-K) \cap R_{+}^{n} \cap\left\{x \in R_{+}^{n}: x_{P}>0\right\}
\end{aligned}
$$

We also consider the subsystems $\left(\mathrm{S}_{\mathrm{L}}\right)$ and $\left(\mathrm{S}_{\mathrm{L}}^{*}\right)$ where $L=\left\{1, \ldots, r_{1}, k+1, \ldots, n\right\}$. By using the same process as in Case (i), we have that
$\operatorname{diag}\left(x_{L}\right) f_{L}\left(x_{L}, 0\right) \geq_{K_{3}} \operatorname{diag}\left(x_{L}\right)\left(r_{L}+M_{L} x_{L}\right) \quad$ for $\quad x_{L} \in R_{+}^{n-k+r_{1}} \quad$ with $\quad x_{L} \leq_{K_{3}} c_{L}$,
and

$$
c_{L} \geq_{K_{3}} \phi_{t}^{L}\left(x_{L}\right) \geq_{K_{3}} \psi_{t}^{L}\left(x_{L}\right) \quad \text { for } \quad x_{L} \leq_{K_{3}} c_{L} \quad \text { and } \quad t \geq 0
$$

where $r_{L}=f_{L}\left(c_{L}, 0\right)-M_{L} c_{L}$ and $K_{3}=R_{+}^{r_{1}} \times\left(-R_{+}^{n-k}\right)$.
In a similar way, one easily deduces that

$$
\lim _{t \rightarrow+\infty} \phi_{t}^{L}\left(x_{L}\right)=\lim _{t \rightarrow+\infty} \psi_{t}^{L}\left(x_{L}\right)=c_{L}
$$

for any $x_{L} \leq_{K_{3}} c_{L}$ with $x_{i}>0$ for $i \in P$.
If $x \in \Omega_{4}$ which implies that $x_{L} \leq_{K_{3}} c_{L}$ with $x_{i}>0$ for $i \in P$, then

$$
\lim _{t \rightarrow+\infty} \phi_{t}(x)=\lim _{t \rightarrow+\infty}\left(\phi_{t}^{L}\left(x_{L}\right), 0\right)=\left(c_{L}, 0\right)=c
$$

Therefore, $c$ attracts all points in $\Omega_{3}$ and $\Omega_{4}$ with $x_{P}>0$. For any $x \in R_{+}^{n}$ with $x_{P}>0$, just as in Case (i), we can choose $y \in \Omega_{3}$ and $z \in \Omega_{4}$ such that

$$
z \leq_{K} x \leq_{K} y
$$

by using the same method as in (3.6) and (3.7) if $\bar{x}$ is replaced by $c$. Then

$$
\phi_{t}(z) \leq_{K} \phi_{t}(x) \leq_{K} \phi_{t}(y) \quad \text { for } \quad t \geq 0
$$

Since

$$
\lim _{t \rightarrow+\infty} \phi_{t}(z)=\lim _{t \rightarrow+\infty} \phi_{t}(y)=c
$$

we conclude that

$$
\lim _{t \rightarrow+\infty} \phi_{t}(x)=c
$$

for all $x$ in $\left\{x \in R_{+}^{n}: x_{P}>0\right\}$. The proof of sufficiency is completed.
Necessity. Assume that $c \in \partial R_{+}^{n}$ attracts all points in $\left\{x \in R_{+}^{n}: x_{i}>0, i \in P\right\}$ with $P=\left\{i: c_{i}>0\right\}$. Then a linearized stability analysis of the steady state $c$ begins with the coefficient matrix of the variational equation given below

$$
\begin{equation*}
D F(c)=\operatorname{diag}(f(c))+\operatorname{diag}(c) D f(c) \tag{4.4}
\end{equation*}
$$

It is easy to see that the necessary condition for $c$ to be stable is $s(D F(c)) \leq 0$, which implies that $f(c) \leq 0$ by further analyzing equation (4.4). The proof of necessity is completed.

Theorem 4.3. Suppose that the assumption (KM) and the condition $\left(\mathrm{C}_{1}\right)$ are satisfied. Then there exists a steady state $c \in R_{+}^{n}$ with $c_{P}>0, c_{\bar{P}}=0$ such that it attracts all solutions with initial conditions in $\left\{x \in R_{+}^{n}: x_{P}>0\right\}$.

Before proceeding to the proof of Theorem 4.3, we present a proposition and some lemmas.

Proposition 4.4. Suppose the assumptions (KM) and $\left(\mathrm{C}_{1}\right)$ hold. Then every solution of $(\mathrm{S})$ is bounded.

Proof. In order to prove that $\phi_{t}(x)$ is bounded, we only have to prove that $\phi_{t}^{I}\left(x_{I}\right)$ and $\phi_{t}^{J}\left(x_{J}\right)$ are bounded by Proposition 4.2. Since $\phi_{t}^{I}\left(x_{I}\right)$ and $\phi_{t}^{J}\left(x_{J}\right)$ are solutions of cooperative systems $\left(\mathrm{S}_{\mathrm{I}}\right)$ and $\left(\mathrm{S}_{\mathrm{J}}\right)$, their boundedness can be proved as the proof of Proposition 3.2 in [12] where $D f(0)$ is replaced by $M_{I}$ and $M_{J}$, respectively. $\quad$

Lemma 4.5. Suppose that (S) has no positive steady state. If it has a steady state $c \in \partial R_{+}^{n}$ with $\# c=n-1$, then Theorem 4.3 holds.

Proof. We may assume $c=\left(0, c_{2}, \ldots, c_{n}\right)$. If $f_{1}(c) \leq 0$, then the conclusion of Theorem 4.3 is true by Theorem 4.1.

Suppose the contrary; in other words, $f_{1}\left(0, c_{2}, \ldots, c_{n}\right)>0$. Then there exists a sufficiently small $x_{1}>0$ such that $f_{1}\left(x_{1}, c_{2}, \ldots, c_{n}\right)>0$ by the continuity of $f_{1}$. If $i \in I /\{1\}$, then $f_{i}\left(x_{1}, c_{2}, \ldots, c_{n}\right) \geq 0$ because $\frac{\partial f_{i}}{\partial x_{1}} \geq 0$ for $i \in I /\{1\}$. If $j \in J$, then $f_{j}\left(x_{1}, c_{2}, \ldots, c_{n}\right) \leq 0$ because $\frac{\partial f_{j}}{\partial x_{1}} \leq 0$ for $j \in J$. Thus, $f\left(x_{1}, c_{2}, \ldots, c_{n}\right) \geq_{K} 0$.

Let $p=\left(x_{1}, c_{2}, \ldots, c_{n}\right)$ and $\phi_{t}(p)$ be a solution of ( S ) passing through $p$. Theorem 2.2 may be applied to conclude that $\left\{\phi_{t}(p)\right\}_{i}$ is nondecreasing for $i \in I, t \geq 0$ and $\left\{\phi_{t}(p)\right\}_{j}$ is nonincreasing for $j \in J$ and $t \geq 0$. Proposition 4.4 shows that $\phi_{t}(p)$ is bounded. Then we deduce that $\lim _{t \rightarrow+\infty} \phi_{t}(p)=q$. Clearly, $q$ is a steady state of (S). From the type $K$ monotonicity of $\phi_{t}(p)$ and differential equations (S), we obtain that

$$
f_{i}\left(\phi_{t}(p)\right) \geq 0 \quad \text { for } \quad i \in I, \quad t \geq 0
$$

and

$$
f_{j}\left(\phi_{t}(p)\right) \leq 0 \quad \text { for } \quad j \in J, \quad t \geq 0
$$

As $t \rightarrow+\infty$, it follows that

$$
f_{i}(q) \geq 0 \quad \text { for } \quad i \in I
$$

and

$$
f_{j}(q) \leq 0 \quad \text { for } \quad j \in J
$$

It is easy to see that $q_{1}>x_{1}, q_{i} \geq c_{i}>0$ for $i=2,3, \ldots, k$. Hence

$$
f_{i}(q)=0 \quad \text { for } \quad i \in I
$$

which implies that $f(q) \leq 0$. Applying Theorem 4.1, we conclude that $q$ attracts all points in $\left\{x \in R_{+}^{n}: x_{Q}>0\right\}$, where $Q=\left\{i: q_{i}>0\right\}$. Therefore, Theorem 4.3 is true.

Lemma 4.6. If $n=2$, then the conclusion of Theorem 4.3 holds.
Proof. If (S) has a positive steady state or $c=0$ is a unique steady state, then by Theorem 3.1 and Theorem $C$ in [13], Theorem 4.3 is true. If there is a steady state which is different from $c=0$ on the " $x_{1}$-axis" or " $x_{2}$-axis," then Lemma 4.5 shows that Theorem 4.3 holds.

Proof of Theorem 4.3. If a positive steady state exists, then the conclusion follows from Theorem 3.1. If $c=0$ is a unique steady state of (S), then $0_{I}, 0_{J}$ are unique steady states of subsystems $\left(\mathrm{S}_{\mathrm{I}}\right)$ and $\left(\mathrm{S}_{\mathrm{J}}\right)$, respectively. By Proposition 4.4, $\phi_{t}^{I}\left(x_{I}\right)$ and $\phi_{t}^{J}\left(x_{J}\right)$ are bounded. Hence $\lim _{t \rightarrow+\infty} \phi_{t}^{I}\left(x_{I}\right)=0_{I}$ for $x_{I} \in R_{+}^{k}$ and $\lim _{t \rightarrow+\infty} \phi_{t}^{J}\left(x_{J}\right)=$ $0_{J}$ for $x_{J} \in R_{+}^{n-k}$ by Theorem $C$ in [13]. Then we obtain that $\lim _{t \rightarrow+\infty} \phi_{t}(x)=0$ for $x \in R_{+}^{n}$ by Proposition 4.2.

If $E \cap \operatorname{Int} R_{+}^{n}=\phi$ and $E \neq\{0\}$, we shall prove this theorem by induction on the dimension $n$ of type $K$ monotone systems.

The statement is clear if $n=2$ by Lemma 4.6. So assume for induction that the theorem is true for all type $K$ systems with dimension less than $n$. Now, we consider an $n$-dimensional type $K$ monotone system (S) satisfying (KM) and ( $\mathrm{C}_{1}$ ). Then we only have to consider the case that there is at least a steady state $c \neq 0$. We may assume that $c \in\left\{\left(x_{1}, x_{2}, \ldots, x_{n-1}, 0\right) \in R_{+}^{n}: x_{i} \geq 0\right.$ for $\left.i=1,2, \ldots, n-1\right\}$. Let $L=\{1,2, \ldots, n-1\}, \# L=n-1$. We consider the subsystem ( $\mathrm{S}_{\mathrm{L}}$ )

$$
\dot{x}_{L}=\operatorname{diag}\left(x_{L}\right) f_{L}\left(x_{L}, 0\right), \quad x_{L} \in R_{+}^{n-1} .
$$

The condition $\left(\mathrm{C}_{1}\right)$ implies that $D f_{L}\left(x_{L}, 0\right) \leq_{K_{4}} M_{L}$ with $s\left(M_{L}\right)<0$, where $K_{4}=$ $R_{+}^{k} \times\left(-R_{+}^{n-k-1}\right)$. The induction assumption applies to the $(n-1)$-dimensional type $K$ system $\left(\mathrm{S}_{\mathrm{L}}\right)$. Then $\left(\mathrm{S}_{\mathrm{L}}\right)$ has a steady state $p=\left(p_{1}, p_{2}, \ldots, p_{n-1}\right)$ which attracts all points in $\left\{x_{L} \in R_{+}^{n-1}: x_{Q}>0\right\}$ where $Q=\left\{i \in L, p_{i}>0\right\}$. Then it follows that $\lim _{t \rightarrow+\infty} \phi_{t}^{L}\left(x_{L}\right)=p$ for $x_{L} \in\left\{x \in R_{+}^{n-1}: x_{Q}>0\right\}$.

By the necessity of Theorem 4.1, we have

$$
f_{i}\left(p_{1}, \ldots, p_{n-1}, 0\right) \leq 0 \quad \text { for } \quad i=1,2, \ldots, n-1 .
$$

If $f_{n}\left(p_{1}, \ldots, p_{n-1}, 0\right) \leq 0$, then $f\left(p_{1}, \ldots, p_{n-1}, 0\right) \leq 0$ and Theorem 4.3 is true by the sufficiency of Theorem 4.1. Otherwise, $f_{n}\left(p_{1}, \ldots, p_{n-1}, 0\right)>0$ holds. Define $J_{1}=\left\{j \in J: p_{j}>0\right\} \cup\{n\}$. Then

$$
f_{j}\left(p_{1}, \ldots, p_{n-1}, 0\right) \leq 0 \quad \text { for } \quad j \in J / J_{1},
$$

and

$$
f_{j}\left(p_{1}, \ldots, p_{n-1}, 0\right)=0 \quad \text { for } \quad j \in J_{1} /\{n\} .
$$

Let $L_{1}=I \cup J_{1}$ and consider the subsystem ( $\mathrm{S}_{\mathrm{L}_{1}}$ )

$$
\dot{x}_{L_{1}}=\operatorname{diag}\left(x_{L_{1}}\right) f_{L_{1}}\left(x_{L_{1}}, 0\right), \quad x_{L_{1}} \in R_{+}^{\# L_{1}},
$$

where $x_{L_{1}}=\left(x_{I}, x_{J_{1}}\right), 0=0_{J / J_{1}}$. By the continuity of $f_{n}$, there exists a sufficiently small $x_{n}>0$ such that $f_{n}\left(p_{1}, \ldots, p_{n-1}, x_{n}\right)>0$. If $j \in J_{1} /\{n\}$, then $f_{j}\left(p_{1}, \ldots, p_{n-1}, 0\right)=0$ and $\frac{\partial f_{j}}{\partial x_{n}} \geq 0$, which implies that $f_{j}\left(p_{1}, \ldots, p_{n-1}, x_{n}\right) \geq 0$. If $i \in I, f_{i}\left(p_{1}, \ldots, p_{n-1}, 0\right) \leq 0$ and $\frac{\partial f_{i}}{\partial x_{n}} \leq 0$ which implies that $f_{i}\left(p_{1}, \ldots, p_{n-1}, x_{n}\right) \leq$ 0 . Let $v=\left(p_{1}, \ldots, p_{n-1}, x_{n}\right)$. Then $v=\left(p_{I}, p_{J_{1} /\{n\}}, 0_{J / J_{1}}, x_{n}\right)=(u, 0)$, where $u=\left(p_{I}, p_{J_{1} /\{n\}}, x_{n}\right) \in R_{+}^{\# L_{1}}$. Thus $f_{L_{1}}(u, 0) \leq_{K_{5}} 0$ where $K_{5}=R_{+}^{k} \times\left(-R_{+}^{\# J_{1}}\right)$. Theorem 2.2 may be applied to conclude that $\left\{\phi_{t}^{L_{1}}(u)\right\}_{i}$ is nonincreasing if $i \in I$ and $\left\{\phi_{t}^{L_{1}}(u)\right\}_{j}$ is nondecreasing if $j \in J_{1}$ for $t \geq 0$. Also, $\phi_{t}^{L_{1}}(u)$ is bounded by Proposition 4.4. Thus we obtain that $\lim _{t \rightarrow+\infty} \phi_{t}^{L_{1}}(u)=q_{L_{1}}$. Clearly, $q_{L_{1}}$ is a steady state of $\left(\mathrm{S}_{\mathrm{L}_{1}}\right)$.

On the other hand, the type $K$ monotonicity of $\phi_{t}^{L_{1}}(u)$ implies that for any $t \geq 0$,

$$
f_{i}\left(\phi_{t}^{L_{1}}(u), 0\right) \leq 0 \quad \text { if } \quad i \in I
$$

and

$$
f_{j}\left(\phi_{t}^{L_{1}}(u), 0\right) \geq 0 \quad \text { if } \quad j \in J_{1}
$$

As $t \rightarrow+\infty$, we have

$$
f_{i}\left(q_{L_{1}}, 0\right) \leq 0 \quad \text { for } \quad i \in I
$$

and

$$
f_{j}\left(q_{L_{1}}, 0\right) \geq 0 \quad \text { for } \quad j \in J_{1} .
$$

Since $q_{n}>x_{n}, q_{j} \geq p_{i}>0$ for $j \in J_{1} /\{n\}$, it follows that

$$
f_{j}\left(q_{L_{1}}, 0\right)=0 \quad \text { for } \quad j \in J_{1} .
$$

If $f_{j}\left(q_{L_{1}}, 0\right) \leq 0$ for $j \in J / J_{1}$, then the theorem holds by Theorem 4.1. Assume it is false. We define $J_{2}=\left\{j \in J: f_{j}\left(q_{L_{1}}, 0\right)>0\right\}$. Let $L_{2}=I \cup J_{1} \cup J_{2}$ and consider the subsystem $\left(\mathrm{S}_{\mathrm{L}_{2}}\right)$

$$
\dot{x}_{L_{2}}=\operatorname{diag}\left(x_{L_{2}}\right) f_{L_{2}}\left(x_{L_{2}}, 0\right), \quad x_{L_{2}} \in R_{+}^{\# L_{2}}
$$

where $x_{L_{2}}=\left(x_{I}, x_{J_{1}}, x_{J_{2}}\right), 0=0_{J /\left(J_{1} \cup J_{2}\right)}$.
Since

$$
\begin{aligned}
& f_{J_{2}}\left(q_{L_{1}}, 0_{J_{2}}, 0_{J /\left(J_{1} \cup J_{2}\right)}\right)>0, \\
& f_{J_{1}}\left(q_{L_{1}}, 0_{J_{2}}, 0_{J /\left(J_{1} \cup J_{2}\right)}\right)=0,
\end{aligned}
$$

and

$$
f_{I}\left(q_{L_{1}}, 0_{J_{2}}, 0_{J /\left(J_{1} \cup J_{2}\right)}\right) \leq 0
$$

hold, there exists $x_{J_{2}}>0$ small enough such that $f_{J_{2}}\left(q_{L_{1}}, x_{J_{2}}, 0_{J /\left(J_{1} \cup J_{2}\right)}\right)>0$ by the continuity of $f_{J_{2}}$. Meanwhile, $\frac{\partial f_{J_{1}}}{\partial x_{J_{2}}} \geq 0$ implies that $f_{J_{1}}\left(q_{L_{1}}, x_{J_{2}}, 0_{J /\left(J_{1} \cup J_{2}\right)}\right) \geq$ 0 , and $\frac{\partial f_{I}}{\partial x_{J_{2}}} \leq 0$ implies that $f_{I}\left(q_{L_{1}}, x_{J_{2}}, 0_{J /\left(J_{1} \cup J_{2}\right)}\right) \leq 0$ for such $x_{J_{2}}$. Hence, $f_{L_{2}}\left(q_{L_{1}}, x_{J_{2}}, 0_{J /\left(J_{1} \cup J_{2}\right)}\right) \leq_{K_{6}} 0$, where $K_{6}=R_{+}^{k} \times\left(-R_{+}^{\#\left(J_{1} \cup J_{2}\right)}\right)$. Let $v=\left(q_{L_{1}}, x_{J_{2}}\right)$. Then $\left\{\phi_{t}^{L_{2}}(v)\right\}_{i}$ is nonincreasing for $i \in I$ and $\left\{\phi_{t}^{L_{2}}(v)\right\}_{j}$ is nondecreasing for $j \in$ $J_{1} \cup J_{2}$ on $[0,+\infty)$ by Theorem 2.2. Because $\phi_{t}^{L_{2}}(v)$ is bounded, it deduces that $\lim _{t \rightarrow+\infty} \phi_{t}^{L_{2}}(v)=r_{L_{2}}$. Obviously, $r_{L_{2}}$ is a steady state of $\left(\mathrm{S}_{\mathrm{L}_{2}}\right)$. The type $K$ monotonicity of $\phi_{t}^{L_{2}}(v)$ shows that for $t \geq 0$,

$$
f_{i}\left(\phi_{t}^{L_{2}}(v), 0_{J / J_{1} \cup J_{2}}\right) \leq 0 \quad \text { if } \quad i \in I
$$

and

$$
f_{j}\left(\phi_{t}^{L_{2}}(v), 0_{J / J_{1} \cup J_{2}}\right) \geq 0 \quad \text { if } \quad j \in J_{1} \cup J_{2}
$$

Hence, as $t \rightarrow+\infty$, we have

$$
f_{i}\left(r_{L_{2}}, 0\right) \leq 0 \quad \text { for } \quad i \in I
$$

and

$$
f_{j}\left(r_{L_{2}}, 0\right) \geq 0 \quad \text { for } \quad j \in J_{1} \cup J_{2}
$$

Evidently, $r_{J_{2}}>x_{J_{2}}, r_{J_{1}} \geq q_{J_{1}}>0$. Then

$$
f_{j}\left(r_{L_{2}}, 0\right)=0 \quad \text { for } \quad j \in J_{1} \cup J_{2}
$$

If $j \in J /\left(J_{1} \cup J_{2}\right), f_{j}\left(r_{L_{2}}, 0\right) \leq 0$ which is equivalent to $f\left(r_{L_{2}}, 0\right) \leq 0$, then the theorem is true. If not, we define $J_{3}=\left\{j \in J: f_{j}\left(r_{L_{2}}, 0\right)>0\right\}$. Let $L_{3}=I \cup J_{1} \cup J_{2} \cup J_{3}$ and discuss the subsystem $\left(\mathrm{S}_{\mathrm{L}_{3}}\right)$ in a similar way. This process must be stopped at most at the $(n-k)$ th step.

Hence, in this way, we can find a steady state $c$ satisfying $f(c) \leq 0$. Then by Theorem 4.1, $c$ attracts all points in $\left\{x \in R_{+}^{n}: x_{Q}>0\right\}$ where $Q=\left\{i \in N, c_{i}>0\right\}$. Therefore we have proved that the conclusion of Theorem 4.3 holds for $n$-dimensional type $K$ monotone systems. This completes the proof.

In order to give the first question in the introduction another answer, we present a different condition. Suppose that $\left(\mathrm{S}_{\mathrm{I}}\right)$ and $\left(\mathrm{S}_{\mathrm{J}}\right)$ have positive steady states $x_{1}^{0}$ and $x_{2}^{0}$. Let $p=\left(x_{1}^{0}, 0\right)$ and $q=\left(0, x_{2}^{0}\right)$. The system ( S$)$ is called to satisfy the condition $\left(\mathrm{C}_{2}^{\prime}\right)$ if either

$$
\begin{equation*}
D f(x) \leq_{K} D f(y) \quad \text { whenever } \quad q \leq_{K} y \leq_{K} x \leq_{K} p \tag{4.5}
\end{equation*}
$$

or

$$
\begin{equation*}
D f(x) \leq_{K} D f(y) \quad \text { whenever } \quad q \leq_{K} x \leq_{K} y \leq_{K} p \tag{4.6}
\end{equation*}
$$

ThEOREM 4.7. Let the hypotheses (KM) and $\left(\mathrm{C}_{2}^{\prime}\right)$ hold. If $\left(\mathrm{S}_{\mathrm{I}}\right)$ and $\left(\mathrm{S}_{\mathrm{J}}\right)$ have steady states $x_{1}^{0}$ and $x_{2}^{0}$ which are globally asymptotically stable in $\operatorname{Int} R_{+}^{k}$ and $\operatorname{Int} R_{+}^{n-k}$, respectively, and each is stable to invasion by every competing species

$$
f_{J}\left(x_{1}^{0}, 0\right) \leq 0
$$

and

$$
f_{I}\left(0, x_{2}^{0}\right) \leq 0
$$

then (S) cannot have a stable positive steady state.
Proof. We only have to prove the case that the system (S) satisfies (4.5). Another case can be proved in the same method. In fact, suppose it is false. Then there exists at least a stable positive steady state $\bar{x}$ and $\bar{x} \leq_{K}\left(x_{1}^{0}, 0\right)=p$ by Proposition 3.3 in [5, p. 864]. The calculation shows that

$$
f(\bar{x})-f(p)=\left[\int_{0}^{1} D f(s \bar{x}+(1-s) p) d s\right](\bar{x}-p)
$$

We denote the matrix in brackets by $U$. The condition (4.5) implies that $U \leq_{K} D f(\bar{x})$. Because $\bar{x}$ is stable, $s(D f(\bar{x}))<0$. It follows that $s(U)<0$ from (i) of Theorem 2.3 and $(-U)^{-1} \geq_{K} 0$ from (iii) of Theorem 2.3. So $(-U)^{-1} f(p) \geq_{K} 0$. But $\bar{x} \leq_{K} p$
implies that $(-U)^{-1} f(p)=(\bar{x}-p) \leq_{K} 0$ which implies that $\bar{x}-p=0$ from the just-proved fact. However, $\bar{x} \neq p$. This is a contradiction. Therefore, (S) cannot have a stable positive steady state.

Before finishing this section, we remark that Theorems 4.1 and 4.3 together with Theorem 3.1 completely generalize the results of Takeuchi and Adachi [6] to more general Kolmogorov systems with the conditions (KM) and ( $\mathrm{C}_{1}$ ). Theorem 4.1 implies that every saturated steady state is globally asymptotically stable and that it is not possible for both systems $\left(\mathrm{S}_{\mathrm{I}}\right)$ and $\left(\mathrm{S}_{\mathrm{J}}\right)$ to have positive steady states each of which cannot be invaded by the competing subcommunity as long as $(\mathrm{KM})$ and $\left(\mathrm{C}_{1}\right)$ are satisfied. Therefore, these results provide an answer to each of the questions posed by Smith [5] which have been mentioned in the introduction. Theorem 4.7 gives the first question another answer.
5. The permanence for system (S). Consider the system

$$
\begin{equation*}
\dot{x}_{i}=x_{i} f_{i}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \quad 1 \leq i \leq n, \quad x_{i} \geq 0, \tag{S}
\end{equation*}
$$

which satisfies the assumption (KM).
In the paper [5], Smith exhibited sufficient conditions for the permanence of (S). His essential condition is

$$
\left\{\begin{array}{l}
\left(\mathrm{S}_{\mathrm{I}}\right) \text { possesses a positive steady state } x_{1}^{0} \text { which is unstable to } R_{+}^{n-k}  \tag{H}\\
\text { (that is, } \left.f_{J}\left(x_{1}^{0}, 0\right)>0\right) \text {, } \\
\left(\mathrm{S}_{\mathrm{J}}\right) \text { possesses a positive steady state } x_{2}^{0} \text { which is unstable to } R_{+}^{k} \\
\left.\quad \text { (that is, } f_{I}\left(0, x_{2}^{0}\right)>0\right) .
\end{array}\right.
$$

His additional assumption is

$$
\left\{\begin{array}{l}
x_{1}^{0}+R_{+}^{k} \text { lies in the domain of attraction of } x_{1}^{0} \text { for }\left(\mathrm{S}_{\mathrm{I}}\right),  \tag{AH}\\
x_{2}^{0}+R_{+}^{n-k} \text { lies in the domain of attraction of } x_{2}^{0} \text { for }\left(\mathrm{S}_{\mathrm{J}}\right) .
\end{array}\right.
$$

Under the hypothesis (H), Smith concluded that there exist positive steady states $x^{1}$ and $x^{2}$ of (S) satisfying that $0<x^{1}, x^{2} \leq\left(x_{1}^{0}, x_{2}^{0}\right)$, and $x^{1} \leq_{K} x^{2}$ (see [5, Theorem 3.6]). Meanwhile, combining the hypothesis (H) with (AH), he deduced that $\omega(x) \subset$ $\left[x^{1}, x^{2}\right]_{K}$ for all $x>0$.

Recall that the system ( S ) is permanent if there exist constant numbers $\delta, D>0$ such that for every solution $x(t)$ of (S) with $x(0)>0, \delta \leq \lim \inf _{t \rightarrow+\infty} x_{i}(t) \leq$ $\lim \sup _{t \rightarrow+\infty} x_{i}(t) \leq D$ for all $i \in N$. Then the system (S) is permanent under the hypotheses (H) and (AH).

Clearly, the species satisfying (H) is nonobligate (that is, $f(0)>0$ ). In obligate cases, the authors gave the sufficient conditions to guarantee that the system ( S ) is permanent (see [10, Theorem 2.1]). In those situations, two subsystems ( $\mathrm{S}_{\mathrm{L}}$ ) and ( $\mathrm{S}_{\mathrm{P}}$ ) play an important role, where $L \subset N, L \supset I$ and $P \subset N, P \supset J$. Our essential condition is
$\left(\mathrm{H}_{1}\right) \quad\left\{\begin{array}{l}x_{L}^{0} \text { is a positive steady state of }\left(\mathrm{S}_{\mathrm{L}}\right), f_{\bar{L}}\left(x_{L}^{0}, 0\right)>0, \\ x_{P}^{0} \text { is a positive steady state of }\left(\mathrm{S}_{\mathrm{P}}\right), f_{\bar{P}}\left(0, x_{P}^{0}\right)>0 .\end{array}\right.$
Our additional assumption is
$\left(\mathrm{AH}_{1}\right)$

$$
\left\{\begin{array}{l}
x_{L}^{0}+K_{1} \text { lies in the domain of attraction of } x_{L}^{0} \text { for }\left(\mathrm{S}_{\mathrm{L}}\right), \\
x_{P}^{0}-K_{2} \text { lies in the domain of attraction of } x_{P}^{0} \text { for }\left(\mathrm{S}_{\mathrm{P}}\right),
\end{array}\right.
$$

where $K_{1}=R_{+}^{k} \times\left(-R_{+}^{l-k}\right), K_{2}=R_{+}^{p+k-n} \times\left(-R_{+}^{n-k}\right)$. We have the following result.
THEOREM 5.1. Let the assumption $\left(\mathrm{H}_{1}\right)$ hold and $\left(0, x_{P}^{0}\right) \leq_{K}\left(x_{L}^{0}, 0\right)$. Then there exist positive steady states $\bar{x}$ and $\widetilde{x}$ for (S) satisfying $0<\bar{x}, \widetilde{x} \leq\left(\left(x_{L}^{0}\right)_{I},\left(x_{P}^{0}\right)_{J}\right)$ and $\bar{x} \leq_{K} \widetilde{x}$. In addition, if the assumption $\left(\mathrm{AH}_{1}\right)$ holds, then $\omega(x) \subset[\bar{x}, \widetilde{x}]_{K}$ for all $x>0$. And $\omega(x)=\{\bar{x}\}$ for all $x>0$ with $x \leq_{K} \bar{x}$ and $\omega(x)=\{\widetilde{x}\}$ for all $x>0$ with $x \geq_{K} \widetilde{x}$.

In Theorem 5.1, $\left(x_{L}^{0}\right)_{I},\left(x_{P}^{0}\right)_{J}$ are components $\left(x_{L}^{0}\right)_{i}$ of $x_{L}^{0}$ for all $i \in I$ and $\left(x_{P}^{0}\right)_{j}$ of $x_{P}^{0}$ for all $j \in J$, respectively. These results generalize Smith's Theorem 3.6 in [5].

In the same paper, Smith also obtained the following result (see [5, Theorem 3.8]) under the assumption
$\left(\mathrm{AH}_{2}\right)$

$$
\left\{\begin{array}{lc}
\frac{\partial f_{I}}{\partial x_{I}}\left(x_{I}, 0\right) \geq \frac{\partial f_{I}}{\partial x_{I}}\left(\bar{x}_{I}, 0\right), & 0 \leq x_{I} \leq \bar{x}_{I} \\
\frac{\partial f_{J}}{\partial x_{J}}\left(0, x_{J}\right) \geq \frac{\partial f_{J}}{\partial x_{J}}\left(0, \bar{x}_{J}\right), & 0 \leq x_{J} \leq \bar{x}_{J}
\end{array}\right.
$$

ThEOREM 5.2. Let the assumptions $(\mathrm{H})$ and $\left(\mathrm{AH}_{2}\right)$ hold. Then $x_{1}^{0}$ is globally asymptotically stable for $\left(\mathrm{S}_{\mathrm{I}}\right)$ with respect to $\operatorname{Int} R_{+}^{k}$ and $x_{2}^{0}$ is globally asymptotically stable for $\left(\mathrm{S}_{\mathrm{J}}\right)$ with respect to $\operatorname{Int} R_{+}^{n-k}$ and there are positive steady states $x^{1} \leq_{K} x^{2}$. If $x>0$, then $\omega(x) \subset\left[x^{1}, x^{2}\right]_{K} . x^{1}$ attracts points $x>0$ with $x \leq_{K} x^{1}$ and $x^{2}$ attracts points $x>0$ with $x \geq_{K} x^{2}$.

Then the system $(\mathrm{S})$ is permanent in the case when $(\mathrm{H})$ and $\left(\mathrm{AH}_{2}\right)$ hold. However, as Smith pointed out, "there may be several stable steady states representing persistence. It is easy to see that one cannot prove uniqueness of a positive stable steady state under the hypotheses of our Theorems 3.6 and 3.8 by simply considering twodimensional competitive systems." "An interesting open problem is to give sufficient conditions for the uniqueness of a positive steady state in the context of Theorem 3.6 or 3.8 " (see [5, p. 869]). One of the authors in [14] provided a sufficient condition such that a positive steady state is unique in the context of Smith's Theorem 3.6. His additional conditions are

$$
s\left(\frac{\partial f_{J}}{\partial x_{J}}\left(0, x_{2}^{0}\right)\right)<0
$$

and

$$
D f(y) \leq_{K} D f(x) \quad \text { whenever } \quad x, y \in\left[0,\left(x_{1}^{0}, x_{2}^{0}\right)\right] \quad \text { with } \quad x \leq_{K} y
$$

Together with Theorems 5.2 and 3.1, we know that (S) has a globally asymptotically stable steady state if the assumptions (H), ( $\mathrm{AH}_{2}$ ), and $\left(\mathrm{C}_{1}\right)$ hold. In this paper, as another application of Theorem 3.1, we give a sufficient condition for the uniqueness of a positive steady state.

Theorem 5.3. Let the hypotheses $\left(\mathrm{C}_{1}\right)$ and $\left(\mathrm{H}_{1}\right)$ hold. Then $(\mathrm{S})$ has a globally asymptotically stable positive steady state.

Proof. We only have to show that Theorem 5.3 satisfies that $\left(0, x_{P}^{0}\right) \leq_{K}\left(x_{L}^{0}, 0\right)$. Since $x_{L}^{0}$ is a positive steady state of $\left(\mathrm{S}_{\mathrm{L}}\right)$ and $x_{P}^{0}$ is a positive steady state of $\left(\mathrm{S}_{\mathrm{P}}\right)$, it follows that

$$
\lim _{t \rightarrow+\infty} \phi_{t}^{L}\left(x_{L}\right)=x_{L}^{0} \quad \text { for } \quad x_{L} \in \operatorname{Int} R_{+}^{\# L}
$$

and

$$
\lim _{t \rightarrow+\infty} \phi_{t}^{P}\left(x_{P}\right)=x_{P}^{0} \quad \text { for } \quad x_{P} \in \operatorname{Int} R_{+}^{\# P}
$$

from Theorem 3.1. It is easy to choose $x_{L} \in \operatorname{Int} R_{+}^{\# L}$ and $x_{P} \in \operatorname{Int} R_{+}^{\# P}$ such that $\left(0, x_{P}\right) \leq_{K}\left(x_{L}, 0\right)$. Theorem 2.1 shows that

$$
\phi_{t}\left(0, x_{P}\right) \leq_{K} \phi_{t}\left(x_{L}, 0\right) \quad \text { for } \quad t \geq 0
$$

that is,

$$
\left(0, \phi_{t}^{P}\left(x_{P}\right)\right) \leq_{K}\left(\phi_{t}^{L}\left(x_{L}\right), 0\right) \quad \text { for } \quad t \geq 0
$$

Then

$$
\left(0, x_{P}^{0}\right) \leq_{K}\left(x_{L}^{0}, 0\right)
$$

Applying Theorem 5.1, we conclude that ( S ) has a positive steady state and Theorem 3.1 implies that the positive steady state is globally asymptotically stable with respect to $\operatorname{Int} R_{+}^{n}$.

Finally, we shall present the permanence result for system (S). Let us introduce the assumption

$$
\left\{\begin{array}{l}
D f_{L}\left(x_{L}, 0\right) \leq_{K_{1}} M_{L} \quad \text { and } \quad s\left(M_{L}\right)<0 \quad \text { for } \quad x_{L} \in R_{+}^{l},  \tag{3}\\
D f_{P}\left(0, x_{P}\right) \leq_{K_{2}} M_{P} \quad \text { and } \quad s\left(M_{P}\right)<0
\end{array} \text { for } \quad x_{P} \in R_{+}^{p}, ~\right.
$$

where $N \supset L \supset I, N \supset P \supset J, l=\# L, p=\# P, K_{1}=R_{+}^{k} \times\left(-R_{+}^{l-k}\right)$, and $K_{2}=R_{+}^{p+k-n} \times\left(-R_{+}^{n-k}\right)$. Under the hypothesis $\left(\mathrm{AH}_{3}\right)$, if $\left(\mathrm{S}_{\mathrm{L}}\right)$ and $\left(\mathrm{S}_{\mathrm{P}}\right)$ have positive steady states $x_{L}^{0}$ and $x_{P}^{0}$, respectively, then $x_{L}^{0}$ is globally stable for ( $\mathrm{S}_{\mathrm{L}}$ ) with respect to $\operatorname{Int} R_{+}^{l}$ and $x_{P}^{0}$ is globally stable for $\left(\mathrm{S}_{\mathrm{P}}\right)$ with respect to $\operatorname{Int} R_{+}^{p}$ by Theorem 3.1. Hence, combining Theorems 5.1 and 3.1, we obtain the following permanence result.

Theorem 5.4. Let the hypotheses $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{AH}_{3}\right)$ hold. Then $x_{L}^{0}$ is globally stable for $\left(\mathrm{S}_{\mathrm{L}}\right)$ with respect to $\operatorname{Int} R_{+}^{l}$ and $x_{P}^{0}$ is globally stable for $\left(\mathrm{S}_{\mathrm{P}}\right)$ with respect to $\operatorname{Int} R_{+}^{p}$, and there are positive steady states $\bar{x} \leq_{K} \widetilde{x}$ such that $\omega(x) \subset[\bar{x}, \widetilde{x}]_{K}$ for $x>0 . \bar{x}$ attracts points $x>0$ with $x \leq_{K} \bar{x}$ and $\widetilde{x}$ attracts points $x>0$ with $x \geq_{K} \widetilde{x}$.

## REFERENCES

[1] M. W. Hirsch, Systems of differential equations which are competitive or cooperative I: Limit sets, SIAM J. Math. Anal., 13 (1982), pp. 167-179.
[2] M. W. Hirsch, Systems of differential equations that are competitive or cooperative II: Convergence almost everywhere, SIAM J. Math. Anal., 16 (1985), pp. 423-439.
[3] M. W. Hirsch, Stability and convergence in strongly monotone dynamical systems, J. Reine Angew. Math., 383 (1988), pp. 1-53.
[4] H. L. Smith, Monotone Dynamical Systems, Math. Surveys Monogr. 41, AMS, Providence, RI, 1995.
[5] H. L. Smith, Competing subcommunities of mutualists and a generalized Kamke theorem, SIAM J. Appl. Math., 46 (1986) pp. 856-874.
[6] Y. Takeuchi and N. Adachi, The existence of globally stable equilibria of ecosystems of the generalized Volterra type, J. Math. Biol., 10 (1980), pp. 401-415.
[7] Y. Takeuchi, N. Adachi, and H. Tokumaru, Global stability of ecosystems of the generalized Volterra type, Math. Biosci., 42 (1978), pp. 119-136.
[8] C. C. Travis and W. M. Post, Dynamics and comparative statistics of mutualistic communities, J. Theor. Biol., 78 (1979), pp. 553-571.
[9] B. S. Goh, Stability in models of mutualism, Amer. Naturalist, 113 (1979), pp. 261-275.
[10] C. F. Tu and J. F. Jiang, The coexistence of a community of species with limited competition, J. Math. Anal. Appl., 217 (1998), pp. 233-245.
[11] J. F. Selgrade, Asymptotic behavior of solutions to single loop positive feedback systems, J. Differential Equations, 38 (1980), pp. 80-103.
[12] J. F. Jiang, Convergence in cooperative models with a weak concavity, Chinese Ann. Math. Ser. A (1999).
[13] J. F. Jiang, On the global stability of cooperative systems, Bull. London Math. Soc., 26 (1994), pp. 455-458.
[14] J. F. Jiang, The global stability of a system modeling a community with limited competition, Proc. Amer. Math. Soc., 125 (1997), pp. 1381-1389.

# ANALYTIC REGULARITY FOR A SINGULARLY PERTURBED PROBLEM* 

J. M. MELENK ${ }^{\dagger}$ AND C. SCHWAB ${ }^{\dagger}$


#### Abstract

A singularly perturbed equation of elliptic-elliptic type in two dimensions is considered. We assume analyticity of the input data, i.e., the boundary of the domain is an analytic curve, the boundary data are analytic, and the right-hand side is analytic. We give asymptotic expansions of the solution and new error bounds that are uniform in the perturbation parameter as well as in the expansion order. Additionally, we provide growth estimates for higher derivatives of the solution where the dependence on the perturbation parameter appears explicitly. These error bounds and growth estimates are used in [J. M. Melenk and C. Schwab, SIAM J. Numer. Anal., 35 (1998), pp. 1520-1557] to construct $h p$ versions of the finite element method which feature robust exponential convergence, i.e., the rate of convergence is exponential and independent of the perturbation parameter $\varepsilon$.
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1. Introduction. Numerous partial differential equation models contain large or small parameters. Of interest in solid mechanics are, for example, the plate and shell equations at small thickness and nearly incompressible solids. The presence of small parameters often implies that the problem is singularly perturbed, and much attention has been devoted in the past decades to the asymptotic analysis of the solution; we mention here only [2, 3]. Typically, the solutions admit decompositions into a smooth part and so-called boundary layers. While the asymptotic structure of the solution is usually known (see, e.g., $[4,5,6,7]$ ), the asymptotic expansions are often too complex for practical computations, and one has to resort to finite element solutions of the boundary value problem (BVP) of interest. Here the singular perturbation character of the problem and the boundary layer components of the solution cause approximability problems which often manifest themselves as loss of robustness, i.e., the performance of the numerical method depends strongly on the perturbation parameter. Given stability of a numerical method for a BVP, the key to its convergence is the regularity of the solution, particularly bounds on higher derivatives. In spectral and $h p$ finite element methods ( $h p$ FEMs) that aim at exponential rates of convergence, analytic regularity results, i.e., results concerning the growth of the derivatives of the solution, are crucial. It is the purpose of the present paper to provide such analytic regularity results for the following, singularly perturbed elliptic-elliptic model problem:

$$
\begin{align*}
L_{\varepsilon} u_{\varepsilon} \equiv-\varepsilon^{2} \Delta u_{\varepsilon}+u_{\varepsilon}=f & \text { in } \Omega \subset \mathbb{R}^{2}, \\
u_{\varepsilon}=g & \text { on } \partial \Omega \tag{1.1}
\end{align*}
$$

where $\partial \Omega$ is a closed, nonselfintersecting, analytic curve, $f$ is analytic on a neighborhood of $\bar{\Omega}, g$ is analytic on $\partial \Omega$, and $\varepsilon \in(0,1]$ is a small parameter.

[^17]As usual, we denote by $L^{2}(\Omega)$ the square integrable functions on $\Omega$ and by $H^{1}(\Omega)$ those functions of $L^{2}(\Omega)$ whose (distributional) derivative is also in $L^{2}(\Omega)$. The trace operator maps $H^{1}(\Omega)$ onto the space $H^{1 / 2}(\partial \Omega)$ by restricting the elements of $H^{1}(\Omega)$ to the boundary $\partial \Omega . H_{0}^{1}(\Omega)$ denotes the kernel of the trace operator; that is, it is given by those functions in $H^{1}(\Omega)$ whose trace on $\partial \Omega$ is zero.

The weak formulation of (1.1) is to find $u_{\varepsilon} \in H^{1}(\Omega)$ such that $\left.u_{\varepsilon}\right|_{\partial \Omega}=g$ and

$$
\begin{equation*}
B_{\varepsilon}\left(u_{\varepsilon}, v\right):=\varepsilon^{2} \int_{\Omega} \nabla u_{\varepsilon} \cdot \nabla v d x d y+\int_{\Omega} u_{\varepsilon} v d x d y=F(v):=\int_{\Omega} f v d x d y \tag{1.2}
\end{equation*}
$$

holds for all $v \in H_{0}^{1}(\Omega)$. Associated with this problem is the notion of an energy

$$
\|u\|_{\varepsilon, \Omega}^{2}:=B_{\varepsilon}(u, u)=\varepsilon^{2}\|\nabla u\|_{L^{2}(\Omega)}^{2}+\|u\|_{L^{2}(\Omega)}^{2}
$$

and an energy norm, being the square root of the energy. We have the a priori estimate

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{\varepsilon, \Omega} \leq\|f\|_{L^{2}(\Omega)}+C\|g\|_{H^{1 / 2}(\partial \Omega)} \tag{1.3}
\end{equation*}
$$

for some $C>0$ independent of $\varepsilon$.
As the input data $f, g$, and $\partial \Omega$ of (1.1) are analytic, standard elliptic regularity theory $[8,9]$ implies that the exact solution $u_{\varepsilon}$ is analytic on a neighborhood of $\bar{\Omega}$, i.e., it satisfies estimates of the form

$$
\left\|D^{\alpha} u_{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq|\alpha|!C_{\varepsilon} K_{\varepsilon}^{|\alpha|} \quad \forall \alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}
$$

where $\mathbb{N}, \mathbb{N}_{0}$ denote the set of positive and nonnegative integers, respectively. However, the constants $C_{\varepsilon}$ and $K_{\varepsilon}$ depend on $\varepsilon$ in an unspecified way and our aim here is to control explicitly the dependence of the derivatives of $u_{\varepsilon}$ on the perturbation parameter $\varepsilon$. By carefully tracking the $\varepsilon$-dependence of the constants in the standard results, we obtain in section 3 (Theorem 3.1) the following estimate:

$$
\begin{equation*}
\left\|D^{\alpha} u_{\varepsilon}\right\|_{L^{2}(\Omega)} \leq C K^{|\alpha|} \max \left(|\alpha|, \varepsilon^{-1}\right)^{|\alpha|} \quad \forall \alpha \in \mathbb{N}_{0}^{2} \tag{1.4}
\end{equation*}
$$

with $C, K>0$ independent of $\varepsilon$. Note that for $|\alpha| \geq \varepsilon^{-1}$ this yields an estimate independent of $\varepsilon$. This estimate is also sufficient to prove that polynomials of degree $p$ can approximate the solution $u_{\varepsilon}$ at a robust exponential rate provided that the polynomial degree $p$ is at least $O\left(\varepsilon^{-1}\right)$.

For derivatives of order $|\alpha|<\varepsilon^{-1}$, the estimates (1.4) are too pessimistic in that they do not capture accurately the boundary layer behavior of the solution. Typically, the solutions of (1.1) exhibit boundary layers for small $\varepsilon$; that is, the behavior of the solution normal to the boundary differs substantially from the behavior in the tangential direction. Classically, this anisotropic behavior of boundary layers can be described with asymptotic expansions. In section 2, we therefore provide analytic regularity results for the terms of the asymptotic expansion and estimates on the remainder (Theorem 2.2). The new feature of our results over the classical assertions for asymptotic expansions is that in all our estimates, the dependence on $\varepsilon$ and the expansion order $M$ is made explicit. This precise control over the asymptotic expansions is an essential ingredient in the design and convergence analysis of an $h p$ FEM for (1.1) that converges at a robust exponential rate [1].

Remark 1.1. One of the difficulties in the analysis of singularly perturbed problems is the variety of phenomena that can arise already in the linear case: boundary layers, internal layers, corner layers, multiple length scales, etc. We analyze the model problem (1.1) with strong assumptions on the data $f, g, \partial \Omega$ in order to be able to concentrate on one of these phenomena, namely boundary layers.
2. Analysis of the asymptotic expansion. In this section we analyze the classical asymptotic expansions for the solution of (1.1). The asymptotic expansions (defined more precisely in section 2.2) allow us to decompose the solution $u_{\varepsilon}$ as

$$
\begin{equation*}
u_{\varepsilon}=w_{M}+\chi u_{M}^{B L}+r_{M} \tag{2.1}
\end{equation*}
$$

where $M \in \mathbb{N}_{0}$ indicates the expansion order, $w_{M}$ is the truncated outer expansion, $u_{M}^{B L}$ is the truncated inner expansion, $\chi$ is a cutoff function supported by a neighborhood of $\partial \Omega$, and $r_{M}$ is a remainder. Our results concerning $w_{M}, u_{M}^{B L}$, and $r_{M}$ are collected in section 2.3 , Theorem 2.2: We give analytic regularity results for $w_{M}$ and $u_{M}^{B L}$ that are uniform in $\varepsilon$ and $M$, and we show that $u_{M}^{B L}$ (together with all its derivatives) decays exponentially normal to $\partial \Omega$. Furthermore, we give new error bounds for the remainder $r_{M}$ which are explicit in $\varepsilon$ and the expansion order $M$.
2.1. Notation. We introduce boundary fitted coordinates to define the asymptotic expansions of the exact solution. Let $(X(\theta), Y(\theta)), \theta \in[0, L)$, be an analytic, $L$-periodic parametrization of the boundary $\partial \Omega$ by arc length such that the normal vector $\left(-Y^{\prime}(\theta), X^{\prime}(\theta)\right)$ always points into the domain $\Omega$. Introduce the notation $\kappa(\theta)$ for the curvature of the boundary curve and denote by $\mathbb{T}_{L}$ the one-dimensional torus of length $L$, i.e., $\mathbb{R} / L \mathbb{Z}$, endowed with the usual topology. The functions $X, Y$, and hence also $\kappa$ are analytic on $\mathbb{T}_{L}$ by the analyticity of $\partial \Omega$. For the remainder of this section, let $\rho_{0}>0$ be fixed such that

$$
\begin{equation*}
0<\rho_{0}<\frac{1}{\|\kappa\|_{L^{\infty}\left(\mathbb{T}_{L}\right)}} \tag{2.2}
\end{equation*}
$$

Then the mapping

$$
\begin{align*}
\psi:\left[0, \rho_{0}\right] \times \mathbb{T}_{L} & \rightarrow \bar{\Omega}, \\
(\rho, \theta) & \mapsto\left(X(\theta)-\rho Y^{\prime}(\theta), Y(\theta)+\rho X^{\prime}(\theta)\right) \tag{2.3}
\end{align*}
$$

is real analytic on (a neighborhood of) $\left[0, \rho_{0}\right] \times \mathbb{T}_{L}$. The function $\psi$ maps the rectangle $\left(0, \rho_{0}\right) \times \mathbb{T}_{L}$ onto a half-tubular neighborhood $\Omega_{0}$ of $\partial \Omega$. Furthermore, by the choice of $\rho_{0}$, the inverse $\psi^{-1}: \bar{\Omega}_{0} \rightarrow\left[0, \rho_{0}\right] \times \mathbb{T}_{L}$ exists and is also real analytic on (a neighborhood of) the closed set $\bar{\Omega}_{0}$. For technical reasons we will be able to define the boundary layer expansion (the inner expansion) only in a neighborhood of the boundary $\partial \Omega$. Therefore, we introduce a cutoff function $\chi$ supported by a neighborhood of $\partial \Omega$. For ease of notation, let us define $\chi$ in the neighborhood of $\partial \Omega$ in boundary fitted coordinates $(\rho, \theta)$. Fix

$$
\begin{equation*}
0<\rho_{1}<\rho_{0} \tag{2.4}
\end{equation*}
$$

and let $\chi$ be a smooth cutoff function, defined on $[0, \infty) \times \mathbb{T}_{L}$, satisfying

$$
\chi=\left\{\begin{array}{l}
1 \text { for } 0 \leq \rho \leq \rho_{1}  \tag{2.5}\\
0 \text { for } \rho \geq\left(\rho_{1}+\rho_{0}\right) / 2
\end{array}\right.
$$

Finally, as the right-hand side $f$ of (1.1) is assumed to be analytic on (a neighborhood of) $\bar{\Omega}$, there is a complex neighborhood $\tilde{\Omega} \subset \mathbb{C} \times \mathbb{C}$ of $\bar{\Omega}$ and a holomorphic extension of $f$ (for convenience again denoted by $f$ ) to $\tilde{\Omega}$. From Cauchy's integral theorem for derivatives, we therefore have, after passing to a compact subset of $\tilde{\Omega}$ which is again denoted $\tilde{\Omega}$, the existence of constants $C_{f}, \gamma \geq 0$ such that

$$
\begin{equation*}
\left\|\Delta^{(i)} f\right\|_{L^{\infty}(\tilde{\Omega})} \leq C_{f}(2 i)!\gamma^{2 i} \quad \forall i \in \mathbb{N}_{0} \tag{2.6}
\end{equation*}
$$

where $\Delta^{(i)}$ denotes the iterated Laplace operator, i.e., $\Delta^{(0)}=\mathrm{Id}, \Delta^{(1)}=\Delta, \Delta^{(2)}=$ $\Delta \Delta$, etc.
2.2. Inner and outer expansion. For every $M \in \mathbb{N}_{0}$ the outer expansion of order $2 M$ is defined by

$$
\begin{equation*}
w_{M}:=\sum_{i=0}^{M} \varepsilon^{2 i} \Delta^{(i)} f \tag{2.7}
\end{equation*}
$$

The function $u_{\varepsilon}-w_{M}$ then satisfies

$$
\begin{equation*}
L_{\varepsilon}\left(u_{\varepsilon}-w_{M}\right)=f-L_{\varepsilon} w_{M}=\varepsilon^{2 M+2} \Delta^{(M+1)} f \tag{2.8}
\end{equation*}
$$

So, asymptotically as $\varepsilon$ tends to zero, the functions $w_{M}$ satisfy the differential equation in $\Omega$. However, the functions $w_{M}$ do not satisfy the given boundary conditions $g$. We therefore introduce a boundary layer correction $u^{B L}$ of $w_{M}$, which will lead to the inner expansion. The correction $u^{B L}$ is defined as the solution of

$$
\begin{align*}
L_{\varepsilon} u^{B L} & =0 & & \text { in } \Omega \\
u^{B L} & =g-\sum_{i=0}^{M} \varepsilon^{2 i}\left[\Delta^{(i)} f\right]_{\partial \Omega} & & \text { on } \partial \Omega \tag{2.9}
\end{align*}
$$

The inner expansion is an asymptotic expansion for this correction function $u^{B L}$. In order to define this expansion, we need to rewrite the differential operator $L_{\varepsilon}$ in the boundary fitted coordinates $(\rho, \theta)$. With the curvature $\kappa(\theta)$ of $\partial \Omega$ and the function

$$
\begin{equation*}
\sigma(\rho, \theta)=\frac{1}{1-\kappa(\theta) \rho}, \tag{2.10}
\end{equation*}
$$

we have (see, for example, [4])

$$
\Delta u(\rho, \theta)=\partial_{\rho}^{2} u-\kappa(\theta) \sigma(\rho, \theta) \partial_{\rho} u+\sigma^{2}(\rho, \theta) \partial_{\theta}^{2} u+\rho \kappa^{\prime}(\theta) \sigma^{3}(\rho, \theta) \partial_{\theta} u
$$

Introducing now the stretched variable notation $\widehat{\rho}=\rho / \varepsilon$, we have

$$
L_{\varepsilon}=-\partial_{\hat{\rho}}^{2}+\operatorname{Id}+\varepsilon \kappa(\theta) \sigma(\varepsilon \widehat{\rho}, \theta) \partial_{\widehat{\rho}}-\varepsilon^{2} \sigma^{2}(\varepsilon \widehat{\rho}, \theta) \partial_{\theta}^{2}-\varepsilon^{3} \widehat{\rho} \kappa^{\prime}(\theta) \sigma^{3}(\varepsilon \widehat{\rho}, \theta) \partial_{\theta}
$$

Expanding in power series in $\varepsilon$, we can write the operator $L_{\varepsilon}$ formally as

$$
\begin{equation*}
L_{\varepsilon}=\sum_{i=0}^{\infty} \varepsilon^{i} L_{i} \tag{2.11}
\end{equation*}
$$

where the operators $L_{i}$ have the form

$$
\begin{equation*}
L_{0}=-\partial_{\widehat{\rho}}^{2}+\mathrm{Id}, \quad L_{i}=-\widehat{\rho}^{i-1} a_{1}^{i-1} \partial_{\widehat{\rho}}-\widehat{\rho}^{i-2} a_{2}^{i-2} \partial_{\theta}^{2}-\widehat{\rho}^{i-2} a_{3}^{i-3} \partial_{\theta}, \quad i \geq 1 \tag{2.12}
\end{equation*}
$$

and the coefficients $a_{j}^{i}$ are given by

$$
\begin{equation*}
a_{1}^{i}=-[\kappa(\theta)]^{i+1}, a_{2}^{i}=(i+1)[\kappa(\theta)]^{i}, a_{3}^{i}=\frac{(i+1)(i+2)}{2}[\kappa(\theta)]^{i} \kappa^{\prime}(\theta), i \in \mathbb{N}_{0}, \tag{2.13}
\end{equation*}
$$

We note that (2.11) in fact converges for $|\varepsilon \widehat{\rho} \kappa(\theta)|<1$; this observation will be essential in our error estimates for the remainder in section 2.4.4.

Now, in order to define the inner expansion, we make the formal ansatz $u^{B L}=$ $\sum_{i=0}^{\infty} \varepsilon^{i} \widehat{U}_{i}(\widehat{\rho}, \theta)$, where the functions $\widehat{U}_{i}$ are to be determined. Setting $L_{\varepsilon} u^{B L}=0$ in (2.11) yields

$$
\sum_{i=0}^{\infty} \varepsilon^{i} \sum_{j=0}^{i} L_{j} \widehat{U}_{i-j}=0
$$

Hence, upon setting the coefficients of this formal power series in $\varepsilon$ to zero, we obtain a recurrence relation for the sought functions $\widehat{U}_{i}$ :
(2.15) $-\partial_{\hat{\rho}}^{2} \widehat{U}_{i}+\widehat{U}_{i}=\widehat{F}_{i}=\widehat{F}_{i}^{1}+\widehat{F}_{i}^{2}+\widehat{F}_{i}^{3}, \quad i=0,1, \ldots$,
(2.16) $\widehat{F}_{i}^{1}=\sum_{j=0}^{i-1} \widehat{\rho}^{j} a_{1}^{j} \partial_{\hat{\rho}} \widehat{U}_{i-1-j}, \widehat{F}_{i}^{2}=\sum_{j=0}^{i-2} \widehat{\rho}^{j} a_{2}^{j} \partial_{\theta}^{2} \widehat{U}_{i-2-j}, \widehat{F}_{i}^{3}=\sum_{j=0}^{i-3} \widehat{\rho}^{j+1} a_{3}^{j} \partial_{\theta} \widehat{U}_{i-3-j}$,
where we used the tacit convention that empty sums take the value zero. As we expect the boundary layer function $u^{B L}$ to decay away from the boundary $\partial \Omega$ and as we want to satisfy the boundary conditions, we supplement these ODEs for the $\widehat{U}_{i}$ with the boundary conditions

$$
\begin{align*}
& \widehat{U}_{i} \rightarrow 0 \text { as } \widehat{\rho} \rightarrow \infty,  \tag{2.17}\\
& {\left[\widehat{U}_{i}\right]_{\partial \Omega}=G_{i}: \begin{cases}g-[f]_{\partial \Omega} & \text { if } i=0 \\
-\left[\Delta^{(i / 2)} f\right]_{\partial \Omega} & \text { if } i \in \mathbb{N} \text { is even }, \\
0 & \text { if } i \in \mathbb{N} \text { is odd. }\end{cases} } \tag{2.18}
\end{align*}
$$

The inner expansion of order $2 M+1$ is defined as the function

$$
\begin{equation*}
u_{M}^{B L}(\rho, \theta):=\sum_{i=0}^{2 M+1} \varepsilon^{i} \widehat{U}_{i}(\widehat{\rho}, \theta)=\sum_{i=0}^{2 M+1} \varepsilon^{i} \widehat{U}_{i}(\rho / \varepsilon, \theta), \tag{2.19}
\end{equation*}
$$

and it satisfies the desired boundary conditions

$$
\left[u_{M}^{B L}\right]_{\partial \Omega}=g-\sum_{i=0}^{M} \varepsilon^{2 i}\left[\Delta^{(i)} f\right]_{\partial \Omega}
$$

Remark 2.1. We defined $u_{M}^{B L}$ as the inner expansion of order $2 M+1$ so that the first neglected term of the formal asymptotic expansion $\sum_{i=0}^{\infty} \varepsilon^{i} \widehat{U}_{i}$ is of order $\varepsilon^{2 M+2}$. This is precisely the same power of $\varepsilon$ as the first neglected term of the outer expansion $\sum_{i=0}^{\infty} \varepsilon^{2 i} \Delta^{(i)} f$ truncated after the $\varepsilon^{2 M}$ term.

Finally, the remainder $r_{M}$ is defined such that (2.1) holds. We should note, however, that the boundary layer function $u_{M}^{B L}$ and the cutoff function $\chi$ are defined in boundary fitted coordinates, whereas $w_{M}$ is defined in the usual $x, y$ coordinates so that, strictly speaking, the term $\chi u_{M}^{B L}$ has to be understood as $\left(\chi u_{M}^{B L}\right) \circ \psi$ on the halftubular neighborhood $\Omega_{0}$ where $\psi$ is the boundary fitted coordinate transformation defined in (2.3) and $\chi u_{M}^{B L}$ is understood to vanish outside $\Omega_{0}$.
2.3. Analytic regularity results for the asymptotic expansion. For every $M \in \mathbb{N}_{0}$ and cutoff function $\chi$ as in section 2.1 we can decompose the solution $u_{\varepsilon}$ of (1.1) as in (2.1) where the outer expansion $w_{M}$, the inner expansion $u_{M}^{B L}$, and the remainder $r_{M}$ are defined in the preceding section. The following theorem contains
bounds for $w_{M}, u_{M}^{B L}$, and $r_{M}$ which are explicit in $\varepsilon$ and $M$; the proof of this theorem is relegated to section 2.4.

Theorem 2.2. Let $f, g, \partial \Omega$ be analytic and let $\rho_{0}, \chi$ satisfy (2.2), (2.5). Let $w_{M}, u_{M}^{B L}, r_{M}$ be defined by (2.7), (2.19), (2.1). Then there are constants $C, K_{1}$, and $K_{2}>0$ depending only on $f, g, \partial \Omega$, and $\rho_{0}, \chi$ such that
(i) For every $M \in \mathbb{N}_{0}$ the outer expansion $w_{M}$ is analytic on $\Omega$ and there holds

$$
\left\|D^{\alpha} w_{M}\right\|_{L^{\infty}(\Omega)} \leq C K_{1}^{|\alpha|}|\alpha|!\left(1+\left(\varepsilon 2 M K_{2}\right)^{2 M}\right) \quad \forall \alpha \in \mathbb{N}_{0}^{2}
$$

(ii) For every $M \in \mathbb{N}_{0}$ the inner expansion $u_{M}^{B L}$ is analytic on $\left(0, \rho_{0}\right) \times \mathbb{T}_{L}$. For every $\alpha \in[0,1)$ and all $p, m \in \mathbb{N}_{0},(\rho, \theta) \in\left(0, \rho_{0}\right) \times \mathbb{T}_{L}$ there holds

$$
\left|\partial_{\rho}^{p} \partial_{\theta}^{m} u_{M}^{B L}(\rho, \theta)\right| \leq C\left(1+\left(\frac{\varepsilon(2 M+1) K_{2}}{1-\alpha}\right)^{2 M+1}\right) m!K_{1}^{m+p} \varepsilon^{-p} e^{-\alpha \rho / \varepsilon}
$$

(iii) For every $M \in \mathbb{N}_{0}$ the remainder satisfies $r_{M}=0$ on $\partial \Omega$ and

$$
\left\|r_{M}\right\|_{\varepsilon, \Omega} \leq C\left(\varepsilon K_{2}(2 M+2)\right)^{2 M+2}
$$

Remark 2.3. We notice that the crucial quantity in all three theorems is the product $\varepsilon(2 M+2)$ : If $\varepsilon(2 M+2) \leq q<K_{2}^{-1}$ then the remainder $r_{M}$ is indeed small and we obtain bounds on the growth of the derivatives of $w_{M}$ and $u_{M}^{B L}$ which are independent of $\varepsilon$ and $M$. In the complementary case, i.e., when $\varepsilon(2 M+2)$ is not small, the asymptotic expansions lose their meaning.

We conclude this section with a few remarks concerning estimates on $r_{M}$.
Remark 2.4. Inspection of the proof of Theorem 2.2 (iii) below shows that in fact the following, slightly stronger results can be obtained:

1. There are $C, K>0$ independent of $\varepsilon$ and $M$ such that

$$
\left\|r_{M}\right\|_{\varepsilon, \Omega} \leq C\left\{\varepsilon^{2 M+2}\left\|\Delta^{(M+1)} f\right\|_{L^{\infty}(\Omega)}+\varepsilon^{1 / 2}(K \varepsilon(2 M+2))^{2 M+2}\right\}
$$

Hence, if the right-hand side $f$ satisfies $\Delta^{(M+1)} f=0$, e.g., if $f$ is a polynomial of degree $2 M+1$, then the $\varepsilon$-dependence of the estimate is actually improved by a factor $\varepsilon^{1 / 2}$.
2. In the proof of Theorem 2.2 (iii), with the exception of $\Delta^{(M+1)} f$, all the terms could be bounded in exponentially weighted spaces. This means that if $\Delta^{(M+1)} f=0$, then we have estimates of the form

$$
\left\|e^{\beta d(x) / \varepsilon} L_{\varepsilon} r_{M}\right\|_{L^{2}(\Omega)} \leq C(\Omega, \beta) \varepsilon^{1 / 2}(K \varepsilon(2 M+2))^{2 M+2}
$$

where $d(x)=\operatorname{dist}(x, \partial \Omega)$ and $\beta>0$ appropriately. From this, one could infer estimates on $r_{M}$ in exponentially weighted energy norms.
3. As $\left\|L_{\varepsilon} r_{M}\right\|_{L^{\infty}(\Omega)} \leq C(K \varepsilon(2 M+2))^{2 M+2}$ and $r_{M}=0$ on $\partial \Omega$, the classical maximum principle gives us the pointwise bound

$$
\left\|r_{M}\right\|_{L^{\infty}(\Omega)} \leq C(K \varepsilon(2 M+2))^{2 M+2}
$$

As the boundary $\partial \Omega$ is smooth, we can actually use the shift theorem for $-\Delta$ in order to control higher derivatives of $r_{M}$.

Corollary 2.5. Assume the same hypotheses as in Theorem 2.2. Then for each $k \in \mathbb{N}_{0}$ there are constants $C_{k}, K>0$ depending only on $k, f, g, \partial \Omega$, $\chi$ such that

$$
\left\|r_{M}\right\|_{H^{k}(\Omega)} \leq C_{k} \varepsilon^{-k}(\varepsilon K(2 M+2))^{2 M+2}, \quad k \in \mathbb{N}_{0}
$$

Proof. The proof is an application of the classical shift theorem and an induction argument on $k$. We note that the corollary holds true for $k=0$ and $k=1$ by Theorem 2.2 (iii). Furthermore, $r_{M}$ solves

$$
\begin{equation*}
-\Delta r_{M}=\varepsilon^{-2} L_{\varepsilon} r_{M}-\varepsilon^{-2} r_{M} \quad \text { in } \Omega, \quad r_{M}=0 \quad \text { on } \partial \Omega . \tag{2.20}
\end{equation*}
$$

If we proceed as in the proof of Theorem 2.2 (iii) below but use the bounds on higher derivatives in Lemma 2.13 we can estimate

$$
\left\|L_{\varepsilon} u_{M}^{B L}\right\|_{H^{k-2}(\Omega)} \leq C_{k} \varepsilon^{2-k}(\varepsilon K(2 M+2))^{2 M+2}, \quad k \geq 2
$$

Hence the shift theorem allows us to conclude

$$
\left\|r_{M}\right\|_{H^{k}(\Omega)} \leq C_{k}\left(\varepsilon^{-k}(\varepsilon K(2 M+2))^{2 M+2}+\varepsilon^{-2}\left\|r_{M}\right\|_{H^{k-2}(\Omega)}\right)
$$

for $k \geq 2$. The obvious induction argument concludes the proof.

### 2.4. Proof of Theorem 2.2.

2.4.1. Preliminaries. For $z \in \mathbb{C}$ and $\delta>0$ we will denote by $B_{\delta}(z)$ the (open) disc in the complex plane of radius $\delta$ around $z ; \partial B_{\delta}(z)$ denotes the positively oriented circle of radius $\delta$ with center $z$.

As the functions $\kappa, G_{i}$, and $a_{l}^{i}$ are analytic on $\mathbb{T}_{L}$ these functions have holomorphic extensions to some complex neighborhood $S(\Theta)$ of the real line where

$$
\begin{equation*}
S(\Theta):=\{\theta \in \mathbb{C}| | \operatorname{Im} \theta \mid<\Theta\}, \quad \Theta>0 \tag{2.21}
\end{equation*}
$$

For future reference, let us note the following.
Lemma 2.6. Let $f, g, \partial \Omega$ be analytic. Then there are $\Theta>0$ and $C_{G}, C_{A}, \gamma_{G}$, $A>0$ with $A \rho_{0}<1$ such that $\forall \theta \in S(\Theta)$ and $\forall i \in \mathbb{N}_{0}$

$$
\left|G_{i}(\theta)\right| \leq C_{G} i^{i} \gamma_{G}^{i}, \quad|\kappa(\theta)| \leq A, \quad\left|a_{1}^{i}(\theta)\right|+\left|a_{2}^{i}(\theta)\right|+\left|a_{3}^{i}(\theta)\right| \leq C_{A} A^{i} .
$$

Proof. By (2.2) we may choose an $A$ such that $\|\kappa\|_{L^{\infty}\left(\mathbb{T}_{L}\right)}<A<1 / \rho_{0}$. The bounds on $G_{i}$ follow immediately from (2.6) and (2.18) for $\Theta$ sufficiently small. As $\rho_{0}\|\kappa\|_{L^{\infty}\left(\mathbb{T}_{L}\right)}<1$ the bound on $\kappa$ follows from a continuity argument if $\Theta$ is sufficiently small. From this bound on $\kappa$, the bounds on the coefficients $a_{l}^{i}$ can be obtained in view of (2.13) if $\Theta$ is taken sufficiently small and $A$ is slightly enlarged.

The following two lemmas can be proven by elementary considerations.
Lemma 2.7. $\forall q \geq 0$ and $\forall M \in \mathbb{N}_{0}$ there holds

$$
\sum_{i=0}^{M} q^{i} \leq 2\left(1+(4 q)^{M}\right) .
$$

Lemma 2.8. Let $\alpha \in[0,1), a \geq 0, M \geq 0$. Then

$$
\sup _{r \geq 0}\left|(M+a+r)^{M} e^{-(1-\alpha) r}\right| \leq M^{M}(1-\alpha)^{-M} e^{(1-\alpha) a} .
$$

2.4.2. Proof of Theorem 2.2 (i). In view of (2.6) the function $w_{M}$ can be extended to a holomorphic function on a neighborhood $\Omega \subset \mathbb{C} \times \mathbb{C}$ of $\Omega$ which is independent of $\varepsilon$ and $M$. Cauchy's theorem for derivatives allows us to infer the existence of $C, K>0$ such that for each $(x, y) \in \Omega$ and all $\alpha \in \mathbb{N}_{0}^{2}$ there holds

$$
\left|D^{\alpha} w_{M}(x, y)\right| \leq C K^{|\alpha|}|\alpha|!\sum_{i=0}^{M} \varepsilon^{2 i}\left\|\Delta^{(i)} f\right\|_{L^{\infty}(\tilde{\Omega})} \leq C K^{|\alpha|}|\alpha|!\sum_{i=0}^{M} \gamma^{2 i}(2 i \varepsilon)^{2 i}
$$

Estimating $\gamma(2 i \varepsilon) \leq \gamma(2 M \varepsilon)$ we can easily obtain the desired result with the aid of Lemma 2.7.
2.4.3. Proof of Theorem 2.2 (ii). The proof of Theorem 2.2 (ii) is based on getting sharp bounds on the functions $\widehat{U}_{i}$ defined in (2.15)-(2.18). As the functions $\widehat{U}_{i}$ are solutions of ODEs whose right-hand sides depend on derivatives of the $\widehat{U}_{j}$, $0 \leq j<i$, the following two lemmas will be necessary.

Lemma 2.9. Let $f$ be an entire function satisfying for some $C_{f}>0, j \in \mathbb{N}_{0}$

$$
|f(z)| \leq C_{f} e^{-\operatorname{Re} z}(2+j+|z|)^{j} \quad \forall z \in \mathbb{C}
$$

Let $g \in \mathbb{C}$ and let $u:(0, \infty) \rightarrow \mathbb{C}$ be the solution of

$$
-u^{\prime \prime}+u=f \quad \text { on }(0, \infty), \quad u(0)=g, \quad \lim _{x \rightarrow \infty} u(x)=0
$$

Then $u$ can be extended to an entire function (again denoted $u$ ) which satisfies

$$
|u(z)| \leq\left[C_{f}(2+j+|z|)^{j+1}(j+1)^{-1}+|g|\right] e^{-\operatorname{Re} z} \quad \forall z \in \mathbb{C}
$$

Proof. For $z \in(0, \infty)$, the use of a Green's function gives the following representation of the solution $u(z)$ :

$$
u(z)=\frac{1}{2}\left(e^{-z} \int_{0}^{z} e^{y} f(y) d y+e^{z} \int_{z}^{\infty} e^{-y} f(y) d y-e^{-z} \int_{0}^{\infty} e^{-y} f(y) d y\right)+g e^{-z}
$$

Analytic continuation then removes the restriction to $(0, \infty)$. In order to get the desired bound, we estimate each of these four terms separately. For the first integral, we use as the path of integration the straight line connecting 0 and $z$ to get

$$
\begin{aligned}
\left|e^{-z} \int_{0}^{z} e^{y} f(y) d y\right| & \leq e^{-\operatorname{Re} z} \int_{0}^{1} C_{f}(2+j+t|z|)^{j}|z| e^{-\operatorname{Ret} z} e^{\operatorname{Re} t z} d t \\
& \leq C_{f} e^{-\operatorname{Re} z} \frac{1}{j+1}\left((2+j+|z|)^{j+1}-(2+j)^{j+1}\right)
\end{aligned}
$$

For the second term, we calculate

$$
\begin{aligned}
\left|e^{z} \int_{z}^{\infty} e^{-y} f(y) d y\right| & =\left|\int_{0}^{\infty} e^{-y} f(z+y) d y\right| \leq e^{-\operatorname{Re} z} C_{f} \int_{0}^{\infty} e^{-2 y}(2+j+|z|+y)^{j} d y \\
& =C_{f} e^{-\operatorname{Re} z} 2^{-(j+1)} e^{2(2+j+|z|)} \Gamma(j+1,2(2+j+|z|))
\end{aligned}
$$

where $\Gamma(\cdot, \cdot)$ denotes the incomplete Gamma function and we used Eq. 8.353.5 of [10] in the last step. Employing the estimate

$$
|\Gamma(\alpha, \xi)| \leq \frac{\left|e^{-\xi} \xi^{\alpha}\right|}{|\xi|-\alpha_{0}}, \quad \alpha_{0}=\max \{\alpha-1,0\}, \quad \operatorname{Re} \xi \geq 0, \quad|\xi|>\alpha_{0}
$$

(see, e.g., Chap. 4, Sec. 10 of [11]) we finally arrive at

$$
\left|e^{z} \int_{z}^{\infty} e^{-y} f(y) d y\right| \leq C_{f} e^{-\operatorname{Re} z} \frac{(2+j+|z|)^{j+1}}{4+j+2|z|} \leq C_{f} e^{-\operatorname{Re} z} \frac{(2+j+|z|)^{j+1}}{1+j} .
$$

For the third term, we observe that the integral $\int_{0}^{\infty} f(y) e^{-y} d y$ is precisely the second term with $z=0$. We conclude therefore that for the third term

$$
\left|e^{-z} \int_{0}^{\infty} f(y) e^{-y} d y\right| \leq C_{f} e^{-\operatorname{Re} z} \frac{(2+j)^{j+1}}{1+j} .
$$

Combining these three estimates with the obvious one for the fourth term, we arrive at the desired bound.

Lemma 2.10. Let $U$ be holomorphic on $\mathbb{C} \times S(\Theta)$ for some $\Theta>0$ and assume that there are $C_{U}>0, i \in \mathbb{N}_{0}$ such that for all $\delta \in(0, \Theta)$

$$
\forall(z, \theta) \in \mathbb{C} \times S(\Theta-\delta) \quad|U(z, \theta)| \leq C_{U}(1+i+|z|)^{i} e^{-\operatorname{Re} z} \delta^{-i}
$$

Then $\forall \delta \in(0, \Theta)$ and $\forall(z, \theta) \in \mathbb{C} \times S(\Theta-\delta)$

$$
\begin{aligned}
& \left|\partial_{z} U(z, \theta)\right| \leq e C_{U}(2+i+|z|)^{i} e^{-\operatorname{Re} z} \delta^{-i}, \\
& \left|\partial_{\theta} U(z, \theta)\right| \leq e(i+1) C_{U}(1+i+|z|)^{i} e^{-\operatorname{Re} z} \delta^{-(i+1)}, \\
& \left|\partial_{\theta}^{2} U(z, \theta)\right| \leq 2 e(i+1)(i+2) C_{U}(1+i+|z|)^{i} e^{-\operatorname{Re} z} \delta^{-(i+2)} .
\end{aligned}
$$

Proof. For the first estimate, we use Cauchy's integral theorem for derivatives:

$$
\left|\partial_{z} U(z, \theta)\right|=\left|\frac{1}{2 \pi i} \int_{|t|=1} \frac{U(z+t, \theta)}{t^{2}} d t\right| \leq C_{U}(1+i+|z|+1)^{i} e^{-\mathrm{Re} z+1} \delta^{-i} .
$$

For the second and third estimate, we again use Cauchy's integral theorem for derivatives but with the path of integration chosen as $\partial B_{\kappa \delta}(\theta)$ where $\kappa \in(0,1)$ is to be chosen below. For the second estimate, we arrive at

$$
\begin{aligned}
\left|\partial_{\theta} U(z, \theta)\right| & =\left|\frac{1}{2 \pi i} \int_{|t|=\kappa \delta} \frac{U(z, \theta+t)}{t^{2}} d t\right| \leq C_{U} \frac{1}{(\kappa \delta)((1-\kappa) \delta)^{i}}(1+i+|z|)^{i} e^{-\mathrm{Re} z} \\
& \leq C_{U} \frac{1}{\kappa(1-\kappa)^{i}} \delta^{-(i+1)}(1+i+|z|)^{i} e^{-\mathrm{Re} z} .
\end{aligned}
$$

Choosing $\kappa=1 /(i+2)$ and observing that with this choice $e^{-1}(i+1)^{-1} \leq \kappa(1-\kappa)^{i}$ holds for all $i \in \mathbb{N}_{0}$ we obtain the desired second bound. Finally, the third estimate is proved completely analogously.

These two lemmas put us in a position to obtain results about the functions $\widehat{U}_{\widehat{i}}$ defined by (2.15)-(2.18). As $\widehat{F}_{0}=0$ we have $\widehat{U}_{0}(\widehat{\rho}, \theta)=G_{0}(\theta) e^{-\widehat{\rho}}$. Therefore, $\widehat{F}_{1}(\widehat{\rho}, \theta)=-a_{1}^{0}(\theta) G_{0}(\theta) e^{-\widehat{\rho}}$ and we get $\widehat{U}_{1}(\widehat{\rho}, \theta)=-1 / 2 \widehat{\rho} a_{1}^{0}(\theta) e^{-\widehat{\rho}}+G_{1}(\theta) e^{-\widehat{\rho}}$. It is easy to see that in general the functions $\widehat{U}_{i}$ are of the form $e^{-\rho}$ times a polynomial of degree $i$ in $\widehat{\rho}$ whose coefficients involve the functions $a_{l}^{j}$ and $G_{j}$ and their derivatives. Furthermore, the lowest-order term of the polynomial of degree $i$ is $G_{i}(\theta)$ which by Lemma 2.6 can be estimated by $C_{G} i^{i} \gamma_{G}^{i}$ for $\theta$ in a neighborhood of the real line. This suggests that bounds on $\widehat{U}_{i}$ of the form $\left|\widehat{U}_{i}(\widehat{\rho}, \theta)\right| \leq C K^{i} e^{-\mathbf{R e} \widehat{\rho}}(1+i+|\widehat{\rho}|)^{i}$ can be obtained.

Lemma 2.11. Let $f, g, \partial \Omega$ be analytic. Then there are $C_{U}, K, \Theta>0$ depending only on $f, g, \partial \Omega$ such that the functions $\widehat{U}_{i}$ defined by (2.15)-(2.18) are holomorphic on $\mathbb{C} \times S(\Theta)$ and satisfy $\forall i \in \mathbb{N}_{0}$

$$
\left|\widehat{U}_{i}(\widehat{\rho}, \theta)\right| \leq C_{U} K^{i}(1+i+|\widehat{\rho}|)^{i} e^{-\operatorname{Re} \hat{\rho}} \quad \forall(\widehat{\rho}, \theta) \in \mathbb{C} \times S(\Theta)
$$

Proof. We prove the following result: There are $C_{U}, K, \Theta$ such that for all $i \in \mathbb{N}_{0}$

$$
\begin{equation*}
\forall \delta \in(0, \Theta) \quad \forall(\widehat{\rho}, \theta) \in \mathbb{C} \times S(\Theta-\delta) \quad\left|\widehat{U}_{i}(\widehat{\rho}, \theta)\right| \leq C_{U} K^{i} \delta^{-i}(1+i+|\widehat{\rho}|)^{i} e^{-\operatorname{Re} \widehat{\rho}} \tag{2.22}
\end{equation*}
$$

The claim of the lemma then follows by slightly decreasing $\Theta$ and adjusting the constant $K$. Let us assume that $\Theta, C_{A}, C_{G}, \gamma_{G}, A$ are chosen as in Lemma 2.6. From our preliminary discussion it is clear that we can (after possibly decreasing $\Theta$ slightly) choose $C_{U}, K$ such that (2.22) is satisfied for $i=0,1,2$. Let us furthermore assume that $C_{U}$ and $K$ are chosen so large such that $K>\max \left\{A \Theta, \gamma_{G} \Theta\right\}$ and that $\forall i \in \mathbb{N}_{0}$

$$
\begin{equation*}
\left[K^{-1} \frac{e C_{A} \Theta}{1-A \Theta / K}+K^{-2} \frac{2 e C_{A}}{1-A \Theta / K}+K^{-3} \frac{e C_{A} \Theta^{2}}{1-A \Theta / K}+\frac{C_{G}}{C_{U}}\left(\frac{\gamma_{G} \Theta}{K}\right)^{i}\right] \leq 1 \tag{2.23}
\end{equation*}
$$

In order to proceed by induction on $i$, let $i \geq 3$ and assume that (2.22) holds for all $0 \leq j \leq i-1$. To get the desired bounds on $\widehat{U}_{i}$ by means of Lemma 2.9 we need to control $\widehat{F}_{i}^{1}, \widehat{F}_{i}^{2}, \widehat{F}_{i}^{3}$. Combining Lemma 2.10 and the induction hypothesis (2.22), we get for $(\widehat{\rho}, \theta) \in \mathbb{C} \times S(\Theta-\delta)$

$$
\begin{aligned}
\left|\widehat{F}_{i}^{1}(\widehat{\rho}, \theta)\right| & \leq \sum_{j=0}^{i-1}|\widehat{\rho}|^{j}\left|a_{1}^{j}(\theta)\right|\left|\partial_{\widehat{\rho}} \widehat{U}_{i-1-j}(\widehat{\rho}, \theta)\right| \\
& \leq C_{U} K^{i} \delta^{-i} e^{-\operatorname{Re} \widehat{\rho}} C_{A} K^{-1} \delta e \sum_{j=0}^{i-1}|\widehat{\rho}|^{j} A^{j} K^{-j} \delta^{j}(i-j+1+|\widehat{\rho}|)^{i-1-j} \\
& \leq C_{U} K^{i} \delta^{-i} K^{-1} \frac{e C_{A} \delta}{1-A \delta / K}(i+1+|\widehat{\rho}|)^{i-1} e^{-\operatorname{Re} \widehat{\rho}}
\end{aligned}
$$

Similarly, we obtain for $\left|\widehat{F}_{i}^{2}\right|$ and $\left|\widehat{F}_{i}^{3}\right|$ on $\mathbb{C} \times S(\Theta-\delta)$

$$
\begin{aligned}
& \left|\widehat{F}_{i}^{2}(\widehat{\rho}, \theta)\right| \leq C_{U} K^{i} \delta^{-i} K^{-2} \frac{2 e C_{A}}{1-A \delta / K}(i+|\widehat{\rho}|)^{i-2}(i-1) i e^{-\operatorname{Re} \widehat{\rho}} \\
& \left|\widehat{F}_{i}^{3}(\widehat{\rho}, \theta)\right| \leq C_{U} K^{i} \delta^{-i} K^{-3} \frac{e C_{A} \delta^{2}}{1-A \delta / K}(i+|\widehat{\rho}|)^{i-2}(i-2) e^{-\operatorname{Re} \widehat{\rho}}
\end{aligned}
$$

Hence, applying Lemma 2.9 with $\widehat{F}_{i}^{1}, \widehat{F}_{i}^{2}, \widehat{F}_{i}^{3}$ as right-hand sides $f$ (and initial condition $g=0$ ) and finally with homogeneous right-hand side and initial condition $g=G_{i}(\theta)$, we obtain

$$
\begin{aligned}
\left|\widehat{U}_{i}(\widehat{\rho}, \theta)\right| \leq & C_{U} K^{i} \delta^{-i} e^{-\mathbf{R e} \hat{\rho}}\left[K^{-1} \frac{e C_{A} \delta}{1-A \delta / K} \frac{(i+1+|\widehat{\rho}|)^{i}}{i}\right. \\
& +K^{-2} \frac{2 e C_{A}}{1-A \delta / K}(i+|\widehat{\rho}|)^{i-1} \frac{(i-1) i}{i-1}
\end{aligned}
$$

$$
\begin{aligned}
& \left.+K^{-3} \frac{e C_{A} \delta^{2}}{1-A \delta / K}(i+|\widehat{\rho}|)^{i-1} \frac{(i-2)}{i-1}+\frac{C_{G}}{C_{U}}\left(\frac{\delta \gamma_{G}}{K}\right)^{i}\right] \\
\leq & C_{U} K^{i} \delta^{-i} e^{-\mathbf{R e}^{\rho}}(i+1+|\widehat{\rho}|)^{i} \times \\
& \times\left[K^{-1} \frac{e C_{A} \delta}{1-A \delta / K}+K^{-2} \frac{2 e C_{A}}{1-A \delta / K}+K^{-3} \frac{e C_{A} \delta^{2}}{1-A \delta / K}+\frac{C_{G}}{C_{U}}\left(\frac{\delta \gamma_{G}}{K}\right)^{i}\right] \\
\leq & C_{U} K^{i} \delta^{-i} e^{-\operatorname{Re} \widehat{\rho}}(i+1+|\widehat{\rho}|)^{i}
\end{aligned}
$$

as the bracketed expression is bounded by 1 by the choice of $K$ in (2.23). This concludes the induction argument.

The proof of Theorem 2.2 (ii) is now straightforward.
Proof of Theorem 2.2 (ii). Let $\alpha \in[0,1)$ be given. By Lemma 2.11 the functions $\widehat{U}_{i}$ are holomorphic on $\mathbb{C} \times S(\Theta)$ for some $\Theta>0$. We obtain with Cauchy's integral formula for derivatives for $p, m \in \mathbb{N}_{0}$ and $\rho \geq 0, \theta \in \mathbb{T}_{L}$

$$
\partial_{\rho}^{p} \partial_{\theta}^{m} \widehat{U}_{i}(\rho / \varepsilon, \theta)=-\varepsilon^{-p} \frac{p!m!}{4 \pi^{2}} \int_{|z|=R} \int_{|t|=\Theta / 2} \frac{\widehat{U}_{i}(\rho / \varepsilon+z, \theta+t)}{z^{p+1} t^{m+1}} d z d t
$$

Now choosing $R=p+1$ and using Lemma 2.11 (note that we may choose $\delta=\Theta / 2$ ), we get the existence of constants $C, K>0$ such that

$$
\left|\partial_{\rho}^{p} \partial_{\theta}^{m} \widehat{U}_{i}(\rho / \varepsilon, \theta)\right|=C \varepsilon^{-p} \frac{p!m!}{(p+1)^{p}}(2 / \Theta)^{m} K^{i}(1+i+\rho / \varepsilon+p+1)^{i} e^{-\rho / \varepsilon+(p+1)}
$$

Upon writing $e^{-\rho / \varepsilon}=e^{-(1-\alpha) \rho / \varepsilon} e^{-\alpha \rho / \varepsilon}$ and appealing to Lemma 2.8 (with $a=2+p$ ), we get, together with the estimate $p!\leq C p^{p} e^{-p} \sqrt{2 \pi(p+1)}$ from Stirling's formula,

$$
\begin{equation*}
\left|\partial_{\rho}^{p} \partial_{\theta}^{m} \widehat{U}_{i}(\rho / \varepsilon, \theta)\right|=C \varepsilon^{-p} e^{(1-\alpha) p}(p+1)^{1 / 2} m!(2 / \Theta)^{m} K^{i} i^{i}(1-\alpha)^{-i} e^{-\alpha \rho / \varepsilon} . \tag{2.24}
\end{equation*}
$$

As $u_{M}^{B L}(\rho, \theta)=\sum_{i=0}^{2 M+1} \varepsilon^{i} \widehat{U}_{i}(\rho / \varepsilon, \theta)$ estimating $i^{i} \leq(2 M+1)^{i}$ in (2.24) and summing gives the desired result after appealing to Lemma 2.7.
2.4.4. Proof of Theorem 2.2 (iii). We start with a lemma concerning $L_{\varepsilon} u_{M}^{B L}$.

Lemma 2.12. Let $u_{M}^{B L}$ be defined in (2.19). Then there are $\Theta, C, K>0$ depending only on $f, g$, $\partial \Omega$ such that $L_{\varepsilon} u_{M}^{B L}$ is holomorphic on $B_{\rho_{0}}(0) \times S(\Theta) \subset \mathbb{C} \times \mathbb{C}$ and satisfies
$\left|L_{\varepsilon} u_{M}^{B L}(\rho, \theta)\right| \leq C K^{2 M+2}(\varepsilon(2 M+2)+|\rho|)^{2 M+2} e^{-\boldsymbol{R e} \rho / \varepsilon} \quad \forall(\rho, \theta) \in B_{\rho_{0}}(0) \times S(\Theta)$.

Proof. As we observed above, the power series expansion (2.11) of $L_{\varepsilon}$ converges absolutely for $|\varepsilon \widehat{\rho} \kappa(\theta)|<1$. In order to exploit this fact, let us choose with the aid of Lemma $2.6 \Theta>0, C_{A}, A>0$ with $\rho_{0} A=: q<1$ such that $|\rho \kappa(\theta)| \leq q<1 \forall$ $(\rho, \theta) \in B_{\rho_{0}}(0) \times S(\Theta)$. Furthermore, we may assume without loss of generality that $\Theta$ is so small that Lemma 2.11 holds.

By the construction of the functions $\widehat{U}_{i}$, we calculate directly (we write $\widehat{\rho}=\rho / \varepsilon$ whenever notationally convenient)

$$
L_{\varepsilon} u_{M}^{B L}(\rho, \theta)=\sum_{i=2 M+2}^{\infty} \varepsilon^{i} \sum_{j=0}^{2 M+1} L_{i-j} \widehat{U}_{j}(\rho / \varepsilon, \theta)
$$

$$
\begin{aligned}
= & -\sum_{j=0}^{2 M+1} \sum_{i=2 M+2}^{\infty} \varepsilon^{i} \widehat{\rho}^{i-1-j} a_{1}^{i-1-j} \partial_{\widehat{\rho}} \widehat{U}_{j}-\sum_{j=0}^{2 M+1} \sum_{i=2 M+3}^{\infty} \varepsilon^{i} \widehat{\rho}^{i-2-j} a_{2}^{i-2-j} \partial_{\theta}^{2} \widehat{U}_{j} \\
& -\sum_{j=0}^{2 M+1} \sum_{i=2 M+4}^{\infty} \varepsilon^{i} \hat{\rho}^{i-2-j} a_{3}^{i-3-j} \partial_{\theta} \widehat{U}_{j} .
\end{aligned}
$$

Each of these three terms can be estimated with the aid of Lemmas 2.11 and 2.10 . For the first term, we have for $(\rho, \theta) \in B_{\rho_{0}}(0) \times S(\Theta)$ (which implies $|\rho| A \leq q<1$ )

$$
\begin{aligned}
&\left|\sum_{j=0}^{2 M+1} \sum_{i=2 M+2}^{\infty} \varepsilon^{i} \widehat{\rho}^{i-1-j} a_{1}^{i-1-j}(\theta) \partial_{\widehat{\rho}} \widehat{U}_{j}(\widehat{\rho}, \theta)\right| \\
& \leq e C_{U} C_{A} \sum_{j=0}^{2 M+1} \sum_{i=2 M+2}^{\infty} \varepsilon^{i}|\widehat{\rho}|^{i-1-j} A^{i-1-j} K^{j}(2+j+|\widehat{\rho}|)^{j} e^{-\operatorname{Re} \widehat{\rho}} \\
& \leq e C_{A} C_{U} \varepsilon^{2 M+2} \sum_{j=0}^{2 M+1}\left(\sum_{i=0}^{\infty} \varepsilon^{i}|\widehat{\rho}|^{i} A^{i}\right) A^{2 M+1-j} K^{j}\left\{|\widehat{\rho}|^{2 M+1-j}(2 M+3+|\widehat{\rho}|)^{j}\right\} e^{-\operatorname{Re} \rho} \\
& \leq e C_{A} C_{U} \varepsilon^{2 M+2} \frac{1}{1-q} \sum_{j=0}^{2 M+1} A^{2 M+1-j} K^{j}(2 M+3+|\widehat{\rho}|)^{2 M+1} e^{-\operatorname{Re} \widehat{\rho}} \\
& \leq 2 e C_{A} C_{U} \frac{1}{1-q} A^{2 M+1}\left(1+(4 K / A)^{2 M+1}\right)(\varepsilon(2 M+3)+|\rho|)^{2 M+2} e^{-\operatorname{Re} \widehat{\rho}}
\end{aligned}
$$

where we exploited the assumption that $|\rho| A \leq q<1$ and appealed to Lemma 2.7. The factor $(2 M+3)$ can easily be replaced by $2 M+2$ at the expense of a larger constant. Hence, the first sum leads to an estimate of the desired form; the remaining two sums are estimated similarly.

A procedure similar to that of Theorem 2.2 (ii) gives bounds on higher derivatives.
Lemma 2.13. Let $\rho^{\prime}<\rho_{0}, \alpha \in[0,1)$. Then there are constants $C, K_{1}, K_{2}>0$ independent of $\varepsilon, M$ such that for all $p, m \in \mathbb{N}_{0}$ and all $(\rho, \theta) \in\left[0, \rho^{\prime}\right) \times \mathbb{T}_{L}$

$$
\left|\partial_{\rho}^{p} \partial_{\theta}^{m} L_{\varepsilon} u_{M}^{B L}(\rho, \theta)\right| \leq C \varepsilon^{-p} p!m!K_{1}^{p+m}\left(\frac{\varepsilon(2 M+2) K_{2}}{1-\alpha}\right)^{2 M+2} e^{-\alpha \rho / \varepsilon}
$$

Proof. As $\rho^{\prime}<\rho_{0}$ there is $\delta>0$ such that $B_{\delta \varepsilon}(\rho) \subset B_{\rho_{0}}(0)$ for all $\varepsilon \in(0,1]$ and $\rho \in\left[0, \rho^{\prime}\right)$. We apply Cauchy's integral theorem for derivatives to calculate $\partial_{\rho}^{p} \partial_{\theta}^{m} L_{\varepsilon} u_{M}^{B L}$; the path of integration is chosen as $\partial B_{\delta \varepsilon}(\rho)$ for the first variable and as $\partial B_{\Theta / 2}(\theta)$ for the second variable. Together with Lemma 2.12 we get the existence of $C, K_{1}, K_{2}>0$ such that for $\rho \in\left[0, \rho^{\prime}\right), \theta \in \mathbb{T}_{L}$

$$
\begin{aligned}
& \left|\partial_{\rho}^{p} \partial_{\theta}^{m} L_{\varepsilon} u_{M}^{B L}(\rho, \theta)\right| \leq C \varepsilon^{-p} p!m!K_{1}^{p+m} K_{2}^{2 M+2}(\varepsilon(2 M+2)+\rho+\varepsilon \delta)^{2 M+2} e^{-\rho / \varepsilon} \\
& \quad \leq C \varepsilon^{-p} p!m!K_{1}^{p+m} K_{2}^{2 M+2} \varepsilon^{2 M+2}\left[((2 M+2)+\rho / \varepsilon+\delta)^{2 M+2} e^{-(1-\alpha) \rho / \varepsilon}\right] e^{-\alpha \rho / \varepsilon}
\end{aligned}
$$

Appealing to Lemma 2.8 to bound the expression in brackets allows us to conclude the argument.

We are now in a position to estimate the accuracy of the asymptotic expansion, i.e., bound $r_{M}$.

Proof of Theorem 2.2 (iii). For any $M \in \mathbb{N}_{0}$ the remainder $r_{M}$ is defined as $r_{M}=u_{\varepsilon}-w_{M}-\chi u_{M}^{B L}$, where $w_{M}$ is defined by (2.7), $u_{M}^{B L}$ is defined by (2.19), and $\chi$ is the cutoff function of (2.5). Hence, by construction of $u_{M}^{B L}, r_{M}=0$ on $\partial \Omega$. Furthermore, the remainder $r_{M}$ solves the following elliptic equation:

$$
\begin{aligned}
L_{\varepsilon} r_{M} & =L_{\varepsilon}\left(u_{\varepsilon}-w_{M}-\chi u_{M}^{B L}\right)=\varepsilon^{2 M+2} \Delta^{(M+1)} f-L_{\varepsilon}\left(\chi u_{M}^{B L}\right) \\
& =\varepsilon^{2 M+2} \Delta^{(M+1)} f+\varepsilon^{2}(\Delta \chi) u_{M}^{B L}+2 \varepsilon^{2} \nabla \chi \cdot \nabla u_{M}^{B L}-\chi L_{\varepsilon} u_{M}^{B L}
\end{aligned}
$$

From (1.3) we infer

$$
\begin{equation*}
\left\|r_{M}\right\|_{\varepsilon, \Omega} \leq\left\|L_{\varepsilon} r_{M}\right\|_{L^{2}(\Omega)} \tag{2.25}
\end{equation*}
$$

We are therefore left with estimating the $L^{2}$ norm of the four terms that add up to $L_{\varepsilon} r_{M}$. By the assumptions on $f$, cf. (2.6), we have

$$
\begin{equation*}
\left\|\varepsilon^{2 M+2} \Delta^{(M+1)} f\right\|_{L^{\infty}(\Omega)} \leq C_{f}(\varepsilon \gamma(2 M+2))^{2 M+2} \tag{2.26}
\end{equation*}
$$

Let us fix $\alpha \in(0,1)$ for the remainder of this proof. As $\chi \equiv 1$ for $0<\rho<\rho_{1}$ and $\chi \equiv 0$ for $\rho>\left(\rho_{1}+\rho_{0}\right) / 2$, we obtain with the aid of Theorem 2.2 (ii)

$$
\begin{aligned}
\varepsilon^{2}\left\|(\Delta \chi) u_{M}^{B L}\right\|_{L^{2}(\Omega)} & \leq C \varepsilon^{2} S_{M} e^{-\alpha \rho_{1} / \varepsilon} \\
\varepsilon^{2}\left\|\nabla \chi \cdot \nabla u_{M}^{B L}\right\|_{L^{2}(\Omega)} & \leq C \varepsilon S_{M} e^{-\alpha \rho_{1} / \varepsilon}
\end{aligned}
$$

where $S_{M}=1+(\varepsilon(2 M+1) K)^{2 M+1}$ for some appropriate $C, K>0$. We calculate further

$$
\begin{aligned}
S_{M} & =1+(\varepsilon(2 M+1) K)^{2 M+1} \leq(1+\varepsilon(2 M+2) K)^{2 M+2} \\
& \leq \varepsilon^{2 M+2} K^{2 M+2}\left(2 M+2+K^{-1} / \varepsilon\right)^{2 M+2}
\end{aligned}
$$

Without loss of generality, $K^{-1} \leq \rho_{1}$ and therefore we obtain by appealing to Lemma 2.8
$\varepsilon S_{M} e^{-\alpha \rho_{1} / \varepsilon} \leq \varepsilon \varepsilon^{2 M+2} K^{2 M+2}\left(2 M+2+\rho_{1} / \varepsilon\right)^{2 M+2} e^{-\alpha \rho_{1} / \varepsilon} \leq \varepsilon\left(\varepsilon(2 M+2) K \alpha^{-1}\right)^{2 M+2}$.
Finally, exploiting the exponential decay normal to $\partial \Omega$, it is easy to deduce from Lemma 2.13 that

$$
\left\|\chi L_{\varepsilon} u_{M}^{B L}\right\|_{L^{2}(\Omega)} \leq C \varepsilon^{1 / 2}\left(K^{\prime} \varepsilon(2 M+2)\right)^{2 M+2}
$$

for some $K^{\prime}>0$ independent of $\varepsilon$ and $M$. Inserting all these estimates into (2.25), we obtain for some $C>0$ that

$$
\begin{aligned}
\left\|r_{M}\right\|_{\varepsilon, \Omega} \leq C & \left((\varepsilon(2 M+2) \gamma)^{2 M+2}\right. \\
& \left.+\varepsilon\left(\varepsilon(2 M+2) K \alpha^{-1}\right)^{2 M+2}+\varepsilon^{1 / 2}\left(\varepsilon(2 M+2) K^{\prime}\right)^{2 M+2}\right)
\end{aligned}
$$

As $\alpha \in(0,1)$ is fixed, the desired bound follows.
3. Growth estimates for the derivatives. The main result of this section is the following bound on the growth of the derivatives of the solutions $u_{\varepsilon}$ of (1.1).

Theorem 3.1. Let $f, g, \partial \Omega$ be analytic and let $u_{\varepsilon}$ be the solution of (1.1). Then there are $C$ and $K>0$ depending only on $f, g$, and the geometry of $\Omega$ (in particular, $C, K$ are independent of $\varepsilon$ ) such that

$$
\begin{equation*}
\left\|D^{\alpha} u_{\varepsilon}\right\|_{L^{2}(\Omega)} \leq C K^{|\alpha|} \max \left(|\alpha|, \varepsilon^{-1}\right)^{|\alpha|}\left(1+\left\|u_{\varepsilon}\right\|_{\varepsilon, \Omega}\right) \quad \forall \alpha \in \mathbb{N}_{0}^{2} \tag{3.1}
\end{equation*}
$$

Remark 3.2. The proof of Theorem 3.1 below shows that (3.1) holds true for solutions $u_{\varepsilon}$ of (1.1) with $\varepsilon \in \mathbb{C}\left(\varepsilon^{-1}\right.$ has to be replaced with $\left|\varepsilon^{-1}\right|$ in (3.1)) and hence the case of Helmholtz's equation is also covered. Furthermore, (3.1) still holds true if the right-hand side $f$ is allowed to have "boundary layer character" in the sense that there exist $C, K>0$ such that

$$
\left\|D^{\alpha} f\right\|_{L^{2}(\Omega)} \leq C K^{|\alpha|} \max \left(|\alpha|,\left|\varepsilon^{-1}\right|\right)^{|\alpha|} \quad \forall \alpha \in \mathbb{N}_{0}^{2}
$$

The remainder of this paper is devoted to the proof of Theorem 3.1. To that end, we will state and prove some local analytic regularity results for the solution $u_{\varepsilon}$ in sections 3.1 and 3.2. The proof of Theorem 3.1 in section 3.3 then concludes the paper.
3.1. Local analytic regularity results. The proof of Theorem 3.1 rests on two local analytic regularity results: an interior result on discs (Proposition 3.3) and a boundary result on half-discs (Proposition 3.4). Due to their technical nature, the proofs of these results of this section are deferred to section 3.2.

Our local results are very similar to those of section 5.7 of [8] and we therefore use the same notation: For $r>0$ we define discs $B_{r}$ and half-discs $G_{r}$ by

$$
B_{r}:=B_{r}(0) \subset \mathbb{R}^{2}, \quad G_{r}:=\left\{(x, y) \in B_{r} \mid y>0\right\}
$$

Furthermore, for smooth functions $u$ and $R>0$ we introduce

$$
\begin{align*}
\left|\nabla^{p} u(x)\right|^{2} & :=\sum_{|\alpha|=p} \frac{|\alpha|!}{\alpha!}\left|D^{\alpha} u(x)\right|^{2}=\sum_{\beta_{1}, \ldots, \beta_{p}=1}^{2}\left|D^{\beta_{1} \cdots \beta_{p}} u(x)\right|^{2} \quad \forall p \in \mathbb{N}_{0}  \tag{3.2}\\
{[p] } & :=\max (1, p) \quad \forall p \in \mathbb{Z},  \tag{3.3}\\
N_{R, p}(u) & :=\frac{1}{[p]!} \sup _{R / 2 \leq r<R}(R-r)^{2+p}\left\|\nabla^{p+2} u\right\|_{L^{2}\left(B_{r}\right)}, \quad p \in \mathbb{N}_{0} \cup\{-2,-1\},  \tag{3.4}\\
N_{R, p, q}^{\prime}(u) & :=\frac{1}{[p+q]!} \sup _{R / 2 \leq r<R}(R-r)^{p+q+2}\left\|\partial_{y}^{q+2} \partial_{x}^{p} u\right\|_{L^{2}\left(G_{r}\right)}, p \geq 0, q \geq-2 . \tag{3.5}
\end{align*}
$$

Then we have the following local results.
Proposition 3.3. Let $R \in(0,1]$ and let $u$ be a solution of

$$
\begin{equation*}
-\varepsilon^{2} \Delta u+b u=f \quad \text { on } B_{R} \tag{3.6}
\end{equation*}
$$

where $b$ and $f$ are analytic on $B_{R}$ and satisfy for some $C_{B}, B, C_{f}, \gamma>0$

$$
\begin{align*}
\left\|\nabla^{p} b\right\|_{L^{\infty}\left(B_{R}\right)} & \leq C_{B} B^{p} p!\quad \forall p \in \mathbb{N}_{0}  \tag{3.7}\\
\left\|\nabla^{p} f\right\|_{L^{2}\left(B_{R}\right)} & \leq C_{f} \gamma^{p}\left[p^{p} R^{-p}+\max \left(p, \varepsilon^{-1}\right)^{p}\right] \quad \forall p \in \mathbb{N}_{0} \tag{3.8}
\end{align*}
$$

Then there is $K>0$ independent of $\varepsilon$ and $R$ such that for all $p \geq-2$

$$
\begin{align*}
N_{R, p}(u) & \leq C_{u} K^{p+2} \frac{\max ([p], R / \varepsilon)^{p+2}}{[p]!}  \tag{3.9}\\
C_{u} & =\min (1, R / \varepsilon) \varepsilon\|\nabla u\|_{L^{2}\left(B_{R}\right)}+\|u\|_{L^{2}\left(B_{R}\right)}+C_{f} \min \left(1,(R / \varepsilon)^{2}\right) \tag{3.10}
\end{align*}
$$

Proposition 3.4. Let $R \in(0,1]$ and let $u$ be a solution of

$$
\begin{equation*}
-\varepsilon^{2} \Delta u+b u=f \quad \text { on } G_{R}, \quad u=0 \text { on } \partial G_{R} \cap\{(x, y) \mid y=0\} \tag{3.11}
\end{equation*}
$$

where $b$ and $f$ are analytic on $B_{R}$ and satisfy for some $C_{B}, B, C_{f}, \gamma>0$

$$
\begin{align*}
\left\|\nabla^{p} b\right\|_{L^{\infty}\left(G_{R}\right)} & \leq C_{B} B^{p} p!\quad \forall p \in \mathbb{N}_{0}  \tag{3.12}\\
\left\|\nabla^{p} f\right\|_{L^{2}\left(G_{R}\right)} & \leq C_{f} \gamma^{p}\left[p^{p} R^{-p}+\max \left(p, \varepsilon^{-1}\right)^{p}\right] \quad \forall p \in \mathbb{N}_{0} \tag{3.13}
\end{align*}
$$

Then there are $K_{1}, K_{2}>0$ independent of $\varepsilon$ and $R$ such that $\forall p \geq 0, q \geq-2$

$$
\begin{align*}
N_{R, p, q}^{\prime}(u) & \leq C_{u} K_{1}^{p+2} K_{2}^{q+2} \frac{\max ([p+q], R / \varepsilon)^{p+q+2}}{[p+q]!}  \tag{3.14}\\
C_{u} & =\min (1, R / \varepsilon) \varepsilon\|\nabla u\|_{L^{2}\left(G_{R}\right)}+\|u\|_{L^{2}\left(G_{R}\right)}+C_{f} \min \left(1,(R / \varepsilon)^{2}\right) \tag{3.15}
\end{align*}
$$

Remark 3.5. The local results in Propositions 3.3 and 3.4 make much weaker assumptions on the right-hand side $f$ than Theorem 3.1. The term $\max \left(p, \varepsilon^{-1}\right)^{p}$ appearing in (3.8) and (3.13) indicates that right-hand sides with boundary layer character are admissible as right-hand sides. Furthermore, in Propositions 3.3 and 3.4 the dependence on the radius of the discs $R$ is given explicitly; this explicit dependence could be used to obtain results similar to Theorem 3.1 for domains $\Omega$ with piecewise analytic boundary $\partial \Omega$.

Finally, we need the following.
Lemma 3.6. Let $G, G_{1} \subset \mathbb{R}^{2}$ be bounded open sets. Assume that $g=\left(g_{1}, g_{2}\right)$ : $\bar{G}_{1} \rightarrow \mathbb{R}^{2}$ is analytic and injective on $\bar{G}_{1}$, $\operatorname{det} g^{\prime} \neq 0$ on $\bar{G}_{1}$, and satisfies $g\left(G_{1}\right) \subset G$. Let $f: \bar{G} \rightarrow \mathbb{C}$ be analytic on $\bar{G}$ and assume that it satisfies for some $\varepsilon, C_{f}, \gamma>0$

$$
\left\|\nabla^{p} f\right\|_{L^{2}(G)} \leq C_{f} \gamma^{p} \max \left(p, \varepsilon^{-1}\right)^{p} \quad \forall p \in \mathbb{N}_{0}
$$

Then there are $C, K>0$ depending only on $C_{f}, \gamma$, and the map $g$ such that

$$
\left\|\nabla^{p}(f \circ g)\right\|_{L^{2}\left(G_{1}\right)} \leq C K^{p} \max \left(p, \varepsilon^{-1}\right)^{p} \quad \forall p \in \mathbb{N}_{0}
$$

### 3.2. Proof of local regularity results.

3.2.1. Interior estimates (proof of Proposition 3.3). In order to prove Proposition 3.3, it is convenient to introduce for smooth functions $u$ the quantity

$$
M_{R, p}(u):=\frac{1}{p!} \sup _{R / 2 \leq r<R}(R-r)^{2+p}\left\|\nabla^{p} u\right\|_{L^{2}\left(B_{r}\right)}, \quad p \in \mathbb{N}_{0}
$$

From standard elliptic regularity theory one can infer the following.
Lemma 3.7. Let $u$ solve $\Delta u=f$ on $B_{R}$. Then there is $C_{1}>0$ independent of $u$, $R$, $f$ such that

$$
N_{R, p}(u) \leq C_{1}\left[M_{R, p}(f)+N_{R, p-1}(u)+N_{R, p-2}(u)\right] \quad \forall p \in \mathbb{N}_{0}
$$

Proof. The proof can be found in [8, Lem. 5.7.3].
Lemma 3.8. Let $b$, $u$ be analytic and assume that $b$ satisfies (3.7). Then

$$
M_{r, p}(b u) \leq C_{b} \sum_{q=0}^{p}\left(B \frac{R}{2}\right)^{p-q}\left(\frac{R}{2}\right)^{2} \frac{[q-2]!}{q!} N_{R, q-2}(u)
$$

Proof. From Leibniz's formula, we have (cf. Lemma 5.7.4 of [8])

$$
\left|\nabla^{p}(b u)\right| \leq \sum_{q=0}^{p}\binom{p}{q}\left|\nabla^{p-q} b\right|\left|\nabla^{q} u\right|
$$

This allows us to get

$$
\begin{aligned}
M_{R, p}(b u) & \leq \frac{1}{p!} \sup _{R / 2 \leq r<R}(R-r)^{p+2}\left\|\nabla^{p}(b u)\right\|_{L^{2}\left(B_{r}\right)} \\
& \leq \frac{1}{p!} \sup _{R / 2 \leq r<R}(R-r)^{p+2} \sum_{q=0}^{p}\binom{p}{q}\left\|\nabla^{p-q} b\right\|_{L^{\infty}\left(B_{R}\right)}\left\|\nabla^{q} u\right\|_{L^{2}\left(B_{r}\right)} \\
& \leq C_{b} \sum_{q=0}^{p}\left(\frac{B R}{2}\right)^{p-q}\left(\frac{R}{2}\right)^{2} \frac{[q-2]!}{q!} N_{R, q-2}(u),
\end{aligned}
$$

which concludes the proof. $\square$
Proof of Proposition 3.3. Let $C_{1}$ be the generic constant of Lemma 3.7 and choose $2 K>\max (2, \gamma, B R)$ such that

$$
\begin{equation*}
C_{1} \frac{1}{2} K^{-2}\left(\frac{\gamma R}{2 K}\right)^{p}+C_{1}\left(\frac{C_{b} / 4}{1-B R /(2 K)} K^{-2}+K^{-1}+K^{-2}\right) \leq 1 \quad \forall p \in \mathbb{N}_{0} \tag{3.16}
\end{equation*}
$$

We will proceed by induction on $p$. As $K \geq 1$, the claim (3.9) holds for $p=-2$ and $p=-1$. Let us therefore assume that (3.9) holds $\forall-2 \leq p^{\prime}<p$. As $-\Delta u=$ $\varepsilon^{-2}(f-b u)$, we get for $p \in \mathbb{N}_{0}$ using Lemmas 3.7 and 3.8

$$
\begin{aligned}
N_{R, p}(u) \leq C_{1}\{ & \left.\varepsilon^{-2} M_{R, p}(f-b u)+N_{R, p-1}(u)+N_{R, p-2}(u)\right\} \\
\leq C_{1}\{ & \varepsilon^{-2} M_{R, p}(f)+\varepsilon^{-2} C_{b} \sum_{q=0}^{p}\left(\frac{B R}{2}\right)^{p-q}\left(\frac{R}{2}\right)^{2} \frac{[q-2]!}{q!} N_{R, q-2}(u) \\
& \left.+N_{R, p-1}(u)+N_{R, p-2}(u)\right\}
\end{aligned}
$$

From the induction hypothesis (3.9) we obtain

$$
\begin{gathered}
N_{R, p}(u) \leq C_{1} \varepsilon^{-2} M_{R, p}(f)+C_{1} C_{u}\left\{C_{b} \sum_{q=0}^{p}\left(\frac{B R}{2}\right)^{p-q}\left(\frac{R}{2}\right)^{2} \varepsilon^{-2} K^{q} \frac{\max ([q-2], R / \varepsilon)^{q}}{q!}\right. \\
\left.+K^{p+1} \frac{\max ([p-1], R / \varepsilon)^{p+1}}{[p-1]!}+K^{p} \frac{\max ([p-2], R / \varepsilon)^{p}}{[p-2]!}\right\}
\end{gathered}
$$

As we have the estimates

$$
\begin{aligned}
R^{2} \varepsilon^{-2} \frac{1}{p!} \frac{p!}{q!} \max ([q-2], R / \varepsilon)^{q} & \leq \frac{1}{p!} \max ([p], R / \varepsilon)^{p+2}, \\
\frac{1}{p!} \frac{p!}{[p-1]!} \max ([p-1], R / \varepsilon)^{p+1} & \leq \frac{1}{p!} \max ([p], R / \varepsilon)^{p+2} \\
\frac{1}{p!} \frac{p!}{[p-2]!} \max ([p-2], R / \varepsilon)^{p} & \leq \frac{1}{p!} \max ([p], R / \varepsilon)^{p+2}
\end{aligned}
$$

we obtain

$$
\begin{aligned}
N_{R, p}(u) \leq & C_{1} \varepsilon^{-2} M_{R, p}(f)+\frac{\max ([p], R / \varepsilon)^{p+2}}{p!} K^{p+2} C_{u} \\
& \times C_{1}\left\{\frac{C_{b}}{4} \sum_{q=0}^{p}\left(\frac{B R}{2}\right)^{p-q} K^{q-p-2}+K^{-1}+K^{-2}\right\} \\
\leq & C_{1} \varepsilon^{-2} M_{R, p}(f)+\frac{\max ([p], R / \varepsilon)^{p+2}}{p!} K^{p+2} C_{u} \\
& \times C_{1}\left\{\frac{C_{b}}{4} \frac{1}{1-B R /(2 K)} K^{-2}+K^{-1}+K^{-2}\right\} .
\end{aligned}
$$

Finally, we have the bound

$$
\begin{aligned}
M_{R, p}(f) & \leq \frac{1}{p!} C_{f} \gamma^{p}\left(\frac{R}{2}\right)^{2+p}\left[p^{p} R^{-p}+\max \left(p, \varepsilon^{-1}\right)^{p}\right] \\
& \leq\left(\frac{\gamma}{2}\right)^{p} \frac{1}{p!} R^{2} C_{f} \frac{1}{4}\left[p^{p}+\max (R p, R / \varepsilon)^{p}\right]
\end{aligned}
$$

As $R \leq 1$, we get $p^{p}+\max (R p, R / \varepsilon)^{p} \leq 2 \max (p, R / \varepsilon)^{p}$ and, together with $(R / \varepsilon)^{2} \leq$ $\min \left(1,(R / \varepsilon)^{2}\right) \max \left([p],(R / \varepsilon)^{2}\right)$, we can conclude

$$
\begin{equation*}
C_{1} \varepsilon^{-2} M_{R, p}(f) \leq C_{1} \frac{1}{2}\left(\frac{\gamma}{2}\right)^{p} C_{f} \min \left(1,(R / \varepsilon)^{2}\right) \frac{\max ([p], R / \varepsilon)^{p+2}}{p!} \tag{3.17}
\end{equation*}
$$

$$
\begin{aligned}
N_{R, p}(u) \leq & K^{p+2} \frac{\max ([p], R / \varepsilon)^{p+2}}{p!} C_{u} \\
& \times\left[C_{1} \frac{1}{2}\left(\frac{\gamma}{2 K}\right)^{p} K^{-2}+C_{1}\left\{\frac{C_{b} / 4}{1-B R /(2 K)} K^{-2}+K^{-1}+K^{-2}\right\}\right] .
\end{aligned}
$$

The fact that the bracketed expression is bounded by one by the choice of $K$ in (3.16) concludes the induction argument.
3.2.2. Estimates at the boundary (proof of Proposition 3.4). The strategy for proving Proposition 3.4 is first to get control over the tangential derivatives of the solution $u$ of (3.11), i.e., the $x$-derivatives of $u$. This will be accomplished in Lemma 3.10. In the second step, the remaining normal derivatives, i.e., the $y$ derivatives, will be controlled.

In order to carry out this two-step approach, we introduce the following notation for smooth functions $u$ :

$$
\begin{aligned}
& M_{R, p}^{\prime}(u)=\frac{1}{p!} \sup _{R / 2 \leq r<R}(R-r)^{p+2}\left\|\partial_{x}^{p} u\right\|_{L^{2}\left(G_{r}\right)} \\
& N_{R, p}^{\prime}(u)= \begin{cases}\frac{1}{p!} \sup _{R / 2 \leq r<R}(R-r)^{p+2}\left\|\nabla^{2} \partial_{x}^{p} u\right\|_{L^{2}\left(G_{r}\right)} & \text { if } p \geq 0 \\
\sup _{R / 2 \leq r<R}(R-r)^{p+2}\left\|\nabla^{2+p} u\right\|_{L^{2}\left(G_{r}\right)} & \text { if } p=-2,-1, \\
\tilde{M}_{R, p}(u) & =\frac{1}{p!} \sup _{R / 2 \leq r<R}(R-r)^{p+2}\left\|\nabla^{p} u\right\|_{L^{2}\left(G_{r}\right)}\end{cases}
\end{aligned}
$$

Note that we have $N_{R, p, 0}^{\prime} \leq N_{R, p}^{\prime}$. Lemma 3.9 is the analogue of Lemma 3.7.

Lemma 3.9. Let $u \in H^{1}\left(G_{R}\right)$ solve $\Delta u=f$ on $G_{R}$ and assume that $u=0$ on $\partial G_{R} \cap\{(x, y) \mid y=0\}$. Then there is a generic constant $C_{2}>0$ such that

$$
N_{R, p}^{\prime}(u) \leq C_{2}\left\{M_{R, p}^{\prime}(f)+N_{R, p-1}^{\prime}(u)+N_{R, p-2}^{\prime}(u)\right\}
$$

Proof. The proof can be found in [8, Lem. 5.7.3'].
We start with a bound on the tangential derivatives.
Lemma 3.10. Assume the hypotheses of Proposition 3.4. Then there is $K_{1}>0$ independent of $\varepsilon$ and $R$ such that with $C_{u}$ of (3.15)

$$
N_{R, p}^{\prime}(u) \leq C_{u} K_{1}^{p+2} \frac{\max ([p], R / \varepsilon)^{p+2}}{[p]!}, \quad p \geq-2
$$

Proof. The proof is almost verbatim the same as the proof of Proposition 3.3. Instead of using Lemma 3.7 we make use of Lemma 3.9. In particular, the constant $K_{1}$ will be chosen such that $K_{1}>\max (1, \gamma / 2, B R / 2)$.

Proof of Proposition 3.4. Let $K_{1}$ be the constant of Lemma 3.10 and choose $K_{2}>\max (1, B R / 2, \gamma / 2)$ such that $\forall p \geq 0, q \geq 0$

$$
\begin{align*}
& {\left[\frac{1}{2}\left(\frac{\gamma}{2 K_{1}}\right)^{p}\left(\frac{\gamma}{2 K_{2}}\right)^{q} K_{1}^{-2} K_{2}^{-2}\right.}  \tag{3.18}\\
& \left.+K_{1}^{2} K_{2}^{-2}+\frac{C_{b} / 4}{\left(1-B R /\left(2 K_{1}\right)\right)\left(1-B R /\left(2 K_{2}\right)\right)} K_{2}^{-2}\right] \leq 1
\end{align*}
$$

We will proceed by induction on $q$. By Lemma 3.10 and our earlier observation that $N_{R, p, 0}^{\prime} \leq N_{R, p}^{\prime}$, the claim (3.14) is true for $q=0$ and all $p \geq 0$, and it is easy to see that the claim is also true for $q=-2, q=-1$ : We have for $q=-2$ and $q=-1$ and $p \geq 0$ by a straightforward calculation that

$$
\begin{aligned}
& N_{R, p,-2}^{\prime}(u)=\frac{1}{[p-2]!} \sup _{R / 2 \leq r<R}(R-r)^{p}\left\|\partial_{x}^{p} u\right\|_{L^{2}\left(G_{r}\right)} \leq N_{R, p-2}^{\prime}(u) \\
& N_{R, p,-1}^{\prime}(u)=\frac{1}{[p-1]!} \sup _{R / 2 \leq r<R}(R-r)^{p+1}\left\|\partial_{y} \partial_{x}^{p} u\right\|_{L^{2}\left(G_{r}\right)} \leq N_{R, p-1}^{\prime}(u)
\end{aligned}
$$

Let us now proceed with the induction argument on $q$ and assume that the induction hypothesis is proven for $-2 \leq q^{\prime}<q$. We have

$$
\begin{aligned}
-\partial_{y}^{2} u & =\partial_{x}^{2} u+\varepsilon^{-2}(f-b u) \\
\left|\partial_{x}^{p} \partial_{y}^{q+2} u\right| & \leq\left|\partial_{x}^{p+2} \partial_{y}^{q} u\right|+\varepsilon^{-2}\left|\partial_{x}^{p} \partial_{y}^{q} f\right|+\varepsilon^{-2}\left|\partial_{x}^{p} \partial_{y}^{q}(b u)\right|
\end{aligned}
$$

Leibniz's formula and the assumptions on $b$ yield

$$
\begin{aligned}
\left|\partial_{x}^{p} \partial_{y}^{q}(b u)\right| & \leq \sum_{m=0}^{q} \sum_{n=0}^{p}\binom{p}{n}\binom{q}{m}\left|\partial_{x}^{p-n} \partial_{y}^{q-m} b\right|\left|\partial_{x}^{n} \partial_{y}^{m} u\right| \\
& \leq C_{b} \sum_{m=0}^{q} \sum_{n=0}^{p}\binom{p}{n}\binom{q}{m} B^{p+q-m-n}(p-n)!(q-m)!\left|\partial_{x}^{n} \partial_{y}^{m} u\right| \\
& \leq C_{b} \sum_{m=0}^{q} \sum_{n=0}^{p} B^{p+q-n-m}(p+q)^{p+q-n-m}\left|\partial_{x}^{n} \partial_{y}^{m} u\right|
\end{aligned}
$$

where, in the last step, we used the bound

$$
\binom{p}{n}\binom{q}{m}(p-n)!(q-m)!=\frac{p!}{n!} \frac{q!}{m!} \leq p^{p-n} q^{q-m} \leq(p+q)^{p+q-n-m}
$$

Hence, we obtain for $N_{R, p, q}^{\prime}(u)$

$$
\begin{aligned}
& N_{R, p, q}^{\prime}(u)=\frac{1}{[p+q]!} \sup _{R / 2 \leq r<R}(R-r)^{p+q+2}\left\|\partial_{x}^{p} \partial_{y}^{q+2} u\right\|_{L^{2}\left(G_{r}\right)} \\
& \leq N_{R, p+2, q-2}^{\prime}(u)+\varepsilon^{-2} \tilde{M}_{R, p+q}(f) \\
& +C_{b} \varepsilon^{-2} \sum_{m=0}^{q} \sum_{n=0}^{p}\left(\frac{B R}{2}\right)^{p+q-m-n}\left(\frac{R}{2}\right)^{2} \frac{(p+q)^{p+q-n-m![m-2+n]!}}{[p+q]!} N_{R, n, m-2}^{\prime}(u) .
\end{aligned}
$$

By the induction hypothesis we have with $C_{u}$ of (3.15)

$$
\begin{aligned}
{[m-2+n]!N_{R, n, m-2}(u) } & \leq C_{u} K_{1}^{n+2} K_{2}^{m} \max ([m-2+n], R / \varepsilon)^{m+n} \\
& \leq C_{u} K_{1}^{n+2} K_{2}^{m} \max ([p+q], R / \varepsilon)^{m+n}
\end{aligned}
$$

and with the bound $(R / \varepsilon)^{2} \leq \max ([p+q], R / \varepsilon)^{2}$ we obtain

$$
\begin{aligned}
N_{R, p, q}^{\prime}(u) \leq & K_{1}^{p+4} K_{2}^{q} \frac{\max ([p+q], R / \varepsilon)^{p+q+2}}{[p+q]!} C_{u}+\varepsilon^{-2} \tilde{M}_{R, p+q}(f) \\
& +\frac{C_{b}}{4} C_{u} \sum_{m=0}^{q} \sum_{n=0}^{p}\left(\frac{B R}{2}\right)^{p+q-m-n} K_{1}^{n+2} K_{2}^{m} \frac{\max ([p+q], R / \varepsilon)^{p+q+2}}{(p+q)!} \\
\leq & K_{1}^{p+4} K_{2}^{q} \frac{\max ([p+q], R / \varepsilon)^{p+q+2}}{[p+q]!} C_{u}+\varepsilon^{-2} \tilde{M}_{R, p+q}(f) \\
& +C_{u} K_{1}^{p+2} K_{2}^{q} \frac{\max ([p+q], R / \varepsilon)^{p+q+2}}{[p+q]!} \frac{C_{b}}{4} \sum_{m=0}^{q} \sum_{n=0}^{p}\left(\frac{B R}{2}\right)^{p+q-m-n} K_{1}^{n-p} K_{2}^{m-q} \\
\leq & \varepsilon^{-2} \tilde{M}_{R, p+q}(f)+K_{1}^{p+2} K_{1}^{q+2} \frac{\max ([p+q], R / \varepsilon)^{p+q+2}}{[p+q]!} C_{u} \\
& \times\left[K_{1}^{2} K_{2}^{-2}+\frac{C_{b}}{4} \frac{1}{\left(1-B R /\left(2 K_{1}\right)\right)\left(1-B R /\left(2 K_{2}\right)\right)} K_{2}^{-2}\right]
\end{aligned}
$$

Reasoning as in (3.17) we get

$$
\varepsilon^{-2} \tilde{M}_{R, p+q}(f) \leq \frac{1}{2}\left(\frac{\gamma}{2}\right)^{p+q} C_{f} \min \left(1,(R / \varepsilon)^{2}\right) \frac{\max ([p+q], R / \varepsilon)^{p+q+2}}{[p+q]!}
$$

and may therefore conclude that

$$
\begin{aligned}
& N_{R, p, q}^{\prime}(u) \leq K_{1}^{p+2} K_{2}^{q+2} \frac{\max ([p+q], R / \varepsilon)^{p+q+2}}{[p+q]!} C_{u} \\
& \times\left[\frac{1}{2}\left(\frac{\gamma}{2 K_{1}}\right)^{p}\left(\frac{\gamma}{2 K_{2}}\right)^{q} K_{1}^{-2} K_{2}^{-2}+K_{1}^{2} K_{2}^{-2}+\frac{C_{b} / 4 K_{2}^{-2}}{\left(1-B R /\left(2 K_{1}\right)\right)\left(1-B R /\left(2 K_{2}\right)\right)}\right]
\end{aligned}
$$

As the bracketed expression is bounded by one by the choice of $K_{2}$ in (3.18), the induction argument is completed.
3.2.3. Proof of Lemma 3.6. The growth conditions on the derivatives of $f$ imply that $f$ can be extended to a holomorophic function (also denoted $f$ ) on $\tilde{G} \subset$ $\mathbb{C} \times \mathbb{C}$ with $\bar{G} \subset \tilde{G}$ and $\tilde{G}$ independent of $\varepsilon>0$. First, we claim that there are $\delta_{0}, \gamma^{\prime}$, $C>0$ depending only on $\gamma$ and $C_{f}$ such that

$$
\begin{equation*}
\left\|f\left(\cdot+z_{1}(\cdot), \cdot+z_{2}(\cdot)\right)\right\|_{L^{2}(G)} \leq C e^{\gamma^{\prime} \delta / \varepsilon} \tag{3.19}
\end{equation*}
$$

for all continuous functions $z_{1}, z_{2}: G \rightarrow \mathbb{C}$ with $\left\|z_{i}\right\|_{L^{\infty}(G)} \leq \delta \leq \delta_{0}, i=1,2$. As $f$ is holomorphic on $\tilde{G}$, there is $\delta_{0}>0$ such that $\forall(x, y) \in \bar{G}$ the power series expansion of $f$ about $(x, y)$ converges on a ball of radius $2 \delta_{0}$. For functions $z_{1}, z_{2}$ with $\left\|z_{i}\right\|_{L^{\infty}(G)} \leq \delta \leq \delta_{0}$ we obtain
$\left|f\left(x+z_{1}(x, y), y+z_{2}(x, y)\right)\right|=\left|\sum_{\alpha \in \mathbb{N}_{0}^{2}} \frac{1}{\alpha!} D^{\alpha} f(x, y)\left(z_{1}, z_{2}\right)^{\alpha}\right| \leq \sum_{\alpha \in \mathbb{N}_{0}^{2}} \frac{1}{\alpha!}\left|D^{\alpha} f(x, y)\right| \delta^{|\alpha|}$.
Therefore we get

$$
\begin{aligned}
& \left\|f\left(\cdot+z_{1}(\cdot), \cdot+z_{2}(\cdot)\right)\right\|_{L^{2}(G)} \leq \sum_{\alpha \in \mathbb{N}_{0}^{2}} \frac{1}{\alpha!}\left\|D^{\alpha} f\right\|_{L^{2}(G)} \delta^{|\alpha|} \\
& \leq \sum_{p=0}^{\infty} \sum_{|\alpha|=p}\left((p!)^{1 / 2}(\alpha!)^{-1 / 2}\left\|D^{\alpha} f\right\|_{L^{2}(G)}\right)\left((\alpha!)^{-1 / 2} p!^{-1 / 2} \delta^{p}\right) \\
& \leq \sum_{p=0}^{\infty}\left\|\nabla^{p} f\right\|_{L^{2}(G)}\left(\sum_{|\alpha|=p} \frac{1}{\alpha!p!} \delta^{2 p}\right)^{1 / 2}=\sum_{p=0}^{\infty}\left\|\nabla^{p} f\right\|_{L^{2}(G)} \frac{1}{p!} 2^{p / 2} \delta^{p} \\
& \leq C_{f} \sum_{0 \leq p \leq \varepsilon^{-1}} \frac{1}{p!}\left(\sqrt{2} \gamma \varepsilon^{-1} \delta\right)^{p}+C_{f} \sum_{p>\varepsilon^{-1}} \frac{p^{p}}{p!} \gamma^{p} 2^{p / 2} \delta^{p} \\
& \leq C_{f} e^{\sqrt{2} \gamma \delta / \varepsilon}+C \sum_{p>\varepsilon^{-1}}(e \sqrt{2} \gamma \delta)^{p} \leq C_{f} e^{\sqrt{2} \gamma \delta / \varepsilon}+\frac{1}{1-\sqrt{2} \gamma \delta_{0}} \leq C e^{\sqrt{2} \gamma \delta / \varepsilon},
\end{aligned}
$$

where we used Stirling's formula in the form $p!\geq C p^{p} e^{-p}$ and made the tacit assumption that $\delta_{0}$ is so small that $e \sqrt{2} \gamma \delta_{0}<1$ so that the second sum is finite. This proves (3.19).

As $g$ is analytic on $\bar{G}_{1}$ there is a holomorphic extension (also denoted $g$ ) to $\tilde{G}_{1} \subset \mathbb{C} \times \mathbb{C}$. Thus, there are $\eta, \delta_{0}^{\prime}>0$ such that $\forall(x, y) \in \bar{G}_{1}$

$$
\begin{equation*}
\left|g_{i}\left(x+z_{1}, y+z_{2}\right)-g_{i}(x, y)\right| \leq \eta \delta, \quad i=1,2, \quad z_{1}, z_{2} \in \mathbb{C} \text { with }\left|z_{1}\right|,\left|z_{2}\right| \leq \delta \leq \delta_{0}^{\prime} \tag{3.20}
\end{equation*}
$$

For any $0<\delta \leq \min \left(\delta_{0}^{\prime}, \delta_{0} / \eta\right)$ we obtain by Cauchy's integral theorem for derivatives for every $(x, y) \in G_{1}$ and every $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{N}_{0}^{2}$

$$
\begin{aligned}
D^{\alpha}(f \circ g)(x, y) & =-\frac{\alpha!}{4 \pi^{2}} \int_{\left|z_{1}\right|=\delta} \int_{\left|z_{2}\right|=\delta} \frac{(f \circ g)\left(x+z_{1}, y+z_{2}\right)}{z_{1}^{\alpha_{1}+1} z_{2}^{\alpha_{2}+1}} d z_{1} d z_{2}, \\
\left|D^{\alpha}(f \circ g)(x, y)\right|^{2} & \leq \frac{\alpha!^{2}}{4 \pi^{2} \delta^{2|\alpha|+2}} \int_{\left|z_{1}\right|=\delta} \int_{\left|z_{2}\right|=\delta}\left|(f \circ g)\left(x+z_{1}, y+z_{2}\right)\right|^{2}\left|d z_{1}\right|\left|d z_{2}\right| .
\end{aligned}
$$

By (3.20), we can write

$$
g_{1}\left(x+z_{1}, y+z_{2}\right)=g_{1}(x, y)+\zeta_{1}, \quad g_{2}\left(x+z_{1}, y+z_{2}\right)=g_{2}(x, y)+\zeta_{2}
$$

where $\zeta_{1}, \zeta_{2}$ are smooth functions of $x, y, z_{1}, z_{2}$, and $\left|\zeta_{i}\right| \leq \eta \delta, i=1,2$. Integrating over $G_{1}$, we obtain after the smooth change of variables $g(x, y)=\left(x^{\prime}, y^{\prime}\right)$ (note that $\left.0<c_{1} \leq\left|\operatorname{det} g^{\prime}\right| \leq c_{2}<\infty\right)$ and denoting $\zeta_{1}^{\prime}, \zeta_{2}^{\prime}$ the functions corresponding to $\zeta_{1}, \zeta_{2}$ after the change of variables

$$
\begin{aligned}
& \left|D^{\alpha}(f \circ g)(x, y)\right|_{L^{2}\left(G_{1}\right)}^{2} \\
& \leq c_{2} \frac{(\alpha!)^{2}}{4 \pi^{2} \delta^{2}|\alpha|+2} \int_{\left|z_{1}\right|=\delta} \int_{\left|z_{2}\right|=\delta} \int_{G}\left|f\left(x^{\prime}+\zeta_{1}^{\prime}, y^{\prime}+\zeta_{2}^{\prime}\right)\right|^{2} d x^{\prime} d y^{\prime}\left|d z_{1}\right|\left|d z_{2}\right|
\end{aligned}
$$

As $\left|\zeta_{1}^{\prime}\right|,\left|\zeta_{2}^{\prime}\right| \leq \eta \delta$ uniformly in $\left(x^{\prime}, y^{\prime}\right) \in G,\left|z_{1}\right|,\left|z_{2}\right| \leq \delta$, estimate (3.19) yields

$$
\left\|D^{\alpha}(f \circ g)\right\|_{L^{2}\left(G_{1}\right)} \leq C \frac{\alpha!}{\delta|\alpha|} e^{\gamma^{\prime} \eta \delta / \varepsilon} \quad \forall 0<\delta \leq \min \left(\delta_{0}^{\prime}, \delta_{0} / \eta\right)
$$

In order to extract from this estimate the claim of the lemma, we distinguish the cases $|\alpha| \varepsilon$ large and $|\alpha| \varepsilon$ small. If $|\alpha| \varepsilon /\left(\eta \gamma^{\prime}\right)<\min \left(\delta_{0}^{\prime}, \delta_{0} / \eta\right)$, choose $\delta:=|\alpha| \varepsilon /\left(\eta \gamma^{\prime}\right)$ to get with Stirling's formula

$$
\left\|D^{\alpha}(f \circ g)\right\|_{L^{2}\left(G_{1}\right)} \leq C\left(\eta \gamma^{\prime}\right)^{|\alpha|} \sqrt{1+|\alpha|} \varepsilon^{-|\alpha|}
$$

If $|\alpha| \varepsilon /\left(\eta \gamma^{\prime}\right) \geq \min \left(\delta_{0}^{\prime}, \delta_{0} / \eta\right)$, choose $\delta:=\min \left(\delta_{0}^{\prime}, \delta_{0} / \eta\right)$ and observe that this implies $\delta \eta \gamma^{\prime} \varepsilon^{-1} \leq|\alpha|$ to arrive at

$$
\left\|D^{\alpha}(f \circ g)\right\|_{L^{2}\left(G_{1}\right)} \leq C \alpha!\delta^{-|\alpha|} e^{|\alpha|}
$$

which completes the proof of Lemma 3.6.
3.3. Proof of Theorem 3.1. Let $B_{R}\left(x_{0}\right) \subset \Omega$ be a ball of radius $R \leq 1$. Proposition 3.3 yields the existence of $C, K>0$ independent of $\varepsilon, p$ such that for all $p \in \mathbb{N}_{0}$

$$
\left\|\nabla^{p} u_{\varepsilon}\right\|_{L^{2}\left(B_{R / 2}\left(x_{0}\right)\right)} \leq C K^{p} \max \left(p, \varepsilon^{-1}\right)^{p}\left(1+\left\|u_{\varepsilon}\right\|_{L^{2}\left(B_{R}\left(x_{0}\right)\right)}+\varepsilon\left\|\nabla u_{\varepsilon}\right\|_{L^{2}\left(B_{R}\left(x_{0}\right)\right)}\right)
$$

Let us now consider estimates at the boundary. First, we see that we may consider the case of homogeneous Dirichlet data: As the boundary data $g$ is analytic, it can be extended analytically into $\Omega$, e.g., by taking as the extension function the function $G$ defined by

$$
-\Delta G=0 \quad \text { on } \Omega, \quad G=g \quad \text { on } \partial \Omega
$$

As $\partial \Omega$ and $g$ are assumed to be analytic, standard elliptic theory $[8,9]$ gives that $G$ is analytic on a neighborhood of $\bar{\Omega}$. Note that $G$ is independent of $\varepsilon$. The auxiliary function $\tilde{u}=u-G$ solves

$$
\begin{aligned}
-\varepsilon^{2} \Delta \tilde{u}+\tilde{u} & =\tilde{f}:=f+\varepsilon^{2} \Delta G-G=f-G \quad \text { on } \Omega, \\
\tilde{u} & =0 \quad \text { on } \partial \Omega
\end{aligned}
$$

and by the triangle inequality

$$
\left\|\nabla^{p} u\right\|_{L^{2}(B \cap \Omega)} \leq\left\|\nabla^{p} \tilde{u}\right\|_{L^{2}(B \cap \Omega)}+\left\|\nabla^{p} G\right\|_{L^{2}(B \cap \Omega)} \quad \forall p \in \mathbb{N}_{0}
$$

for balls $B$. It suffices therefore to get the desired bounds for $\tilde{u}$.
In order to apply Proposition 3.4, we introduce a mapping to flatten the boundary locally: For $R>0$ and a point $x_{0} \in \partial \Omega$, we introduce the conformal map $\zeta$ which $\operatorname{maps} Q:=\Omega \cap B_{2 R}\left(x_{0}\right)$ conformally onto $G_{2 R}$. The transformed functions $\hat{u}=\tilde{u} \circ \zeta^{-1}$, $\hat{f}=\tilde{f} \circ \zeta^{-1}$ then solve

$$
\begin{aligned}
-\varepsilon^{2} \Delta \hat{u}+\left|\left(\zeta^{-1}\right)^{\prime}\right|^{2} \hat{u} & =\hat{f}\left|\left(\zeta^{-1}\right)^{\prime}\right|^{2} \quad \text { on } G_{2 R}, \\
\hat{u} & =0 \quad \text { on } \partial G_{2 R} \cap\{(x, y) \mid y=0\} .
\end{aligned}
$$

Furthermore, by the analyticity of $\partial \Omega$, the function $\left|\left(\zeta^{-1}\right)^{\prime}\right|^{2}$ is (real) analytic on $G_{2 R}$ and hence Proposition 3.4 is applicable (note that $\tilde{f}$ and hence $\hat{f}\left|\left(\zeta^{-1}\right)^{\prime}\right|^{2}$ are independent of $\varepsilon$ ), and we get the desired estimate for $\hat{u}$, i.e.,

$$
\left\|\nabla^{p} \hat{u}\right\|_{L^{2}\left(G_{R / 2}\right)} \leq C K^{p} \max \left(p, \varepsilon^{-1}\right)^{p}\left(1+\|\hat{u}\|_{L^{2}\left(G_{R}\right)}+\varepsilon\|\nabla \hat{u}\|_{L^{2}\left(G_{R}\right)}\right) \quad \forall p \in \mathbb{N}_{0}
$$

Applying Lemma 3.6 allows us to infer a similar estimate for $\tilde{u}$ :

$$
\left\|\nabla^{p} \tilde{u}\right\|_{L^{2}(B \cap \Omega)} \leq C K^{\prime p} \max \left(p, \varepsilon^{-1}\right)^{p}\left(1+\left\|u_{\varepsilon}\right\|_{L^{2}(Q)}+\varepsilon\left\|\nabla u_{\varepsilon}\right\|_{L^{2}(Q)}\right) \quad \forall p \in \mathbb{N}_{0}
$$

where $B$ is a ball or radius $R^{\prime}>0$ with center $x_{0}$ such that $B_{R^{\prime}} \cap \Omega \subset \zeta^{-1}\left(G_{R / 2}\right)$. The constants $C, K^{\prime}>0$ depend again on $R, f, g$, and the point $x_{0}$ but are independent of $\varepsilon$.

A compactness argument allows us to conclude the proof of the theorem.
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## ON STABILITY OF CONSERVATION LAWS*
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Abstract. We consider the Cauchy problem for systems of PDEs of the general form

$$
u_{t}=P_{0} u+\varepsilon_{1} P_{1} u+\varepsilon_{2} Q(u)+\sum_{j} D_{j} F_{j}(x, t), \quad u=u(x, t)
$$

Here $P_{0}$ has constant coefficients. The terms $\varepsilon_{1} P_{1} u$ and $\varepsilon_{2} Q(u)$ describe linear and nonlinear perturbations, respectively, and $\sum_{j} D_{j} F_{j}(x, t)$ is a forcing term, which decays to zero for $t \rightarrow \infty$. The perturbation terms are assumed to have conservation form. We call the system nonlinearly stable if the solution $u(x, t)$ with $u(x, 0)=0$ remains smooth for all $t \geq 0$ and the maximum norm of $u$ tends to zero for $t \rightarrow \infty$, provided that $\varepsilon_{1}^{2}+\varepsilon_{2}^{2}$ is sufficiently small. In the paper we give sufficient conditions for nonlinear stability.

If the unperturbed system $u_{t}=P_{0} u$ is parabolic, then the Laplace transform technique is satisfactory to derive conditions for nonlinear stability. However, if $u_{t}=P_{0} u$ is hyperbolic or coupled parabolic-hyperbolic, then the Laplace transform technique fails if the perturbation terms are firstorder differential operators. In this case, we combine Laplace transformation for small wave vectors with an energy technique to control the large-wave-number projection of the solution.
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1. Introduction. We consider systems of partial differential equations of the form

$$
\begin{equation*}
u_{t}=P_{0} u+\varepsilon_{1} P_{1} u+\varepsilon_{2} \sum_{j=1}^{d} D_{j} g_{j}(x, t, u)+\sum_{j=1}^{d} D_{j} F_{j}(x, t), \quad x \in \mathbb{R}^{d}, t \geq 0 \tag{1.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
u(x, 0)=0, \quad x \in \mathbb{R}^{d} \tag{1.2}
\end{equation*}
$$

Here $u=u(x, t)$ takes values in $\mathbb{R}^{n}$. The operator $P_{0}$ has constant coefficients,

$$
\begin{aligned}
P_{0} & =\sum_{|\alpha| \leq m} A_{\alpha} D^{\alpha}, \quad A_{\alpha} \in \mathbb{R}^{n \times n} \\
D^{\alpha} & =D_{1}^{\alpha} \ldots D_{d}^{\alpha}, \quad D_{j}=\partial / \partial x_{j}, \quad|\alpha|=\alpha_{1}+\cdots+\alpha_{d}
\end{aligned}
$$

The operator $P_{1}$ has conservation form,

$$
P_{1} u=\sum_{j=1}^{d} D_{j}\left(B_{j}(x, t) u\right)
$$

[^18]with variable coefficients
$$
B_{j}(x, t) \in \mathbb{R}^{n \times n}
$$

The nonlinear functions $g_{j}(x, t, u)$ vanish quadratically at $u=0$. More specific assumptions on $P_{0}, P_{1}, g_{j}(x, t, u)$, and $F_{j}(x, t)$ will be given below. Note that all terms in (1.1) have conservation form, except for a zero-order term in $P_{0}$, which is allowed.

We call (1.1), (1.2) nonlinearly stable if the solution $u(x, t)$ remains smooth for all $t \geq 0$ and the maximum norm $|u(\cdot, t)|_{\infty}$ tends to zero for $t \rightarrow \infty$, provided that $\varepsilon_{1}^{2}+\varepsilon_{2}^{2}$ is sufficiently small. The aim of the paper is to give sufficient conditions on $P_{0}, P_{1}, g_{j}, F_{j}$, which imply nonlinear stability.

Our results can easily be translated into nonlinear stability results for problems with more general initial data than (1.2); see section 4.1.

We now outline the results of our paper. In section 2 we will first assume that the constant coefficient operator $P_{0}$ has the form

$$
P_{0}=\Delta+\sum_{j=1}^{d} A_{j} D_{j}, \quad A_{j} \in \mathbb{R}^{n \times n}
$$

where $\Delta=D_{1}^{2}+\cdots+D_{d}^{2}$ is the Laplacian and where the corresponding system

$$
u_{t}=\sum_{j} A_{j} D_{j} u
$$

is strongly hyperbolic. The linear problem

$$
\begin{equation*}
u_{t}=P_{0} u+\sum_{j} D_{j} F_{j}(x, t), \quad u=0 \text { at } t=0 \tag{1.3}
\end{equation*}
$$

can be discussed by Fourier-Laplace transformation. If

$$
\tilde{u}(\omega, s)=(2 \pi)^{-d / 2} \int_{0}^{\infty} \int_{\mathbb{R}^{d}} e^{-s t} e^{-i \omega \cdot x} u(x, t) d x d t
$$

denotes the Fourier-Laplace transform, then (1.3) becomes

$$
\begin{equation*}
s \tilde{u}=\hat{P}_{0}(\omega) \tilde{u}+i \sum_{j} \omega_{j} \tilde{F} \tag{1.4}
\end{equation*}
$$

Throughout the paper, the derivation of solution estimates for small $|\omega|$ (long wavelengths) and large $|\omega|$ (short wavelengths) will proceed quite differently. We therefore decompose

$$
\tilde{u}=\tilde{u}^{I}+\tilde{u}^{I I}
$$

with

$$
\tilde{u}^{I}(\omega, s)= \begin{cases}\tilde{u}(\omega, s) & \text { if }|\omega| \leq 1  \tag{1.5}\\ 0 & \text { if } \quad|\omega|>1\end{cases}
$$

and obtain a corresponding decomposition of $u$,

$$
u(x, t)=u^{I}(x, t)+u^{I I}(x, t)
$$

by inverting the Fourier-Laplace transform. (Note that the time dependence is irrelevant in determining the decomposition $u=u^{I}+u^{I I}$. The decomposition is well defined for any $L_{2}$-function $u=u(x)$.) For operators

$$
\begin{equation*}
P_{0}=\Delta+\sum_{j} A_{j} D_{j} \tag{1.6}
\end{equation*}
$$

solution estimates for the linear problem (1.3) can then be derived from the transformed equation (1.4). The estimate is stated in Theorem 2.1. To discuss the nonlinear problem (1.1), it suffices to apply the linear estimate with $F_{j}$ replaced by

$$
F_{j}+\varepsilon_{1} B_{j} u+\varepsilon_{2} g_{j}(x, t, u)
$$

Then, using nothing more than Sobolev inequalities, we obtain nonlinear stability. The details are given in Theorem 2.2. At the end of section 2 we briefly discuss how to extend the results to more general parabolic systems (1.1).

In section 3 we drop the assumption that $u_{t}=P_{0} u$ is parabolic and consider a general constant coefficient operator $P_{0}=\sum_{|\alpha| \leq m} A_{\alpha} D^{\alpha}$. We then formulate our assumptions on $P_{0}$ in terms of its symbol,

$$
\hat{P}_{0}(\omega)=\sum_{|\alpha| \leq m} A_{\alpha}\left(i \omega_{1}\right)^{\alpha_{1}} \cdots\left(i \omega_{d}\right)^{\alpha_{d}}, \quad \omega \in \mathbb{R}^{d}
$$

A main assumption will be the following eigenvalue condition.
Assumption 1. There is a constant $c_{0}>0$ such that

$$
\operatorname{Re} \lambda \leq \begin{cases}-c_{0}|\omega|^{2} & \text { if }|\omega| \leq 1 \\ -c_{0} & \text { if }|\omega| \geq 1\end{cases}
$$

for all eigenvalues $\lambda$ of $\hat{P}_{0}(\omega)$.
For the other assumptions, see section 3 . Clearly, for the operator $P_{0}=\Delta+$ $\sum_{j} A_{j} D_{j}$ discussed in section 2 , one has

$$
\operatorname{Re} \lambda=-|\omega|^{2} \quad \text { for all } \quad \lambda \in \sigma\left(\hat{P}_{0}(\omega)\right)
$$

without restricting $|\omega|$. In Assumption 1 such a behavior of $\operatorname{Re} \lambda$ is required for small $|\omega|$ but not for large $|\omega|$. Therefore, the assumptions on $P_{0}$ in section 3 allow for systems $u_{t}=P_{0} u$, which are coupled parabolic-hyperbolic or strongly hyperbolic with suitable zero-order terms. (In the appendix we give sufficient conditions which imply all the requirements on $P_{0}$ of section 3.)

Since the upper bound

$$
\operatorname{Re} \lambda \leq-c_{0}<0 \quad \text { for all } \quad \lambda \in \sigma\left(\hat{P}_{0}(\omega)\right), \quad|\omega| \geq 1
$$

on $\operatorname{Re} \lambda$ in Assumption 1 does not tend to $-\infty$ for $|\omega| \rightarrow \infty$, the perturbation terms

$$
\begin{equation*}
\varepsilon_{1} \sum_{j} D_{j}\left(B_{j} u\right)+\varepsilon_{2} \sum_{j} D_{j} g_{j}(x, t, u) \tag{1.7}
\end{equation*}
$$

cannot be treated as forcing terms anymore for large $|\omega|$, because they are unbounded operators in $L_{2}$. Instead, to derive estimates for the large- $|\omega|$ part $u^{I I}$ of the solution, we will employ an energy estimate and consider

$$
\frac{d}{d t}\left\|u^{I I}(\cdot, t)\right\|_{\mathcal{H}}^{2}
$$

Here the $\mathcal{H}$-norm will be determined by an inner product

$$
(u, v)_{\mathcal{H}}=\int_{\mathbb{R}^{d}} \hat{u}^{*}(\omega) H(\omega) \hat{v}(\omega) d \omega
$$

where

$$
\hat{u}(\omega)=(2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}} e^{-i \omega \cdot x} u(x) d x
$$

is the Fourier transform and where $H(\omega)$ is a symmetrizer for $\hat{P}_{0}(\omega)$. The main idea, then, of section 3 is to combine the Laplace transform technique for $|\omega| \leq 1$ with energy estimates for $|\omega|>1$.

Remark. One can try, of course, to use an energy technique for the small-| $\omega \mid$ part of the solution as well. However, since generally $\operatorname{Re} \lambda \approx-c_{0}|\omega|^{2}$ for $\lambda \in \sigma(\hat{P}(\omega))$ if $|\omega|$ is small, there is no exponential decay in time which is uniform in $|\omega|$. This is a well-known difficulty, and there are approaches different from ours to deal with it. See, for example, [2] and [5].

In section 3 , we assume that the symmetrizer $H(\omega)$ will only depend on the symbol $\hat{P}_{0}(\omega)$ of the constant coefficient operator $P_{0}$ and will tend to the identity for $|\omega| \rightarrow \infty$,

$$
\begin{equation*}
|H(\omega)-I| \leq \frac{\text { const. }}{|\omega|}, \quad|\omega| \geq 1 \tag{1.8}
\end{equation*}
$$

(For such a condition, see [1].) Then, to treat the perturbation terms (1.7), we will assume that the matrices $B_{j}(x, t)$ and $g_{j u}(x, t, u)$ are symmetric.

Symmetrizers and energy estimates can be used more generally; see, for example, [4]. Also, the combination of the Laplace transform technique for $|\omega| \leq 1$ with an energy technique for $|\omega|>1$ does not depend on the specific properties of $H(\omega)$ in section 3 . Therefore, condition (1.8) as well as the symmetry assumptions for $B_{j}$ and $g_{j u}$ can be modified. We formulate a corresponding result in section 4 as a conjecture. Details will be provided in a forthcoming paper.

## Notations.

1. 

$$
|u|^{2}=\sum_{j}\left|u_{j}\right|^{2}: \quad \text { Euclidean norm }
$$

2. 

$$
|A|=\max \{|A u|:|u|=1\}: \quad \text { corresponding matrix norm; }
$$

3. 

$$
\hat{u}(\omega)=(2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}} e^{-i \omega \cdot x} u(x) d x: \quad \text { Fourier transform; }
$$

4. 

$$
u=u^{I}+u^{I I} \text { where } \hat{u}^{I}(\omega)=\left\{\begin{array}{ll}
\hat{u}(\omega) & \text { if }|\omega| \leq 1, \\
0 & \text { if }|\omega|>1
\end{array}:\right.
$$

decomposition of $u$ into a small-wave--vector projection $u^{I}$ and a large-wavevector projection $u^{I I}$;
5.
$\tilde{u}(\omega, s)=(2 \pi)^{-d / 2} \int_{0}^{\infty} \int_{\mathbb{R}^{d}} e^{-s t} e^{-i \omega \cdot x} u(x, t) d x d t: \quad$ Fourier-Laplace transform;
6.

$$
(u, v)=\int_{\mathbb{R}^{d}} u^{*}(x) v(x) d x=\int_{\mathbb{R}^{d}} \hat{u}^{*}(\omega) \hat{v}(\omega) d \omega:
$$

$L_{2}$-inner product of $u, v \in L_{2}\left(\mathbb{R}^{d}, \mathbb{R}^{n}\right) ;$
7.

$$
(u, v)_{\mathcal{H}}=\int_{\mathbb{R}^{d}} \hat{u}^{*}(\omega) H(\omega) \hat{v}(\omega) d \omega:
$$

modified inner product determined by symmetrizer $H(\omega)$;
8.

$$
\|u\|^{2}=(u, u), \quad\|u\|_{\mathcal{H}}^{2}=(u, u)_{\mathcal{H}}: \quad \text { corresponding norms; }
$$

9. 

$$
\|u\|_{H^{p}}^{2}=\sum_{|\alpha| \leq p}\left\|D^{\alpha} u\right\|^{2}, \quad\|u\|_{p, \mathcal{H}}^{2}=\sum_{|\alpha| \leq p}\left\|D^{\alpha} u\right\|_{\mathcal{H}}^{2}:
$$

Sobolev and modified Sobolev norm;
10.

$$
M(F, T)=\sum_{j}\left(\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|F_{j}(x, t)\right| d x d t\right)^{2}: \quad \text { square of } L_{1} \text {-norm; }
$$

11. 

$$
\|B B\|^{2}=\int_{0}^{\infty} \int_{\mathbb{R}^{d}}|B(x, t)|^{2} d x d t: \quad L_{2} \text {-norm over space-time; }
$$

12. 

$$
\sigma(A)=\text { set of eigenvalues of } A
$$

13. 

$$
\operatorname{Re} A=\frac{1}{2}\left(A+A^{*}\right): \quad \text { symmetric part of matrix } A ;
$$

14. 

$$
|\cdot|_{\infty}: \quad \text { sup-norm. }
$$

2. The parabolic case. In this section we first assume that $P_{0}$ has the form

$$
P_{0}=\Delta+\sum_{j=1}^{d} A_{j} D_{j}, \quad A_{j} \in \mathbb{R}^{n \times n}
$$

where the system $u_{t}=\sum_{j} A_{j} D_{j} u$ is strongly hyperbolic. That is, we make the following assumption.

Assumption 2. There is a constant $C>0$ and, for each $\omega \in \mathbb{R}^{d}$ with $|\omega|=1$, there is a transformation $S(\omega) \in \mathbb{C}^{n \times n}$ such that
a) $|S(\omega)|+\left|S^{-1}(\omega)\right| \leq C$;
b) $S^{-1}(\omega)\left(\sum_{j} \omega_{j} A_{j}\right) S(\omega)$ is real, diagonal.

At the end of the section, we consider more general operators $P_{0}$ for which $u_{t}=$ $P_{0} u$ is parabolic. Next, we list our assumptions on the coefficients

$$
B_{j}(x, t), g_{j}(x, t, u), F_{j}(x, t), \quad j=1, \ldots, d
$$

Assumption 3.
a) $B_{j}(x, t), \quad g_{j}(x, t, u), \quad F_{j}(x, t)$ are $C^{\infty}$-functions defined for $x \in \mathbb{R}^{d}$, $t \geq 0, u \in \mathbb{R}^{n}$
b) $F_{j}(x, 0) \equiv 0$;
c) $\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\left|F_{j}(x, t)\right| d x d t<\infty$;
d) for all $p=0,1, \ldots$, we have that

$$
\int_{0}^{\infty}\left\{\|F(\cdot, t)\|_{H^{p}}^{2}+\left\|F_{t}(\cdot, t)\right\|_{H^{p}}^{2}\right\} d t<\infty
$$

e) $\int_{0}^{\infty}\left\|B_{j}(\cdot, t)\right\|^{2} d t<\infty$;
f) for all $\alpha$, there is $C_{\alpha}$ with

$$
\left|D^{\alpha} B_{j}(x, t)\right|+\left|D^{\alpha} B_{j t}(x, t)\right| \leq C_{\alpha} \quad \text { for } \quad x \in \mathbb{R}^{d}, t \geq 0
$$

g) for all $\alpha, \beta$ and $L>0$, there is $C(\alpha, \beta, L)$ with

$$
\begin{array}{r}
\left|D_{x}^{\alpha} D_{u}^{\beta} g(x, t, u)\right|+\left|D_{x}^{\alpha} D_{u}^{\beta} g_{t}(x, t, u)\right| \leq C(\alpha, \beta, L) \\
\text { for } \quad x \in \mathbb{R}^{d}, t \geq 0,|u| \leq L
\end{array}
$$

h) for all $L>0$, there is $C_{L}$ with

$$
|g(x, t, u)| \leq C_{L}|u|^{2} \quad \text { for } x \in \mathbb{R}^{d}, t \geq 0,|u| \leq L
$$

i) for all $\alpha$ and all $L>0$, there is $C(\alpha, L)$ with

$$
\begin{array}{r}
\left|D_{x}^{\alpha} g_{j}(x, t, u)\right|+\left|D_{x}^{\alpha} g_{j t}(x, t, u)\right|+\left|D_{x}^{\alpha} g_{j u}(x, t, u)\right| \leq C(\alpha, L)|u| \\
\text { for } \quad x \in \mathbb{R}^{d}, t \geq 0,|u| \leq L
\end{array}
$$

Remark. These assumptions might seem very restrictive, but they can often be realized by simple transformations; see the discussion in section 4. The assumption $u(x, 0)=F_{j}(x, 0) \equiv 0$ is convenient since we will use the Laplace transformation.

We first consider the problem (1.1), (1.2) with $\varepsilon_{1}=\varepsilon_{2}=0$ and show the following estimate of $u$ in terms of $F$.

Theorem 2.1. Consider the equation $u_{t}=P_{0} u+\sum_{j} D_{j} F_{j}(x, t), u=0$ at $t=0$, under Assumptions $2-3$. Then, for any $p=1,2, \ldots$ there is a constant $R_{p}$, independent of $T$ and $F$, such that

$$
\begin{equation*}
\int_{0}^{T}\left\{\|u\|_{H^{p}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\} d t \leq R_{p}\left\{M(F, T)+\int_{0}^{T}\left\{\|F\|_{H^{p-1}}^{2}+\left\|F_{t}\right\|_{H^{p-1}}^{2}\right\} d t\right\} \tag{2.1}
\end{equation*}
$$

Here

$$
M(F, T)=\sum_{j}\left(\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|F_{j}(x, t)\right| d x d t\right)^{2}
$$

Proof.

1) Fourier-Laplace transformation yields

$$
\begin{equation*}
s \tilde{u}=\hat{P}_{0}(\omega) \tilde{u}+i \sum_{j} \omega_{j} \tilde{F}_{j}, \quad \omega \in \mathbb{R}^{d}, s=\eta+i \xi \tag{2.2}
\end{equation*}
$$

We decompose

$$
\tilde{u}=\tilde{u}^{I}+\tilde{u}^{I I}
$$

where $\tilde{u}^{I}(\omega, s)=\tilde{u}(\omega, s)$ for $|\omega| \leq 1$ and $\tilde{u}^{I}(\omega, s)=0$ for $|\omega|>1$. Clearly,

$$
\hat{P}_{0}=-|\omega|^{2} I+i \sum_{j} \omega_{j} A_{j}
$$

For $\omega \neq 0$, let $\omega^{0}=\omega /|\omega|$ and use the transformation $S=S\left(\omega^{0}\right)$ of Assumption 2 to obtain

$$
S^{-1}\left(s I-\hat{P}_{0}\right) S=\left(s+|\omega|^{2}\right) I-i \Lambda
$$

Here $\Lambda=\operatorname{diag}\left(\lambda_{k}\right)$ contains the real eigenvalues of $\sum_{j} \omega_{j} A_{j}$ as diagonal entries. From (2.2) we find that

$$
\begin{align*}
|\tilde{u}|^{2} & \leq\left|\left(s I-\hat{P}_{0}\right)^{-1}\right|^{2}|\omega|^{2}|\tilde{F}|^{2} \\
& \leq C_{1}|\omega|^{2}|\tilde{F}|^{2} \sum_{k=1}^{n} \frac{1}{\left(\eta+|\omega|^{2}\right)^{2}+\left(\xi-\lambda_{k}\right)^{2}} \tag{2.3}
\end{align*}
$$

with $s=\eta+i \xi, \eta \geq 0$. Here

$$
\begin{aligned}
|\tilde{F}(\omega, s)|^{2} & =\sum_{j}\left|\tilde{F}_{j}(\omega, s)\right|^{2} \\
\tilde{F}_{j}(\omega, s) & =(2 \pi)^{-d / 2} \int_{0}^{\infty} \int_{\mathbb{R}^{d}} e^{-s t-i \omega \cdot x} F_{j}(x, t) d x d t
\end{aligned}
$$

and therefore,

$$
|\tilde{F}(\omega, s)|^{2} \leq C_{2} M(F, \infty) \quad \text { for } \quad s=\eta+i \xi, \eta \geq 0
$$

For $|\omega| \leq 1$ we obtain from (2.3), using Parseval's relation,

$$
\begin{aligned}
\int_{0}^{\infty} e^{-2 \eta t}\left\|u^{I}\right\|^{2} d t & =\frac{1}{2 \pi} \int_{|\omega| \leq 1} \int_{-\infty}^{\infty}|\tilde{u}(\omega, \eta+i \xi)|^{2} d \xi d \omega \\
& \leq C_{3} M(F, \infty) \sum_{k=1}^{n} I_{k}
\end{aligned}
$$

with

$$
I_{k}=\int_{|\omega| \leq 1} \int_{-\infty}^{\infty} \frac{|\omega|^{2}}{\left(\eta+|\omega|^{2}\right)^{2}+\left(\xi-\lambda_{k}\right)^{2}} d \xi d \omega
$$

It is crucial that the integrals $I_{k}$ are finite for $\eta \geq 0$. In fact, for $\eta=0$,

$$
I_{k}=\int_{|\omega| \leq 1} \int_{-\infty}^{\infty} \frac{|\omega|^{2}}{|\omega|^{4}+\xi^{2}} d \xi d \omega=\int_{|\omega| \leq 1} \int_{-\infty}^{\infty} \frac{d \xi^{\prime}}{1+\left(\xi^{\prime}\right)^{2}} d \omega<\infty
$$

This shows that, for $\eta=0$,

$$
\int_{0}^{\infty}\left\|u^{I}\right\|^{2} d t \leq C_{4} M(F, \infty)
$$

To estimate space derivatives $D^{\alpha} u^{I}$, just note that

$$
\left.\mid \widetilde{\left(D^{\alpha} u^{I}\right.}\right)(\omega, s)\left|\leq|\omega|^{|\alpha|}\right| u^{I}(\omega, s)\left|\leq\left|u^{I}(\omega, s)\right|\right.
$$

Then Parseval's relation implies, as above,

$$
\int_{0}^{\infty}\left\|u^{I}\right\|_{H^{p}}^{2} d t \leq C_{5} M(F, \infty), \quad C_{5}=C_{5}(p)
$$

Also, using (2.2), we obtain that

$$
\left|\tilde{u}_{t}^{I}\right|=\left|s \tilde{u}^{I}\right| \leq C\left\{\left|\tilde{u}^{I}\right|+|\tilde{F}|\right\}, \quad|\omega| \leq 1
$$

and a similar estimate holds for $\left|\left(\widetilde{D^{\alpha} u_{t}^{I}}\right)\right|$. Therefore,

$$
\int_{0}^{\infty}\left\|u_{t}^{I}\right\|_{H^{p}}^{2} d t \leq C_{6}\left\{M(F, \infty)+\int_{0}^{\infty}\|F\|^{2} d t\right\}, \quad C_{6}=C_{6}(p)
$$

2) It remains to estimate $u^{I I}$, i.e., to consider (2.2) for $|\omega| \geq 1$. Clearly, we obtain from (2.3), for $\eta=0$,

$$
\left(|\omega|^{2}+1\right)\left|\tilde{u}^{I I}\right|^{2} \leq C_{7}|\tilde{F}|^{2}, \quad|\omega| \geq 1
$$

Then Parseval's relation yields

$$
\int_{0}^{\infty}\left\|u^{I I}\right\|_{H^{1}}^{2} d t \leq C_{8} \int_{0}^{\infty}\|F\|^{2} d t
$$

Also, we can apply $D^{\alpha}$ and $D^{\alpha} \partial / \partial t$ to the given differential equation and obtain a corresponding estimate for $D^{\alpha} u^{I I}$ and for $D^{\alpha} u_{t}^{I I}$. Thus, our estimates show that (2.1) holds for $T=\infty$. Since values of $F(x, t)$ for $t>T$ do not affect the solution $u(x, t)$ for $t \leq T$, we can replace $T=\infty$ by for any finite $T$.

Remark. Global existence for the linear problem considered here is well known, and the solution can grow at most exponentially. Therefore, the formal process of Laplace transformation in $t$ is justified for $s=\eta+i \xi$ if $\eta \geq \eta_{0}, \eta_{0}$ sufficiently large. Then, in inverting the Laplace transformation, our estimates show that no singularities are encountered for $\eta \geq 0$, and, therefore, the contour of integration can be deformed to $\eta=0$. This justifies the formal use of the Laplace transform in $t$ and the choice $\eta=0$ in deriving solution estimates.

Now consider the nonlinear problem (1.1) with $P_{0}=\Delta+\sum_{j} A_{j} D_{j}$ and recall Assumptions 2 and 3 . For any choice of $\varepsilon_{1}, \varepsilon_{2}$, there is a local solution $u(x, t)=$ $u\left(x, t, \varepsilon_{1}, \varepsilon_{2}\right)$, which is $C^{\infty}$-smooth in a maximal interval

$$
0 \leq t<\bar{T}=\bar{T}\left(\varepsilon_{1}, \varepsilon_{2}\right)
$$

We will show that $\bar{T}\left(\varepsilon_{1}, \varepsilon_{2}\right)=\infty$ if $\varepsilon_{1}^{2}+\varepsilon_{2}^{2}$ is sufficiently small. Furthermore, we will show that the solution tends to zero as $t \rightarrow \infty$.

ThEOREM 2.2. Consider (1.1), (1.2) where $P_{0}=\Delta+\sum_{j} A_{j} D_{j}$, and recall $A s$ sumptions 2 and 3 . There exists $\varepsilon_{0}>0$ such that the solution is $C^{\infty}$ for all $t \geq 0$ if

$$
\varepsilon_{1}^{2}+\varepsilon_{2}^{2} \leq \varepsilon_{0}
$$

Furthermore,

$$
\lim _{t \rightarrow \infty}|u(\cdot, t)|_{\infty}=0
$$

Proof. Choose a large constant $\kappa$. (We will see below that the choice

$$
\begin{equation*}
\kappa=1+2 R_{p}\left\{M(F, \infty)+\int_{0}^{\infty}\left\{\|F\|_{H^{p-1}}^{2}+\left\|F_{t}\right\|_{H^{p-1}}^{2}\right\} d t\right\} \tag{2.4}
\end{equation*}
$$

is sufficient. Here $p=d+2$ and $d$ is the number of space dimensions.)
Fix $\varepsilon_{1}, \varepsilon_{2}$ and let $u=u\left(x, t, \varepsilon_{1}, \varepsilon_{2}\right)$ denote the solution of (1.1), (1.2). Assume first that there is a finite time $T=T\left(\kappa, \varepsilon_{1}, \varepsilon_{2}\right)$ with

$$
\begin{equation*}
\int_{0}^{T}\left\{\|u\|_{H^{p}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\} d t=\kappa \tag{2.5}
\end{equation*}
$$

Set

$$
\left|D^{\alpha} u\right|_{\infty, T}=\sup _{x \in \mathbb{R}^{d}, 0 \leq t \leq T}\left|D^{\alpha} u(x, t)\right|
$$

By Sobolev's inequality, there is a constant $C$, independent of $T$, such that

$$
\begin{equation*}
\left|D^{\alpha} u\right|_{\infty, T}^{2} \leq C \kappa \quad \text { if } \quad|\alpha|+\frac{d}{2}<p \tag{2.6}
\end{equation*}
$$

(Here we have used that

$$
\max _{0 \leq t \leq T}|v(t)|^{2} \leq C \int_{0}^{T}\left\{|v(t)|^{2}+\left|v_{t}(t)\right|^{2}\right\} d t
$$

with $C$ independent of $T$ if $v(0)=0$.) Now apply Theorem 2.1 with $F_{j}$ replaced by

$$
F_{j}+\varepsilon_{1} B_{j} u+\varepsilon_{2} G_{j}, \quad G_{j}(x, t)=g_{j}(x, t, u(x, t))
$$

Then (2.5) and Theorem 2.1 yield

$$
\begin{aligned}
\kappa \leq & R_{p} M\left(F+\varepsilon_{1} B u+\varepsilon_{2} G, T\right) \\
& +R_{p} \int_{0}^{T}\left\{\left\|F+\varepsilon_{1} B u+\varepsilon_{2} G\right\|_{H^{p-1}}^{2}+\left\|\left(F+\varepsilon_{1} B u+\varepsilon_{2} G\right)_{t}\right\|_{H^{p-1}}^{2}\right\} d t \\
\leq & 2 R_{p}\left\{M(F, T)+\int_{0}^{T}\left\{\|F\|_{H^{p-1}}^{2}+\left\|F_{t}\right\|_{H^{p-1}}^{2}\right\} d t\right\} \\
& +4 \varepsilon_{1}^{2} R_{p} M(B u, T)+4 \varepsilon_{2}^{2} R_{p} M(G, T) \int_{0}^{T}\left\{\|B u\|_{H^{p-1}}^{2}+\left\|(B u)_{t}\right\|_{H^{p-1}}^{2}\right\} d t \\
& +4 \varepsilon_{2}^{2} R_{p} \int_{0}^{T}\left\{\|G\|_{H^{p-1}}^{2}+\left\|G_{t}\right\|_{H^{p-1}}^{2}\right\} d t .
\end{aligned}
$$

It remains to show that all terms multiplied by $\varepsilon_{1}^{2}$ or $\varepsilon_{2}^{2}$ can be controlled in terms of $\kappa$, if $\kappa$ and $T$ are related by (2.5). Then, by choosing $\kappa$ as in (2.4) and making $\varepsilon_{1}^{2}+\varepsilon_{2}^{2}$ small, we arrive at a contradiction to (2.4). This contradiction shows that a finite $T$ with (2.5) cannot exist, and, therefore,

$$
\int_{0}^{T}\left\{\|u\|_{H^{p}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\} d t<\kappa, \quad T \geq 0
$$

Then standard arguments show that the solution exists and is $C^{\infty}$ for all $t \geq 0$.
We now treat the terms multiplied by $\varepsilon_{j}^{2}$ on the right side of the above estimate of $\kappa$ separately. We have

$$
\left\{\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|B_{j}(x, t)\right||u(x, t)| d x d t\right\}^{2} \leq C_{B} \int_{0}^{T} \int_{\mathbb{R}^{d}}|u(x, t)|^{2} d x d t \leq C_{B} \kappa
$$

using Assumption 3e. Furthermore, by Leibnitz' rule,

$$
D^{\alpha}\left(B_{j} u\right)=\sum_{\beta \leq \alpha} c_{\alpha \beta}\left(D^{\alpha-\beta} B_{j}\right) D^{\beta} u
$$

where

$$
\sup _{x, t}\left|D^{\alpha-\beta} B_{j}(x, t)\right| \leq \text { const. }
$$

by Assumption 3f. Therefore,

$$
\int_{0}^{T}\|B u\|_{H^{p-1}}^{2} d t \leq C_{B} \kappa
$$

and similarly,

$$
\int_{0}^{T}\left\|(B u)_{t}\right\|_{H^{p-1}}^{2} d t \leq C_{B} \kappa
$$

We now treat the nonlinear terms and recall

$$
G_{j}(x, t)=g_{j}(x, t, u(x, t))
$$

First note that

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|G_{j}(x, t)\right| d x d t \leq C \int_{0}^{T} \int_{\mathbb{R}^{d}}|u(x, t)|^{2} d x d t \leq C \kappa
$$

where we have used that $g_{j}$ vanishes quadratically at $u=0$. This implies $M(G, T) \leq$ $C_{1} \kappa^{2}$.

Now consider $\int_{0}^{T}\|G\|_{H^{p-1}}^{2} d t$, and let $\alpha$ be a multi-index with $|\alpha| \leq p-1$. Then $D^{\alpha} g_{j}(x, t, u(x, t))$ is a sum of terms

$$
\begin{equation*}
\varphi_{j}(x, t, \alpha, \sigma) D^{\sigma_{1}} u \cdots D^{\sigma_{r}} u \tag{2.7}
\end{equation*}
$$

where $\sigma_{1}, \ldots, \sigma_{r}$ are multi-indices with

$$
\left|\sigma_{1}\right|+\cdots+\left|\sigma_{r}\right| \leq|\alpha| \leq p-1
$$

the function $\varphi_{j}$ is a partial derivative of $g_{j}$ evaluated at $(x, t, u(x, t))$. The index $r$ satisfies $0 \leq r \leq p-1$. Since $|u|_{\infty, T}^{2} \leq C \kappa$ by (2.6), we have

$$
\sup _{x, 0 \leq t \leq T}\left|\varphi_{j}\right| \leq C_{0}(\kappa) .
$$

Consider a term (2.7) and first assume $1 \leq r \leq p-1$. By (2.6),

$$
\left|D^{\sigma_{j}} u\right|_{\infty, T} \leq C_{0}(\kappa) \quad \text { if } \quad\left|\sigma_{j}\right|+\frac{d}{2}<p,
$$

and we say that $D^{\sigma_{j}} u$ is estimated in sup-norm in terms of $\kappa$. Suppose there are two factors in (2.7), $D^{\sigma_{1}} u$ and $D^{\sigma_{2}} u$, say, which cannot be estimated in sup-norm in terms of $\kappa$. Then we have

$$
\left|\sigma_{1}\right|+\frac{d}{2} \geq p \quad \text { and } \quad\left|\sigma_{2}\right|+\frac{d}{2} \geq p
$$

thus,

$$
p-1+d \geq\left|\sigma_{1}\right|+\left|\sigma_{2}\right|+d \geq 2 p
$$

But this implies $p \leq d-1$, which contradicts our choice of $p=d+2$. We conclude that each factor in (2.7), except at most one, can be estimated in sup-norm in terms of $\kappa$. Therefore,

$$
\left\|\varphi_{j} D^{\sigma_{1}} u \cdots D^{\sigma_{r}} u\right\| \leq C_{0}(\kappa)\|u\|_{H^{p-1}} .
$$

If $r=0$ in (2.7), then

$$
\varphi_{j}=D_{x}^{\alpha} g_{j}(x, t, u),
$$

and Assumption 3i implies

$$
\left|\varphi_{j}\right| \leq C|u| .
$$

These arguments show that

$$
\int_{0}^{T}\|G\|_{H^{p-1}}^{2} d t \leq C_{1}(\kappa)
$$

Now consider

$$
\int_{0}^{T}\left\|G_{t}\right\|_{H^{p-1}}^{2} d t
$$

Since $G_{j}(x, t)=g_{j}(x, t, u(x, t))$ we have

$$
G_{j t}=g_{j t}+g_{j u} u_{t}
$$

and, therefore,

$$
D^{\alpha} G_{j t}=D^{\alpha} g_{j t}+D^{\alpha}\left(g_{j u} u_{t}\right) .
$$

The term $D^{\alpha} g_{j t}$ is treated in the same way as $D^{\alpha} g_{j}$ above. Finally, $D^{\alpha}\left(g_{j u} u_{t}\right)$ is a sum of terms

$$
\begin{equation*}
\psi_{j}(x, t, \alpha, \sigma) D^{\sigma_{1}} u \cdots D^{\sigma_{r}} u D^{\beta} u_{t} \tag{2.8}
\end{equation*}
$$

with $\left|\sigma_{1}\right|+\cdots+\left|\sigma_{r}\right|+|\beta| \leq|\alpha| \leq p-1$. The function $\psi_{j}$ is a derivative of $g_{j u}$ evaluated at $(x, t, u(x, t))$. First let

$$
\begin{equation*}
|\beta|+2+\frac{d}{2}<p \tag{2.9}
\end{equation*}
$$

Then we use the differential equation (1.1) to express $D^{\beta} u_{t}$ in terms of space derivatives of $u$ of order $\leq|\beta|+2$. Since (2.9) is assumed, all these space derivatives can be bounded in sup-norm in terms of $\kappa$. Therefore,

$$
\left|D^{\beta} u_{t}\right|_{\infty, T} \leq C(\kappa) \quad \text { if } \quad|\beta|+2+\frac{d}{2}<p
$$

If $|\beta|+2+\frac{d}{2} \geq p$ and $\left|\sigma_{1}\right|+\frac{d}{2} \geq p$, say, then

$$
p+1+d \geq|\beta|+\left|\sigma_{1}\right|+2+d \geq 2 p
$$

But this implies $p \leq d+1$, which contradicts our choice $p=d+2$. Thus, if $|\beta|+2+\frac{d}{2} \geq$ $p$, then $\left|\sigma_{j}\right|+\frac{d}{2}<p$, and, consequently, all terms $D^{\sigma_{j}} u$ in (2.8) are bounded in supnorm in terms of $\kappa$. Also, if $r=0$ in (2.8), then $\psi_{j}$ is a space derivative $D_{x}^{\gamma} g_{j u}(x, t, u)$, and we use

$$
\left|D_{x}^{\gamma} g_{j u}(x, t, u)\right| \leq C|u| .
$$

These arguments show that

$$
\left\|\psi_{j} D^{\sigma_{1}} u \cdots D^{\sigma_{r}} u D^{\beta} u_{t}\right\|^{2} \leq C_{2}(\kappa)\left\{\|u\|_{H^{p}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\}
$$

and therefore,

$$
\int_{0}^{T}\left\|G_{t}\right\|_{H^{p-1}}^{2} d t \leq C_{3}(\kappa)
$$

To summarize, we define $\kappa$ by (2.4) with $p=d+2$. If we assume that there is a finite $T=T\left(\kappa, \varepsilon_{1}, \varepsilon_{2}\right)$ with (2.5), then our linear estimate (Theorem 2.1) yields

$$
\kappa \leq C(\kappa)\left(\varepsilon_{1}^{2}+\varepsilon_{2}^{2}\right)+2 R_{p}\left\{M(F, T)+\int_{0}^{T}\left\{\|F\|_{H^{p-1}}^{2}+\left\|F_{t}\right\|_{H^{p-1}}^{2}\right\} d t\right\}
$$

Choosing $\varepsilon_{1}^{2}+\varepsilon_{2}^{2} \leq \varepsilon_{0}$ with $\varepsilon_{0}=1 /(2 C(\kappa))$, we arrive at a contradiction to (2.4). Therefore, if $\varepsilon_{1}^{2}+\varepsilon_{2}^{2} \leq \varepsilon_{0}$, then

$$
\int_{0}^{\infty}\left\{\|u\|_{H^{p}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\} d t<\infty
$$

Consequently,

$$
\max _{T \leq t<\infty}|u(\cdot, t)|_{\infty}^{2} \leq C \int_{T}^{\infty}\left\{\|u\|_{H^{p}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\} d t \rightarrow 0 \text { as } T \rightarrow \infty
$$

and in particular,

$$
\lim _{t \rightarrow \infty}|u(\cdot, t)|_{\infty}=0
$$

This proves Theorem 2.2.
Remark. Throughout the paper, we do not try to minimize smoothness assumptions. In the definition of $\kappa$ by (2.4) the choice $p=d+2$ can be improved if one uses Hölder's inequality and a Gagliardo-Nirenberg inequality instead of Sobolev's inequality; see, for example, [1].

Generalization. It is not difficult to extend the results of this section to more general parabolic systems. Consider (1.1), (1.2) where $P_{0}$ is a constant coefficient operator

$$
P_{0}=\sum_{|\alpha| \leq m} A_{\alpha} D^{\alpha}, \quad A_{\alpha} \in \mathbb{R}^{n \times n}
$$

and assume that its symbol

$$
\hat{P}_{0}(\omega)=\sum_{|\alpha| \leq m} A_{\alpha}\left(i \omega_{1}\right)^{\alpha_{1}} \cdots\left(i \omega_{d}\right)^{\alpha_{d}}, \quad \omega \in \mathbb{R}^{d}
$$

satisfies the following two conditions.

1. There is a constant $C_{0}$ such that

$$
\left|e^{\hat{P}_{0}(\omega) t}\right| \leq C_{0}
$$

for all $\omega \in \mathbb{R}^{d}$ and all $t \geq 0$.
2. There is a constant $c_{0}>0$ such that

$$
\operatorname{Re} \lambda \leq-c_{0}|\omega|^{2}
$$

for all $\lambda \in \sigma\left(\hat{P}_{0}(\omega)\right)$ and all $\omega \in \mathbb{R}^{d}$.
If, in addition, the terms $B_{j}, g_{j}, F_{j}$ satisfy our general Assumption 3, then the result formulated in Theorem 2 is valid. To prove this, it suffices to show that the solution of the linear problem

$$
u_{t}=P_{0} u+\sum_{j} D_{j} F_{j}
$$

satisfies the estimate (2.1). By the Kreiss' matrix theorem [3], there is a transformation $S=S(\omega)$ with

$$
\begin{gathered}
S^{-1} \hat{P}_{0} S=\left(\begin{array}{ccccc}
\lambda_{1} & r_{12} & \cdots & \cdots & r_{1 n} \\
& \ddots & \ddots & & \vdots \\
& & \ddots & \ddots & \vdots \\
& & & \ddots & r_{n-1, n} \\
0 & & & & \lambda_{n}
\end{array}\right) \\
\left|r_{j l}\right| \leq C_{1}\left|\operatorname{Re} \lambda_{j}\right|, \quad 1 \leq j<l \leq n, \quad|S|+\left|S^{-1}\right| \leq C_{1}
\end{gathered}
$$

If $\lambda_{j}=\alpha_{j}+i \beta_{j}, \alpha_{j}, \beta_{j} \in \mathbb{R}$, then, by assumption, $\alpha_{j} \leq-c_{0}|\omega|^{2}$, and one obtains

$$
\left|\left((\eta+i \xi) I-\hat{P}_{0}\right)^{-1}\right|^{2} \leq C_{2} \sum_{j} \frac{1}{\left(\eta+|\omega|^{2}\right)^{2}+\left(\xi-\beta_{j}\right)^{2}}
$$

Therefore, we obtain again the estimate (2.3), and (2.1) follows. The remaining arguments are the same as in the proof of Theorem 2.
3. The symmetric case. In this section, let $P_{0}$ denote a general constant coefficient operator,

$$
P_{0}=\sum_{|\alpha| \leq m} A_{\alpha} D^{\alpha}, \quad A_{\alpha} \in \mathbb{R}^{n \times n}
$$

with symbol

$$
\hat{P}_{0}(\omega)=\sum_{|\alpha| \leq m} A_{\alpha}\left(i \omega_{1}\right)^{\alpha_{1}} \cdots\left(i \omega_{d}\right)^{\alpha_{d}}, \quad \omega \in \mathbb{R}^{d}
$$

We do not assume here that the system $u_{t}=P_{0} u$ is parabolic and, therefore, we do not require the estimate

$$
\operatorname{Re} \lambda \leq-c_{0}|\omega|^{2}, \quad \lambda \in \sigma\left(\hat{P}_{0}(\omega)\right)
$$

for large $|\omega|$. In this case, the technique of section 2 cannot be used to treat the perturbation

$$
\varepsilon_{1} \sum_{j} D_{j}\left(B_{j} u\right)+\varepsilon_{2} \sum_{j} D_{j} g_{j}
$$

for large $|\omega|$, because we do not "gain" a derivative in the estimate for the linear equation $u_{t}=P_{0} u+\sum_{j} D_{j} F_{j}$. If one makes the assumptions:

1. There is a constant $c_{0}>0$ such that

$$
\begin{equation*}
\hat{P}_{0}(\omega)+\hat{P}_{0}^{*}(\omega) \leq-2 c_{0} I<0 \tag{3.1}
\end{equation*}
$$

for all $\omega \in \mathbb{R}^{d}$;
2. $B_{j}(x, t)=B_{j}^{T}(x, t), \quad g_{j u}(x, t, u)=g_{j u}^{T}(x, t, u), \quad j=1, \ldots, d ;$
then one can use standard energy estimates to derive the conclusions of Theorem 2. However, in many applications the strict negativity assumption (3.1) is not fulfilled. Consider, for example, the (simplified) compressible Navier-Stokes equations, linearized about a constant state $U, V$,

$$
\left(\begin{array}{l}
u  \tag{3.2}\\
v \\
p
\end{array}\right)_{t}+\left(\begin{array}{ccc}
U & 0 & 1 \\
0 & U & 0 \\
1 & 0 & U
\end{array}\right)\left(\begin{array}{l}
u \\
v \\
p
\end{array}\right)_{x}+\left(\begin{array}{ccc}
V & 0 & 0 \\
0 & V & 1 \\
0 & 1 & V
\end{array}\right)\left(\begin{array}{l}
u \\
v \\
p
\end{array}\right)_{y}=\left(\begin{array}{c}
\Delta u \\
\Delta v \\
0
\end{array}\right)
$$

A simple calculation shows that

$$
\begin{equation*}
\hat{P}_{0}(\omega)+\hat{P}_{0}^{*}(\omega) \leq 0 \tag{3.3}
\end{equation*}
$$

and there is a constant $c_{0}>0$ with

$$
\begin{equation*}
\operatorname{Re} \lambda \leq-c_{0} \frac{|\omega|^{2}}{1+|\omega|^{2}}, \quad \lambda \in \hat{P}_{0}(\omega) \tag{3.4}
\end{equation*}
$$

for all $\omega$. If one assumes the above two conditions (3.3), (3.4) for $\hat{P}_{0}$, then one can estimate $u^{I}$ as in section 2 , since (3.3) implies $\left|e^{\hat{P}_{0}(\omega) t}\right| \leq 1$ for all $t \geq 0$. To estimate
$u^{I I}$, one can apply an energy estimate in a modified $L_{2}$-norm if additional conditions are satisfied.

This motivates the following requirement on $P_{0}$.
Assumption 4.
a) There is $C_{0}>0$ such that

$$
\left|e^{\hat{P}_{0}(\omega) t}\right| \leq C_{0} \quad \text { for } \quad t \geq 0,|\omega| \leq 1
$$

b) there is $c_{0}>0$ such that

$$
\operatorname{Re} \lambda \leq-c_{0}|\omega|^{2} \quad \text { for all } \quad \lambda \in \sigma\left(\hat{P}_{0}(\omega)\right) \quad \text { if }|\omega| \leq 1
$$

c) there are $c_{1}>0$ and $C_{1}>0$, and there is a smooth Hermitian matrix function $H(\omega)$ defined for $|\omega| \geq 1$ which satisfies the following three conditions:

1. $\frac{1}{C_{1}} I \leq H(\omega) \leq C_{1} I$;
2. $\operatorname{Re}\left(H(\omega) \hat{P}_{0}(\omega)\right) \leq-c_{1} H(\omega)$;
3. $|H(\omega)-I| \leq C_{1} /|\omega|$.

Under Assumptions 4a and 4b, a symmetrizer $H(\omega)$ satisfying the above Assumptions 4 c 1 and 4 c 2 can always be constructed by the Kreiss' matrix theorem [3]. Assumption 4 c 3 adds an additional restriction, which is fulfilled, however, for a large class of operators $P_{0}$, for which $u_{t}=P_{0} u$ is hyperbolic with suitable zero-order term or parabolic or coupled parabolic-hyperbolic. We show this in the appendix. For generalizations, where Assumption 4 c 3 is dropped, see section 4.2.

For the coefficients $B_{j}(x, t), g_{j}(x, t, u), F_{j}(x, t)$ of (1.1) we make Assumption 3 and a symmetry assumption.

Assumption 5. The coefficients $B_{j}, g_{j}, F_{j}$ satisfy Assumption 3 and

$$
\begin{array}{r}
B_{j}(x, t)=B_{j}^{T}(x, t), \quad g_{j u}(x, t, u)=g_{j u}^{T}(x, t, u) \\
\text { for all } \quad x \in \mathbb{R}^{d}, t \geq 0, u \in \mathbb{R}^{n} .
\end{array}
$$

First consider (1.1) with $\varepsilon_{2}=0$; i.e., consider the linear equation

$$
\begin{equation*}
u_{t}=P_{0} u+\varepsilon_{1} \sum_{j} D_{j}\left(B_{j} u\right)+\sum_{j} D_{j} F_{j} \tag{3.5}
\end{equation*}
$$

If $u$ is a solution, we set

$$
G_{j}(x, t)=\varepsilon_{1} B_{j}(x, t) u(x, t)+F_{j}(x, t)
$$

and obtain

$$
\begin{equation*}
u_{t}=P_{0} u+\sum_{j} D_{j} G_{j} \tag{3.6}
\end{equation*}
$$

Then Fourier-Laplace transformation yields

$$
\begin{equation*}
\left(s I-\hat{P}_{0}\right) \tilde{u}=i \sum_{j} \omega_{j} \tilde{G}_{j}, \quad s=\eta+i \xi, \eta \geq 0 \tag{3.7}
\end{equation*}
$$

For $|\omega| \leq 1$, our estimates are based on the following bound of $\left(s I-\hat{P}_{0}(\omega)\right)^{-1}$.

Lemma 3.1. Consider a symbol $\hat{P}_{0}(\omega)$ satisfying Assumptions 4a,b. There is $C>$ 0 so that

$$
|\omega|^{2} \int_{-\infty}^{\infty}\left|\left((\eta+i \xi) I-\hat{P}_{0}\right)^{-1}\right|^{2} d \xi \leq C \quad \text { for all } \quad|\omega| \leq 1, \eta \geq 0
$$

Proof. By the Kreiss' matrix theorem (see [3]), there is a transformation $S=S(\omega)$ with

$$
\begin{aligned}
& S^{-1} \hat{P}_{0} S=\left[\begin{array}{cccc}
\lambda_{1} & r_{12} & \cdots & r_{1 n} \\
& \ddots & \ddots & \vdots \\
& & \ddots & r_{n-1, n} \\
0 & & & \lambda_{n}
\end{array}\right] \\
&\left|r_{j l}\right| \leq C_{1}\left|\operatorname{Re} \lambda_{j}\right|, \quad 1 \leq j<l \leq n, \quad|S|+\left|S^{-1}\right| \leq C_{1}
\end{aligned}
$$

If $\lambda_{j}=\alpha_{j}+i \beta_{j}, \alpha_{j}, \beta_{j} \in \mathbb{R}$, then we have $\alpha_{j} \leq-c_{0}|\omega|^{2}$ by Assumption 4 b , and one obtains

$$
\left|\left((\eta+i \xi) I-\hat{P}_{0}\right)^{-1}\right|^{2} \leq C_{2} \sum_{j} \frac{1}{\left(\eta-\alpha_{j}\right)^{2}+\left(\xi-\beta_{j}\right)^{2}}
$$

Using the bound

$$
\eta-\alpha_{j} \geq c_{0}|\omega|^{2}
$$

one finds that

$$
\int_{-\infty}^{\infty} \frac{d \xi}{\left(\eta-\alpha_{j}\right)^{2}+\left(\xi-\beta_{j}\right)^{2}} \leq C_{3}|\omega|^{-2}
$$

This proves the lemma.
Recall (3.6) and recall the decomposition $u=u^{I}+u^{I I}$ determined by (1.5). We obtain the following estimate of $u^{I}$ in terms of $G$.

Lemma 3.2. Let $u$ solve (3.6) and let $u=0$ at $t=0$; let $\hat{P}_{0}$ satisfy Assumptions 4a,b. Then, for all $p=0,1, \ldots$ there is $R_{p}$, independent of $T$ and $G$, with

$$
\begin{equation*}
\int_{0}^{T}\left\|u^{I}\right\|_{H^{p}}^{2} d t \leq R_{p}\left\{M(G, T)+\int_{0}^{T}\|G\|^{2} d t\right\} \tag{3.8}
\end{equation*}
$$

Proof. From (3.7) we obtain

$$
\begin{equation*}
|\tilde{u}|^{2} \leq|\omega|^{2}\left|\left(s I-\hat{P}_{0}\right)^{-1}\right|^{2}|\tilde{G}|^{2} \tag{3.9}
\end{equation*}
$$

with

$$
|\tilde{G}|^{2}=\sum_{j}\left|\tilde{G}_{j}\right|^{2} \leq M(G, \infty)
$$

By Parseval's relation,

$$
\int_{0}^{\infty} e^{-2 \eta t}\left\|u^{I}\right\|^{2} d t=\frac{1}{2 \pi} \int_{|\omega| \leq 1} \int_{-\infty}^{\infty}|\tilde{u}(\omega, \eta+i \xi)|^{2} d \xi d \omega
$$

Using estimate (3.9) and the previous lemma, we obtain

$$
\int_{0}^{\infty}\left\|u^{I}\right\|^{2} d t \leq C M(G, \infty)
$$

Estimates for $D^{\alpha} u^{I}$ are then obtained in the same way as in the proof of Theorem 2.1. Since values $G(x, t)$ for $t>T$ do not change the solution $u(x, t)$ for $t \leq T$, we may replace $T=\infty$ by any finite $T$. This proves the lemma.

Now recall our assumption that $u$ solves the linear equation (3.5), and we have defined

$$
G_{j}=\varepsilon_{1} B_{j} u+F_{j}, \quad j=1, \ldots, d
$$

to derive (3.6). Let us denote

$$
\|\|B\|\|^{2}=\int_{0}^{\infty}\|B(\cdot, t)\|^{2} d t
$$

and

$$
|B|_{\infty}=\sup \left\{|B(x, t)|: x \in \mathbb{R}^{d}, t \geq 0\right\}
$$

We want to replace $G$ on the right side of (3.8) by $G=\varepsilon_{1} B u+F$. First note

$$
\begin{aligned}
\left(\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\left|G_{j}\right| d x d t\right)^{2} & \leq 2 \varepsilon_{1}^{2}\left(\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\left|B_{j}\right||u| d x d t\right)^{2}+2\left(\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\left|F_{j}\right| d x d t\right)^{2} \\
& \leq 2 \varepsilon_{1}^{2}\|B\|^{2} \int_{0}^{\infty}\|u\|^{2} d t+2 M(F, \infty)
\end{aligned}
$$

Furthermore,

$$
\int_{0}^{\infty}\|G\|^{2} d t \leq 2 \varepsilon_{1}^{2}|B|_{\infty}^{2} \int_{0}^{\infty}\|u\|^{2} d t+2 \int_{0}^{\infty}\|F\|^{2} d t
$$

Substituting these estimates into (3.8), one obtains the following result.
Lemma 3.3. Let $u$ solve (3.5), $u=0$ at $t=0$. For all $p=0,1, \ldots$ there is $R_{p}$, depending only on $p$ and $P_{0}$, such that

$$
\int_{0}^{T}\left\|u^{I}\right\|_{H^{p}}^{2} d t \leq R_{p}\left\{M(F, T)+\int_{0}^{T}\|F\|^{2} d t\right\}+\varepsilon_{1}^{2} R_{p} C_{B} \int_{0}^{T}\left\|u^{I I}\right\|^{2} d t
$$

Here $C_{B}=\left|\left\|B\left|\|^{2}+|B|_{\infty}^{2}\right.\right.\right.$, and it is assumed that

$$
\varepsilon_{1}^{2} R_{p} C_{B} \leq \frac{1}{4}
$$

Now we estimate the $u^{I I}$-part of the solution $u$ of (3.5). Recall the properties of the symmetrizer $H(\omega)$ for $|\omega| \geq 1$, formulated in Assumption 4c. We set

$$
H(\omega)=I \quad \text { for } \quad|\omega|<1
$$

and introduce a new inner product on $L_{2}=L_{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{n}\right)$ by

$$
(u, v)_{\mathcal{H}}=\int_{\mathbb{R}^{d}} \hat{u}^{*}(\omega) H(\omega) \hat{v}(\omega) d \omega
$$

The corresponding norm is

$$
\|u\|_{\mathcal{H}}=(u, u)_{\mathcal{H}}^{1 / 2}
$$

The following result is an immediate consequence of the properties of $H(\omega)$ and Parseval's relation.

Lemma 3.4.
a) $\frac{1}{C_{1}}\|u\|^{2} \leq\|u\|_{\mathcal{H}}^{2} \leq C_{1}\|u\|^{2} \quad$ for all $u \in L_{2}$;
b) $\operatorname{Re}\left(u^{I I}, P_{0} u^{I I}\right)_{\mathcal{H}} \leq-c_{1}\left\|u^{I I}\right\|_{\mathcal{H}}^{2} \quad$ for all $u \in H^{m}$;
c) $\left|\left(u, D_{j} v\right)-\left(u, D_{j} v\right)_{\mathcal{H}}\right| \leq$ const. $\|u\|\|v\| \quad$ for all $u \in L_{2}, v \in H^{1}, j=1, \ldots, d$.

Our basic energy estimate for $u^{I I}$ is the following.
Lemma 3.5. Let u solve (3.5) and recall Assumptions 4c, 5. Then we have

$$
\frac{d}{d t}\left\|u^{I I}\right\|_{\mathcal{H}}^{2} \leq-\frac{3}{2} c_{1}\left\|u^{I I}\right\|_{\mathcal{H}}^{2}+C_{0}\|F\|_{H^{1}}^{2}+\varepsilon_{1}^{2} C_{B}\left\|u^{I}\right\|^{2}
$$

for $\left|\varepsilon_{1}\right| \leq \varepsilon_{0}(B)$. The constant $c_{1}>0$ is the same as the constant $c_{1}$ in Lemma 4 b ; the constant $C_{0}$ depends only on $P_{0}$; the constants $\varepsilon_{0}(B)>0$ and $C_{B}$ depend on $|B|_{\infty}+|D B|_{\infty}$, where

$$
\begin{aligned}
|B|_{\infty} & =\sup \left\{|B(x, t)|: x \in \mathbb{R}^{d}, t \geq 0\right\} \\
|D B|_{\infty} & =\max _{j} \sup \left\{\left|D_{j} B_{j}(x, t)\right|: x \in \mathbb{R}^{d}, t \geq 0\right\}
\end{aligned}
$$

Proof. We have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|u^{I I}\right\|_{\mathcal{H}}^{2}= & \operatorname{Re}\left(u^{I I}, u_{t}^{I I}\right)_{\mathcal{H}} \\
= & \operatorname{Re}\left(u^{I I}, u_{t}\right)_{\mathcal{H}} \\
= & \operatorname{Re}\left(u^{I I}, P_{0} u^{I I}\right)_{\mathcal{H}} \\
& +\sum_{j} \operatorname{Re}\left(u^{I I}, D_{j} F_{j}\right)_{\mathcal{H}}
\end{aligned}
$$

Here

$$
\operatorname{Re}\left(u^{I I}, P_{0} u^{I I}\right)_{\mathcal{H}} \leq-c_{1}\left\|u^{I I}\right\|_{\mathcal{H}}^{2}
$$

by Lemma 3.4b. The remaining terms on the right side of the above equality are estimated as follows.

First note

$$
\begin{aligned}
\left|\left(u^{I I}, D_{j} F_{j}\right)_{\mathcal{H}}\right| & \leq \text { const. }\left\|u^{I I}\right\|\|F\|_{H^{1}} \\
& \leq \mu\left\|u^{I I}\right\|^{2}+\frac{C}{\mu}\|F\|_{H^{1}}^{2}
\end{aligned}
$$

for any $\mu>0$. The term

$$
\operatorname{Re}\left(u^{I I}, D_{j}\left(B_{j} u\right)\right)_{\mathcal{H}}, \quad u=u^{I}+u^{I I}
$$

is estimated in two parts. Since $\left\|D_{j} u^{I}\right\| \leq\left\|u^{I}\right\|$, we have that

$$
\begin{aligned}
\left|\left(u^{I I}, D_{j}\left(B_{j} u^{I}\right)\right)_{\mathcal{H}}\right| & \leq C\left\|u^{I I}\right\|\left\{|B|_{\infty}+|D B|_{\infty}\right\}\left\|u^{I}\right\| \\
& \leq \mu\left\|u^{I I}\right\|^{2}+\frac{C_{B}}{\mu}\left\|u^{I}\right\|^{2} \quad \text { for any } \mu>0
\end{aligned}
$$

Furthermore, to estimate

$$
T_{j}:=\operatorname{Re}\left(u^{I I}, D_{j}\left(B_{j} u^{I I}\right)\right)_{\mathcal{H}}
$$

we apply Lemma 3.4c to obtain

$$
\begin{aligned}
T_{j} & =\operatorname{Re}\left(u^{I I}, D_{j}\left(B_{j} u^{I I}\right)\right)+T_{j}^{\prime} \\
\left|T_{j}^{\prime}\right| & \leq C|B|_{\infty}\left\|u^{I I}\right\|^{2}
\end{aligned}
$$

Using integration by parts and the symmetry of $B_{j}$ we also have

$$
\left|\operatorname{Re}\left(u^{I I}, D_{j}\left(B_{j} u^{I I}\right)\right)\right| \leq \frac{1}{2}|D B|_{\infty}\left\|u^{I I}\right\|^{2}
$$

To summarize, we have shown that

$$
\begin{aligned}
\frac{d}{d t}\left\|u^{I I}\right\|_{\mathcal{H}}^{2} \leq- & 2 c_{1}\left\|u^{I I}\right\|_{\mathcal{H}}^{2}++\mu\left\|u^{I I}\right\|^{2}+\frac{1}{\mu} C\|F\|_{H^{1}}^{2} \\
& +\mu\left\|u^{I I}\right\|^{2}+\frac{\varepsilon_{1}^{2}}{\mu} C_{B}\left\|u^{I}\right\|^{2}+\left|\varepsilon_{1}\right| C_{B}\left\|u^{I I}\right\|^{2} .
\end{aligned}
$$

Choosing $\mu>0$ sufficiently small, the result follows.
The basic energy estimate formulated in the previous lemma will now be used to derive similar estimates for space derivatives $D^{\alpha} u^{I I}$. Applying $D^{\alpha}$ to (3.5), we obtain

$$
D^{\alpha} u_{t}=P_{0} D^{\alpha} u+\varepsilon_{1} \sum_{j} D_{j}\left(B_{j} D^{\alpha} u\right)+\varepsilon_{1} \sum_{j} D_{j} \Phi_{j}+\sum_{j} D_{j} D^{\alpha} F_{j}
$$

with ${ }^{1}$

$$
\begin{equation*}
\Phi_{j}=D^{\alpha}\left(B_{j} u\right)-B_{j}\left(D^{\alpha} u\right)=\sum_{\beta<\alpha} c_{\alpha \beta}\left(D^{\alpha-\beta} B_{j}\right) D^{\beta} u \tag{3.10}
\end{equation*}
$$

Let us define

$$
\|u\|_{p, \mathcal{H}}^{2}=\sum_{|\alpha| \leq p}\left\|D^{\alpha} u\right\|_{\mathcal{H}}^{2} .
$$

[^19]We will show the following generalization of the previous lemma.
Lemma 3.6. Let $u$ solve (3.5) and recall Assumptions 4c, 5. For any $p=0,1, \ldots$ we have

$$
\frac{d}{d t}\left\|u^{I I}\right\|_{p, \mathcal{H}}^{2} \leq-c_{1}\left\|u^{I I}\right\|_{p, \mathcal{H}}^{2}+C_{p}\|F\|_{H^{p+1}}^{2}+\varepsilon_{1}^{2} C(B, p)\left\|u^{I}\right\|^{2}
$$

for $\left|\varepsilon_{1}\right| \leq \varepsilon_{0}(B, p)$. The constant $c_{1}>0$ is the same as the constant $c_{1}$ in Lemma 4 b ; the constant $C_{p}$ depends only on $p$ and $P_{0}$; the constants $\varepsilon_{0}(B, p)>0$ and $C(B, p)$ are independent of $F$.

Proof. Let $|\alpha| \leq p$. We apply Lemma 3.5 (with $F$ replaced by $D^{\alpha} F+\varepsilon_{1} \Phi$ ) to obtain

$$
\frac{d}{d t}\left\|D^{\alpha} u^{I I}\right\|_{\mathcal{H}}^{2} \leq-\frac{3 c_{1}}{2}\left\|D^{\alpha} u^{I I}\right\|_{\mathcal{H}}^{2}+C_{1}\left\{\left\|D^{\alpha} F\right\|_{H^{1}}^{2}+\varepsilon_{1}^{2}\|\Phi\|_{H^{1}}^{2}\right\}+\varepsilon_{1}^{2} C_{B}\left\|u^{I}\right\|^{2}
$$

(Note that $\left\|D^{\alpha} u^{I}\right\| \leq\left\|u^{I}\right\|$.) The main point is that $\Phi_{j}$ only contains derivatives of $u$ of order $\leq p-1$, and the coefficients $D^{\alpha-\beta} B_{j}$ in (3.10) are uniformly bounded. Therefore,

$$
\|\Phi\|_{H^{1}} \leq C(B, p)\|u\|_{H^{p}} .
$$

Adding the resulting estimates of $(d / d t)\left\|D^{\alpha} u^{I I}\right\|_{\mathcal{H}}^{2}$ for $|\alpha| \leq p$, the lemma follows.
We now combine the estimates derived in Lemma 3.3 for $u^{I}$ and in Lemma 3.6 for $u^{I I}$ and prove the following result.

Theorem 3.7. Consider the linear problem (3.5) with $u=0$ at $t=0$ and recall Assumptions 4 and 5. For any $p=0,1, \ldots$ there are positive constants $\varepsilon_{0}=\varepsilon_{0}(B, p)>$ 0 and $R_{p}$ so that

$$
\int_{0}^{\infty}\left\{\|u\|_{H^{p+m}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\} d t \leq R_{p}\{M(F, \infty) d t\}
$$

if $\left|\varepsilon_{1}\right| \leq \varepsilon_{0}(B, p)$. The constant $R_{p}$ depends only on $p$ and $P_{0}$. (In the above estimate, $m$ is the order of $P_{0}$, or $m=1$ if $P_{0}$ has order zero.) Consequently,

$$
\lim _{t \rightarrow \infty}|u(\cdot, t)|=0 .
$$

Proof. Let us abbreviate

$$
\begin{aligned}
y_{1}(t) & =\left\|u^{I}(\cdot, t)\right\|_{H^{p}}^{2}, \\
y_{2}(t) & =\left\|u^{I I}(\cdot, t)\right\|_{p, \mathcal{H}}^{2}, \\
C_{F} & =M(F, \infty)+\int_{0}^{\infty}\|F(\cdot, t)\|^{2} d t, \\
f(t) & =\|F(\cdot, t)\|_{H^{p+1}}^{2} .
\end{aligned}
$$

Then we have shown that there are positive constants $C=C(B, p), R_{p}$, and $\varepsilon_{0}=$ $\varepsilon_{0}(B, p)$ so that, for $\left|\varepsilon_{1}\right| \leq \varepsilon_{0}$,

$$
\begin{align*}
\int_{0}^{\infty} y_{1} d t & \leq R_{p} C_{F}+\varepsilon_{1}^{2} C \int_{0}^{\infty} y_{2} d t,  \tag{3.11}\\
\frac{d}{d t} y_{2} & \leq-c_{1} y_{2}+R_{p} f+\varepsilon_{1}^{2} C y_{1} .
\end{align*}
$$

Since $y_{2}(0)=0$ we obtain that

$$
y_{2}(t) \leq R_{p} \int_{0}^{t} e^{-c_{1}(t-\tau)} f(\tau) d \tau+\varepsilon_{1}^{2} C \int_{0}^{t} e^{-c_{1}(t-\tau)} y_{1}(\tau) d \tau
$$

and, therefore,

$$
\int_{0}^{\infty} y_{2}(t) d t \leq R_{p} \int_{0}^{\infty} \int_{0}^{t} e^{-c_{1}(t-\tau)} f(\tau) d \tau d t+\varepsilon_{1}^{2} C \int_{0}^{\infty} \int_{0}^{t} e^{-c_{1}(t-\tau)} y_{1}(\tau) d \tau d t
$$

Clearly,

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{t} e^{-c_{1}(t-\tau)} f(\tau) d \tau d t & =\int_{0}^{\infty} \int_{\tau}^{\infty} e^{-c_{1}(t-\tau)} f(\tau) d t d \tau \\
& \leq \frac{1}{c_{1}} \int_{0}^{\infty} f(\tau) d \tau
\end{aligned}
$$

and in the same way

$$
\int_{0}^{\infty} \int_{0}^{t} e^{-c_{1}(t-\tau)} y_{1}(\tau) d \tau d t \leq \frac{1}{c_{1}} \int_{0}^{\infty} y_{1}(\tau) d \tau
$$

This proves the estimate

$$
\begin{equation*}
\int_{0}^{\infty} y_{2} d t \leq \frac{R_{p}}{c_{1}} \int_{0}^{\infty} f d t+\varepsilon_{1}^{2} \frac{C}{c_{1}} \int_{0}^{\infty} y_{1} d t \tag{3.12}
\end{equation*}
$$

By adding the inequalities (3.11) and (3.12) and using the equivalence of the norms $\|\cdot\|_{H^{p}}$ and $\|\cdot\|_{p, \mathcal{H}}$, we have shown

$$
\begin{equation*}
\int_{0}^{\infty}\|u\|_{H^{p}}^{2} d t \leq R_{p}^{\prime}\left\{M(F, \infty)+\int_{0}^{\infty}\|F\|_{H^{p+1}}^{2} d t\right\} \tag{3.13}
\end{equation*}
$$

for $\left|\varepsilon_{1}\right| \leq \varepsilon_{0}(B, p)$. To estimate $D^{\alpha} u_{t}$, we use the differential equation (3.5) to replace $u_{t}$. This gives us

$$
\left\|u_{t}\right\|_{H^{p}}^{2} \leq C\left\{\|u\|_{H^{p+m}}^{2}+\|F\|_{H^{p+1}}^{2}\right\}
$$

Integrating in time and applying (3.13) with $p$ replaced by $p+m$, we obtain the desired estimate. Convergence of $u$ to zero as $t \rightarrow \infty$ follows as before when $p>d / 2$. This finishes the proof of the theorem.

Now consider the nonlinear problem (1.1), (1.2). By combining the techniques to prove Theorems 2 and 3, we show nonlinear stability.

Theorem 3.8. Consider the nonlinear problem (1.1) with $u=0$ at $t=0$ and recall Assumptions 4 and 5. There exists $\varepsilon_{0}>0$ so that the solution is $C^{\infty}$ if $\varepsilon_{1}^{2}+\varepsilon_{2}^{2} \leq \varepsilon_{0}$. Furthermore,

$$
\lim _{t \rightarrow \infty}|u(\cdot, t)|=0 .
$$

Proof. Let $\kappa$ denote a large constant to be determined below. Fix $\varepsilon_{1}, \varepsilon_{2}$ and let $u=$ $u\left(x, t, \varepsilon_{1}, \varepsilon_{2}\right)$ denote the solution of (1.1), (1.2). Suppose there exists $T=T\left(\kappa, \varepsilon_{1}, \varepsilon_{2}\right)$ with

$$
\begin{equation*}
\int_{0}^{T}\left\{\|u\|_{H^{p+m}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\} d t=\kappa \tag{3.14}
\end{equation*}
$$

Here $p=m+d+2$; the number $m$ is the order of $P_{0}$, or $m=1$ if $P_{0}$ has order zero. In the following, $C$ denotes a constant independent of $\varepsilon_{1}, \varepsilon_{2}, T, \kappa$; also, $C_{\kappa}$ denotes a constant independent of $\varepsilon_{1}, \varepsilon_{2}$, and $T$, which may, however, depend on $\kappa$. The values of $C$ and $C_{\kappa}$ may change at different occurrences.

By Sobolev's inequality, there is $C$ such that

$$
\left\|D^{\alpha} u\right\|_{\infty, T}^{2} \leq C \kappa \quad \text { if } \quad|\alpha|+\frac{d}{2}<p
$$

We abbreviate

$$
\begin{aligned}
y_{1}(t) & =\left\|u^{I}(\cdot, t)\right\|_{H^{p+m}}^{2} \\
y_{2}(t) & =\left\|u^{I I}(\cdot, t)\right\|_{p+m, \mathcal{H}}^{2} \\
C_{F} & =M(F, \infty)+\int_{0}^{\infty}\|F(\cdot, t)\|^{2} d t \\
f(t) & =\|F(\cdot, t)\|_{H^{p+m+1}}^{2}
\end{aligned}
$$

To estimate $u^{I}$, note that $u$ satisfies

$$
u_{t}=P_{0} u+\sum_{j} D_{j} Y_{j}
$$

with

$$
Y_{j}=F_{j}+\varepsilon_{1} B_{j} u+\varepsilon_{2} G_{j}, \quad G_{j}(x, t)=g_{j}(x, t, u(x, t))
$$

We obtain by Lemma 2,

$$
\begin{equation*}
\int_{0}^{T} y_{1} d t \leq R_{p+m}\left\{M\left(F+\varepsilon_{1} B u+\varepsilon_{2} G, T\right)+\int_{0}^{T}\left\|F+\varepsilon_{1} B u+\varepsilon_{2} G\right\|^{2} d t\right\} \tag{3.15}
\end{equation*}
$$

The last estimate follows as in the proof of Theorem 2.
To estimate $u^{I I}$, we use $\|\cdot\|_{\mathcal{H}}$. For $1 \leq|\alpha| \leq p+m$ the function $D^{\alpha} u$ satisfies

$$
\begin{aligned}
D^{\alpha} u_{t}= & P_{0} D^{\alpha} u+\varepsilon_{1} \sum_{j} D_{j}\left(B_{j} D^{\alpha} u\right) \\
& +\varepsilon_{2} \sum_{j} D_{j}\left(g_{j u} D^{\alpha} u\right)+\varepsilon_{1} \sum_{j} D_{j} \Phi_{j} \\
& +\varepsilon_{2} \sum_{j} D_{j} \Psi_{j}+\sum D_{j} D^{\alpha} F_{j} .
\end{aligned}
$$

Here $\Phi_{j}$ is given in (3.10) and

$$
\Psi_{j}=D^{\alpha} G_{j}-g_{j u} D^{\alpha} u
$$

is a sum of terms

$$
\psi_{j}(x, t, \alpha, \sigma) D^{\sigma_{1}} u \cdots D^{\sigma_{r}} u
$$

where

$$
\left|\sigma_{1}\right|+\cdots+\left|\sigma_{r}\right| \leq p+m, \quad\left|\sigma_{j}\right|<p+m, j=1, \ldots, r .
$$

The function $\psi_{j}(x, t, \alpha, \sigma)$ is a derivative $D_{x}^{\beta} D_{u}^{\gamma} g_{j}$ evaluated at $(x, t, u(x, t))$. To estimate $D^{\alpha} u^{I I}$ we apply Lemma 5 with $\varepsilon_{1} B_{j}$ replaced by $\varepsilon_{1} B_{j}+\varepsilon_{2} g_{j u}$, and $F$ replaced by $D^{\alpha} F+\varepsilon_{1} \Phi+\varepsilon_{2} \Psi$. This yields

$$
\frac{d}{d t}\left\|D^{\alpha} u^{I I}\right\|_{\mathcal{H}}^{2} \leq-\frac{3}{2} c_{1}\left\|D^{\alpha} u^{I I}\right\|_{\mathcal{H}}^{2}+C\left\|D^{\alpha} F+\varepsilon_{1} \Phi+\varepsilon_{2} \Psi\right\|_{H^{1}}^{2}+\left(\varepsilon_{1}^{2}+\varepsilon_{2}^{2}\right) C_{\kappa}\left\|u^{I}\right\|^{2}
$$

Here $\|\Phi\|_{H^{1}} \leq C\|u\|_{H^{p+m}}$ and $\|\Psi\|_{H^{1}} \leq C_{\kappa}\|u\|_{H^{p+m}}$. The estimate of $\Psi$ follows as in the proof of Theorem 2. (The main point is that all derivatives of $u$ occurring in $\Psi_{j}$ are of order strictly less than $p+m$. Also, $D_{j} \Psi_{j}$ is a sum of terms

$$
\rho_{j}(x, t, \alpha, \sigma) D^{\sigma_{1}} u \cdots D^{\sigma_{r}} u
$$

with

$$
\left|\sigma_{1}\right|+\cdots+\left|\sigma_{r}\right| \leq p+m+1
$$

If there were two factors, $D^{\sigma_{1}} u$ and $D^{\sigma_{2}} u$, say, which cannot be estimated in sup-norm in terms of $\kappa$, then

$$
\left|\sigma_{1}\right|+\frac{d}{2} \geq p, \quad\left|\sigma_{2}\right|+\frac{d}{2} \geq p
$$

thus

$$
p+m+1+d \geq\left|\sigma_{1}\right|+\left|\sigma_{2}\right|+d \geq 2 p
$$

This contradicts our choice of $p=m+d+2$.)
An estimate for

$$
\frac{d}{d t}\left\|u^{I I}\right\|_{\mathcal{H}}^{2}
$$

(where $u^{I I}$ is undifferentiated), can also be obtained from Lemma 5 with $\varepsilon_{2} g_{j}$ included as forcing term. Adding the resulting estimates for $|\alpha| \leq p+m$, one obtains

$$
\frac{d}{d t} y_{2} \leq-c_{1} y_{2}+C f+\left(\varepsilon_{1}^{2}+\varepsilon_{2}^{2}\right) C_{\kappa}\left\|u^{I}\right\|^{2}
$$

for $\varepsilon_{1}^{2}+\varepsilon_{2}^{2} \leq \varepsilon_{0}(\kappa)$. As in the proof of Theorem 3 we find

$$
\begin{equation*}
\int_{0}^{T} y_{2} d t \leq C \int_{0}^{T} f d t+\left(\varepsilon_{1}^{2}+\varepsilon_{2}^{2}\right) C_{\kappa} \tag{3.16}
\end{equation*}
$$

Adding the estimates (3.15) and (3.16), we have shown that

$$
\begin{equation*}
\int_{0}^{T}\|u\|_{H^{p+m}}^{2} d t \leq C\left(C_{F}+\int_{0}^{T} f d t\right)+\left(\varepsilon_{1}^{2}+\varepsilon_{2}^{2}\right) C_{\kappa} \tag{3.17}
\end{equation*}
$$

for $\varepsilon_{1}^{2}+\varepsilon_{2}^{2} \leq \varepsilon_{0}(\kappa)$. We now use the differential equation (1.1) to estimate the $H^{p}$-norm of $u_{t}$. This yields

$$
\left\|u_{t}\right\|_{H^{p}}^{2} \leq C\|u\|_{H^{p+m}}^{2}+C\|F\|_{H^{p+1}}^{2}+\left(\varepsilon_{1}^{2}+\varepsilon_{2}^{2}\right) C_{\kappa}\|u\|_{H^{p+1}}^{2}
$$

Integrating in time and using (3.17) one finds

$$
\begin{equation*}
\int_{0}^{T}\left\{\|u\|_{H^{p+m}}^{2}+\left\|u_{t}\right\|_{H^{p}}^{2}\right\} d t \leq C\left\{M(F, \infty)+\int_{0}^{\infty}\|F\|_{H^{p+m+1}}^{2} d t\right\}+\left(\varepsilon_{1}^{2}+\varepsilon_{2}^{2}\right) C_{\kappa} \tag{3.18}
\end{equation*}
$$

Therefore, we choose

$$
\kappa=1+C\left\{M(F, \infty)+\int_{0}^{\infty}\|F\|_{H^{p+m+1}}^{2} d t\right\}
$$

and let

$$
\left(\varepsilon_{1}^{2}+\varepsilon_{2}^{2}\right) C_{\kappa} \leq \frac{1}{2}
$$

Then the estimate (3.18) shows that a finite $T$ with (3.14) does not exist. The remaining arguments are the same as in the proof of Theorem 2.

Remark. The more direct approach to estimate the time derivative $u_{t}$, which we have used in section 2, does not seem possible under the assumptions of section 3 .

## 4. Discussion, conjecture.

4.1. Discussion of Assumption 3. To illustrate our assumption of the specific form of the Cauchy problem (1.1), (1.2) and our general Assumption 3 for $B_{j}(x, t), g_{j}(x, t, u), F_{j}(x, t)$, we consider a system

$$
\begin{equation*}
u_{t}=P_{0} u+\sum_{j} D_{j} f_{j}(u) \tag{4.1}
\end{equation*}
$$

where $P_{0}$ has constant coefficients and the $f_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are smooth functions vanishing quadratically at $u=0$. Thus, $u \equiv 0$ is a stationary solution. We consider (4.1) with small initial data,

$$
u(x, 0)=\varepsilon U_{0}(x), \quad U_{0} \in C^{\infty}
$$

Requirements for $U_{0}$ will be derived below. For simplicity of presentation, let us assume that $f_{j}(u)$ is quadratic in $u$, i.e.,

$$
f_{j}(u)=Q_{j}(u, u),
$$

where $Q_{j}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is bilinear. If we write $u(x, t)=\varepsilon v(x, t)$, then (4.1) becomes

$$
\begin{equation*}
v_{t}=P_{0} v+\varepsilon \sum_{j} D_{j} f_{j}(v), \quad v(x, 0)=U_{0}(x) \tag{4.2}
\end{equation*}
$$

To enforce homogeneous initial data and Assumption 3b, we set

$$
\bar{v}(x, t)=e^{-t}\left(U_{0}(x)+t V_{0}(x)\right)
$$

where $V_{0}$ will be determined below. Then we define a new variable $w(x, t)$ by $v=\bar{v}+w$ and obtain from (4.2),

$$
w_{t}=P_{0} w+\varepsilon \sum_{j} D_{j}\left(Q_{j}(\bar{v}, w)+Q_{j}(w, \bar{v})\right)+\varepsilon \sum_{j} D_{j} f_{j}(w)+E(x, t)
$$

with the forcing function

$$
E(x, t)=P_{0} \bar{v}-\bar{v}_{t}+\varepsilon \sum_{j} D_{j} f_{j}(\bar{v}) .
$$

At $t=0$ we have

$$
E(x, 0)=P_{0} U_{0}+U_{0}-V_{0}+\varepsilon \sum_{j} D_{j} f_{j}\left(U_{0}\right)
$$

Thus, we can enforce $E(x, 0) \equiv 0$ by a proper choice of $V_{0}$. Also, if the initial function $U_{0}(x)$ has the form

$$
U_{0}(x)=\sum_{j} D_{j} U_{0 j}(x), \quad U_{0 j} \in C^{\infty}
$$

and we construct $V_{0}=\sum_{j} D_{j} V_{0 j}$ correspondingly, then

$$
E=\sum_{j} D_{j} F_{j}(x, t) \quad \text { with } \quad F_{j}(x, 0) \equiv 0
$$

It is not difficult to verify Assumption 3 for the resulting system for $w$ if, for example,

$$
D^{\alpha} U_{0 j} \in L_{1} \cap L_{\infty}, \quad j=1, \ldots, d
$$

for all $\alpha$.
4.2. Conjecture. We assume here that $u_{t}=P_{0} u$ is a coupled parabolic-hyperbolic system and write $P_{0}$ in the form

$$
P_{0}=\sum_{j, l=1}^{d} B_{j l} D_{j} D_{l}+\sum_{j=1}^{d} A_{j} D_{j}+L
$$

with $B_{j, l}, A_{j}, L \in \mathbb{R}^{n \times n}$. The symbol of $P_{0}$ is

$$
\hat{P}_{0}(\omega)=-B(\omega)+i A(\omega)+L
$$

with

$$
B(\omega)=\sum_{j, l=1}^{d} B_{j l} \omega_{j} \omega_{l}, \quad A(\omega)=\sum_{j=1}^{d} A_{j} \omega_{j}
$$

If $u_{t}=P_{0} u$ is not parabolic, then the results of section 2 do not apply, and the results of section 3 require symmetry of $B_{j}(x, t)$ and $g_{j u}(x, t, u)$. We want to relax the symmetry requirement and formulate the following conditions on $\hat{P}_{0}(\omega)$.

Assumption 6.
a) There are positive constants $C_{0}, c_{0}$ such that

$$
\left|e^{\hat{P}_{0}(\omega) t}\right| \leq C_{0} \quad \operatorname{Re} \lambda \leq-c_{0} \frac{|\omega|^{2}}{1+|\omega|^{2}} \text { for all } \lambda \in \sigma\left(\hat{P}_{0}(\omega)\right)
$$

b) There is a constant $c_{1}>0$ and, for every $\omega$ with $|\omega|=1$, there is a nonsingular transformation $T(\omega)$ such that

$$
T^{-1}(\omega) B(\omega) T(\omega)=\left(\begin{array}{cc}
B_{1}(\omega) & 0 \\
0 & 0
\end{array}\right), \quad B_{1}+B_{1}^{*} \geq 2 c_{1} I
$$

c) For $|\omega|=1$, write

$$
T^{-1}(\omega) A(\omega) T(\omega)=\left(\begin{array}{ll}
A_{11}(\omega) & A_{12}(\omega) \\
A_{21}(\omega) & A_{22}(\omega)
\end{array}\right)
$$

where $T^{-1} A T$ has the same block structure as $T^{-1} B T$. Then the eigenvalues of $A_{22}(\omega)$ are real and distinct. $\left(A_{22}(\omega)\right.$ defines a strictly hyperbolic pseudodifferential operator.)

We conjecture that the same conclusion as formulated in Theorem 2 is valid for the nonlinear problem (1.1), (1.2) if we make our general Assumption 3 for $B_{j}, g_{j}, F_{j}$. Thus, in contrast to our assumptions in section 3, we do not require symmetry of $B_{j}, g_{j u}$ to obtain nonlinear stability.

We also conjecture that the assumption of strict hyperbolicity can be weakened as follows. If we set

$$
\Psi\left(x, t, u, \omega, \varepsilon_{1}, \varepsilon_{2}\right)=\varepsilon_{1} \sum_{j} \omega_{j} B_{j}(x, t)+\varepsilon_{2} \sum_{j} \omega_{j} g_{j u}(x, t, u)
$$

and, similarly as above, define the block $\Psi_{22}$ by

$$
T^{-1}(\omega) \Psi T(\omega)=\left(\begin{array}{ll}
\Psi_{11} & \Psi_{12} \\
\Psi_{21} & \Psi_{22}
\end{array}\right)
$$

then we require that all eigenvalues of

$$
A_{22}(\omega)+\Psi_{22}\left(x, t, u, \omega, \varepsilon_{1}, \varepsilon_{2}\right)
$$

are real and have constant multiplicity for $\varepsilon_{1}^{2}+\varepsilon_{2}^{2}$ small.
5. Appendix. Consider a constant coefficient operator

$$
\begin{equation*}
P=\sum_{j, l=1}^{d} B_{j l} D_{j} D_{l}+\sum_{j=1}^{d} A_{j} D_{j}+L \tag{5.1}
\end{equation*}
$$

with $B_{j l}, A_{j}, L \in \mathbb{C}^{n \times n}$. The symbol of $P$ is

$$
\hat{P}=\hat{P}(\omega)=-B(\omega)+i A(\omega)+L, \quad \omega \in \mathbb{R}^{d}
$$

with

$$
B(\omega)=\sum_{j, l=1}^{d} B_{j l} \omega_{j} \omega_{l}, \quad A(\omega)=\sum_{j=1}^{d} A_{j} \omega_{j}
$$

We make the following assumptions.
Assumption 7.
a) $A_{j}=A_{j}^{*}, \quad j=1, \ldots, d$;
b) for all $\omega^{0} \in \mathbb{R}^{d}$ with $\left|\omega^{0}\right|=1$ there is a unitary transformation $U=U\left(\omega^{0}\right)$ with

$$
U^{*} B\left(\omega^{0}\right) U=\left[\begin{array}{cc}
B_{1}\left(\omega^{0}\right) & 0 \\
0 & 0
\end{array}\right], \quad B_{1}+B_{1}^{*}>0
$$

c) there is a unitary transformation $V$ with

$$
V^{*} L V=\left[\begin{array}{cc}
L_{1} & 0 \\
0 & 0
\end{array}\right], \quad L_{1}+L_{1}^{*}<0
$$

d) for all $\omega^{0} \in \mathbb{R}^{d}$ with $\left|\omega^{0}\right|=1$ and all $\varphi \in \mathbb{C}^{n}$, the following holds. If

$$
B\left(\omega^{0}\right) \varphi=L \varphi=0
$$

then $\varphi$ is not an eigenvector of $A\left(\omega_{0}\right)$.
Remarks. 1) Assumption 7 b allows for $B\left(\omega^{0}\right)=0$; the condition $B_{1}+B_{1}^{*}>0$ is only required if the block $B_{1}$ is not empty. A similar remark applies to $L$. In particular, the conditions allow for $B(\omega) \equiv 0$ (the hyperbolic case) or $L=0$ (the case without zero order term).
2) For $L=0$, condition 7 d is called interaction condition in [1] since it requires interaction of the characteristic variables of the symmetric hyperbolic system $u_{t}=$ $\sum_{j} A_{j} D_{j} u$ with the parabolic part of the whole system.
3) For real symmetric $B_{j l}$ and $L$, the conditions are also used in [6].

Theorem 5.1. If $P$ has the form (5.1) and satisfies Assumption 7, then $P$ satisfies Assumption 4.

Proof. 1) First fix $\omega^{0} \in \mathbb{R}^{d}$ with $\left|\omega^{0}\right|=1$ and abbreviate

$$
\begin{aligned}
& A=\sum_{j=1}^{d} A_{j} \omega_{j}^{0}, \quad B=\sum_{j, l=1}^{d} B_{j l} \omega_{j}^{0} \omega_{l}^{0}, \\
& \hat{P}=\hat{P}\left(\omega^{0}\right)=-B+i A+L .
\end{aligned}
$$

Let

$$
\hat{P} \varphi=\lambda \varphi, \quad|\varphi|=1
$$

Then we have

$$
\varphi^{*}\left(\hat{P}+\hat{P}^{*}\right) \varphi=2 \operatorname{Re} \lambda
$$

and, since

$$
\hat{P}+\hat{P}^{*}=-\left(B+B^{*}\right)+L+L^{*} \leq 0
$$

it follows that $\operatorname{Re} \lambda \leq 0$.
Suppose that $\operatorname{Re} \lambda=0$; then

$$
\varphi^{*}\left(B+B^{*}\right) \varphi=\varphi^{*}\left(L+L^{*}\right) \varphi=0
$$

This would imply $B \varphi=L \varphi=0$. Since $\hat{P} \varphi=\lambda \varphi$, it would follow that $\varphi$ is an eigenvector of $A$, in contradiction to Assumption 7d. Therefore, $\operatorname{Re} \lambda<0$ for all eigenvalues of $\hat{P}\left(\omega^{0}\right),\left|\omega^{0}\right|=1$.
2) Using a well-known construction ${ }^{2}$ (see, e.g., [3]), one obtains that there are constants $c_{0}>0, C_{0}>0$ and, for every $\omega^{0}$ with $\left|\omega^{0}\right|=1$, there is a Hermitian matrix $H_{0}=H_{0}\left(\omega^{0}\right)$ such that

$$
\begin{align*}
H_{0} \hat{P}\left(i \omega^{0}\right)+\hat{P}^{*}\left(i \omega^{0}\right) H_{0} & \leq-c_{0} H_{0}  \tag{5.2}\\
0 & <\frac{1}{C_{0}} I \leq H_{0}
\end{align*}
$$

The function $H_{0}\left(\omega^{0}\right)$ can be constructed as a $C^{\infty}$-function on the unit sphere $\left|\omega^{0}\right|=1$ in $\mathbb{R}^{d}$.
3) We now construct $H(\omega)$ for $|\omega| \geq 1$ as follows. Let

$$
\begin{aligned}
\omega & =\varrho \omega^{0}, \quad\left|\omega^{0}\right|=1, \quad \varrho=|\omega| \\
\hat{P} & =\hat{P}(\omega)=-\varrho^{2} B+i \varrho A+L \\
\hat{P}_{0} & =\hat{P}\left(\omega^{0}\right)=-B+i A+L .
\end{aligned}
$$

We set

$$
H(\omega)=I+\frac{\alpha}{\varrho} H_{0}\left(\omega^{0}\right)
$$

where $\alpha>0$ will be determined below as a sufficiently small constant. Then we have

$$
\begin{align*}
H \hat{P}+\hat{P}^{*} H= & -\varrho^{2}\left(B+B^{*}\right)+L+L^{*} \\
& -\alpha \varrho\left(H_{0} B+B^{*} H_{0}\right)+i \alpha\left(H_{0} A+A^{*} H_{0}\right) \\
& +\frac{\alpha}{\varrho}\left(H_{0} L+L^{*} H_{0}\right) \\
= & \alpha\left\{H_{0} \hat{P}_{0}+\hat{P}_{0}^{*} H_{0}\right\}+T_{1}+T_{2}  \tag{5.3}\\
\leq & -\alpha c_{0} H_{0}+T_{1}+T_{2}
\end{align*}
$$

where

$$
\begin{aligned}
& T_{1}=-\varrho^{2}\left(B+B^{*}\right)+(\alpha-\alpha \varrho)\left(H_{0} B+B^{*} H_{0}\right) \\
& T_{2}=L+L^{*}+\left(\frac{\alpha}{\varrho}-\alpha\right)\left(H_{0} L+L^{*} H_{0}\right)
\end{aligned}
$$

and where (5.2) is used in the final estimate.
Assuming first that

$$
B=\left[\begin{array}{cc}
B_{1} & 0  \tag{5.4}\\
0 & 0
\end{array}\right], \quad B_{1}+B_{1}^{*}>0
$$

and partitioning

$$
\varphi=\left[\begin{array}{c}
\varphi^{I} \\
\varphi^{I I}
\end{array}\right], \quad \varphi \in \mathbb{C}^{n}
$$

[^20]accordingly, one obtains
\[

$$
\begin{aligned}
\varphi^{*} T_{1} \varphi & \leq-c_{1} \varrho^{2}\left|\varphi^{I}\right|^{2}+C_{1} \alpha \varrho|\varphi|\left|\varphi^{I}\right| \\
& \leq-c_{1} \varrho^{2}\left|\varphi^{I}\right|^{2}+\alpha\left\{\mu|\varphi|^{2}+C(\mu) \varrho^{2}\left|\varphi^{I}\right|^{2}\right\}
\end{aligned}
$$
\]

for any $\mu>0$. By first choosing $\mu>0$ so small that

$$
\mu|\varphi|^{2} \leq \frac{c_{0}}{4} \varphi^{*} H_{0} \varphi
$$

and then choosing $\alpha>0$ so small that

$$
\alpha C(\mu) \leq c_{1}
$$

one obtains

$$
\varphi^{*} T_{1} \varphi \leq \alpha \frac{c_{0}}{4} \varphi^{*} H_{0} \varphi
$$

It is easy to see that Assumption (5.4) can be replaced by Assumption 7b. Estimating the term $T_{2}$ similarly, one obtains

$$
\begin{equation*}
H \hat{P}+\hat{P}^{*} H \leq-\alpha \frac{c_{0}}{2} H_{0} \leq-\tilde{c}_{0} H, \quad \tilde{c}_{0}>0 \tag{5.5}
\end{equation*}
$$

This finishes the construction of $H(\omega)$ for $|\omega| \geq 1$ in Assumption 4c.
4) Now consider

$$
\hat{P}=-\varrho^{2} B+i \varrho A+L
$$

for $0<\varrho \leq 1$. We set

$$
H(\omega)=H\left(\varrho \omega^{0}\right)=I+\alpha \varrho H_{0}\left(\omega^{0}\right)
$$

and obtain

$$
\begin{aligned}
H \hat{P}+\hat{P}^{*} H & =\varrho^{2}\left\{-\left(B+B^{*}\right)+\varrho^{-2}\left(L+L^{*}\right)-\alpha \varrho\left(H_{0} B+B^{*} H_{0}\right)\right. \\
& \left.+i \alpha\left(H_{0} A+A^{*} H_{0}\right)+\frac{\alpha}{\varrho}\left(H_{0} L+L^{*} H_{0}\right)\right\}
\end{aligned}
$$

The term in the brackets $\{\ldots\}$ agrees exactly with the right side of (5.3) if $L$ and $(-B)$ are exchanged and $\varrho$ is replaced by $1 / \varrho$. Therefore, the estimate (5.5) implies

$$
H \hat{P}+\hat{P}^{*} H \leq-\tilde{c}_{0} \varrho^{2} H
$$

Consequently, if $\lambda$ is an eigenvalue of $\hat{P}$, it follows that

$$
2 \operatorname{Re} \lambda \leq-\tilde{c}_{0} \varrho^{2}
$$

Furthermore, the proven estimates

$$
H \hat{P}+\hat{P}^{*} H \leq 0
$$

together with the uniform bounds

$$
0<\frac{1}{C} I \leq H \leq C I
$$

imply

$$
\left|e^{\hat{P} t}\right| \leq K, \quad t \geq 0
$$

This finishes the proof of the theorem.
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#### Abstract

In the first part of this paper, the mathematical analysis is presented in detail for the single-phase, miscible displacement of one fluid by another in a porous medium. It is shown that initial boundary value problems with various boundary conditions for this miscible displacement possess a weak solution under physically reasonable hypotheses on the data. In the second part of this paper, it is proven how the analysis can be extended to two-phase fluid flow and transport equations in a porous medium. The flow equations are written in a fractional flow formulation so that a degenerate elliptic-parabolic partial differential system is produced for a global pressure and a saturation. This degenerate system is coupled to a parabolic transport equation which models the concentration of one of the fluids. The analysis here does not utilize any regularized problem; a weak solution is obtained as a limit of solutions to discrete time problems.
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1. Introduction. Multiphase flow and transport of fluids in porous media is of importance socially and economically in a number of applications. For example, petroleum engineers have been interested in efficient recovery of energy resources, and hydrologists have been concerned with improvement of groundwater resource utilization for many years. Unfortunately, despite the great progress made in development of physical models of multiphase flow and transport of fluids in porous media, there has been limited mathematical theory behind these models. The difficulty stems from the fact that the equations modeling complex physical phenomena involving both flow and transport of fluids are often coupled systems of nonlinear, time-dependent degenerate partial differential equations. Hence, simplified models have been analyzed in the last 20 years.

The simplest porous media problem corresponds to the flow of a fluid where a whole porous medium is filled with the single fluid (usually gas or oil in petroleum engineering or water in groundwater hydrology). The usual equations for the singlephase flow model are of parabolic type for the fluid density or pressure and are well understood (see, e.g., [5, 8]).

A more complex case involves the single-phase, miscible displacement of one fluid by another in a porous medium. Under the assumption that no volume change results from the mixing of the two fluids, a coupled, nonlinear differential system of two equations is often utilized for this miscible displacement problem. One of the equations is of elliptic (respectively, parabolic) type for the fluid pressure if the fluids are incompressible (respectively, compressible), and the other is of parabolic type for the concentration of one fluid. This system is complicated by the facts that the pressure

[^21]equation can be degenerate due to the form of the concentration-dependent viscosity and that the transport and diffusion-dispersion coefficients in the concentration equation can be unbounded due to the potentially unbounded fluid velocity.

The miscible displacement problem was first studied by Sammon [20], where a one-dimensional model was theoretically analyzed and the viscosity of the fluid was assumed to be independent of the concentration. The latter assumption decouples the pressure equation from the concentration equation. Mikelić [18] later analyzed a three-dimensional stationary displacement problem. While the viscosity was allowed to be concentration-dependent, it was in fact assumed to be sufficiently close to a constant. Then the pressure and concentration equations were essentially separated so that well-posedness for the stationary problem can be established. Recently, Feng [14] considered a two-dimensional model for the displacement problem. The viscosity can be concentration-dependent, but the analysis was valid only for a two-dimensional problem. Furthermore, the analysis, following Kruz̆kov and Sukorjanskiĭ [16] for twodimensional two-phase immiscible flow, made use of the corresponding regularized system and required the coefficients of the regularized problem to be bounded uniformly with respect to the regularization parameter. The uniform boundedness is hardly satisfied due to the above mentioned feature for the transport and diffusiondispersion coefficients. Finally, all the theoretical results in [20, 18, 14] were obtained solely for homogeneous Neumann boundary conditions and without gravity effects. The study of the single-phase, miscible displacement of one incompressible fluid by another from the numerical point of view using finite element methods has been extensively carried out (see, e.g., [12]); the case where the components are assumed to be slightly compressible also has been numerically studied (see, e.g., [13]).

In this paper the miscible displacement of one incompressible fluid by another in a porous medium is further investigated. A time-dependent, three-dimensional displacement problem with various boundary conditions and gravity effects, including mixed nonhomogeneous ones, is shown to possess a weak solution. The viscosity can be concentration-dependent, and the assumptions required on the data in the earlier papers are weakened; only physically reasonable assumptions are made. The analysis makes no use of the corresponding regularized problem; a weak solution is obtained as a limit of solutions to discrete time problems. It follows Alt and Luckhaus [3] for treating quasilinear elliptic-parabolic differential equations. The technique was later exploited by Alt and di Benedetto [2] and Arbogast [6] for handling the two-phase immiscible flow problem. However, we point out that the miscible displacement problem is different from the two-phase immiscible problem due to the above-mentioned difficulties. In particular, in the present problem special care must be taken on the transport and diffusion-dispersion coefficients in the concentration equation. We introduce here a solution-dependent space to handle this difficulty.

The above two cases deal with single-phase flow. Two-phase flow is more complex and is of greater practical interest. This case corresponds to the so-called secondary recovery in petroleum reservoirs where two fluid phases (usually water and oil) flow simultaneously, or to the fluid movement in an air-water porous media system in groundwater hydrology. In the last two decades, a considerable amount of effort has been made solely in the analysis of flow equations of two-phase incompressible, immiscible type. Transport equations have not been handled for the two-phase system. Existence of weak solutions for the flow equations has been established under various assumptions on physical data (see, e.g., $[5,16,8,15,2,6]$ ). Numerical analyses of the flow equations of compressible type using finite elements have been carried out in [9, 10].

The second part of this paper extends the analysis for the single-phase, miscible displacement of one fluid by another to a two-phase flow and transport system. In addition to a strong coupling between flow and transport equations, the whole differential system combines the above difficulties for the displacement problem with those for the flow equations. In particular, the flow equations are usually degenerate, the number of equations is not known a priori at a given place of a porous medium, and the capillary pressure function is generally unbounded. Here we make an initial attempt to analyze both the flow and the transport equations for a two-phase system using the techniques for the single-phase, miscible displacement problem.

In the next section we consider the single-phase displacement problem. We begin with what is meant by a weak solution. Then we carefully state the assumptions on the physical data required for the major result obtained in this part. Most of this section is devoted to the proof of the major result. In section 3, we extend the results to a two-phase flow system. We shall follow the usual practice $[4,8]$ to write the flow equations of this system in a fractional flow formulation, i.e., in terms of a saturation and a global pressure so that the elliptic part of the system for this global pressure and the parabolic part for the saturation are separated. The concentration equation is obtained from the usual conservation law.

We end with a remark that uniqueness of the weak solution remains open. This is due to the coupling between the partial differential equations under consideration, which makes it difficult to obtain enough regularity of the solution. When the solution is assumed to have enough regularity (e.g., in the semiclassical sense), the uniqueness can be shown in the usual way [17].
2. Miscible displacement of one fluid by another. In section 2.1 the differential system for the single-phase, miscible displacement of one incompressible fluid by another in a porous medium $\Omega \subset \Re^{d}(d \leq 3)$ is described. Then in section 2.2 we state the assumptions on the physical data, define what is meant by a weak solution, and state the major result shown in this section. The proof of the major result is presented in section 2.3, and two of the lemmas needed for the major result are proven in section 2.4.
2.1. The differential system. The usual equations describing two-component, incompressible, miscible displacement are given by (see, e.g., [7, 19])

$$
\begin{align*}
& -\nabla \cdot\{k(x)(\nabla p-\rho g) / \mu(c)\}=q^{I}-q^{P}  \tag{2.1}\\
& \phi(x) \partial_{t} c-\nabla \cdot(D(u) \nabla c)+u \cdot \nabla c+q^{I} c=\hat{c} q^{I}
\end{align*}
$$

for $(x, t) \in \Omega_{T} \equiv \Omega \times J$ with $J=(0, T](T>0)$, where $\phi$ and $k$ are the porosity and absolute permeability of the porous medium, $\mu$ and $\rho$ are the viscosity and density of the fluid mixture, $g$ denotes the gravitational, downward-pointing, constant vector, $c$ indicates the concentration of one of the two components, $p$ is the pressure of the fluid, $D$ is the diffusion-dispersion coefficient, $\hat{c}$ is the injected concentration, $q^{I}$ and $q^{P}$ represent the sum of injection well source terms and production well sink terms, respectively, and $u$ is the Darcy velocity of the fluid defined by

$$
\begin{equation*}
u=-\frac{k(x)}{\mu(c)}(\nabla p-\rho g) \tag{2.2}
\end{equation*}
$$

For $\Gamma=\partial \Omega$, let

$$
\Gamma=\Gamma_{1}^{p} \cup \Gamma_{2}^{p}=\Gamma_{1}^{c} \cup \Gamma_{2}^{c}, \quad \Gamma_{1}^{p} \cap \Gamma_{2}^{p}=\Gamma_{1}^{c} \cap \Gamma_{2}^{c}=\emptyset .
$$

With this division of $\Gamma$, the boundary conditions are specified by

$$
\begin{array}{ll}
u \cdot \nu-a_{1}(c) p=\varphi_{1}(c), & (x, t) \in \Gamma_{1}^{p} \times J, \\
p=\varphi_{2}(x, t), & (x, t) \in \Gamma_{2}^{p} \times J,  \tag{2.3}\\
-(D \nabla c) \cdot \nu-a_{2}(c) c=\varphi_{3}(c), & (x, t) \in \Gamma_{1}^{c} \times J, \\
c=\varphi_{4}(x, t), & (x, t) \in \Gamma_{2}^{c} \times J,
\end{array}
$$

where the $a_{i}$ and $\varphi_{j}$ are given functions $(i=1,2,1 \leq j \leq 4)$ and $\nu$ is the outward unit normal to $\Gamma$. The initial condition is given by

$$
\begin{equation*}
c(x, 0)=c_{0}(x), \quad x \in \Omega \tag{2.4}
\end{equation*}
$$

The differential system given by (2.1)-(2.4) for the main unknowns $p$ and $c$ will be studied in this section.
2.2. Assumptions and the major result. The usual Sobolev spaces $W^{l, \pi}(\Omega)$ with the norm $\|\cdot\|_{W^{l, \pi}(\Omega)}[1]$ will be used, where $l$ is a nonnegative integer and $0 \leq \pi \leq \infty$. When $\pi=2$, we simply write $H^{l}(\Omega)=W^{l, 2}(\Omega)$. When $l=0$, we have $L^{2}(\Omega)=H^{0}(\Omega)$. Below $(\cdot, \cdot)_{Q}$ denotes the $L^{2}(Q)$ inner product. $(Q$ is omitted if $Q=\Omega$.) We now make the following assumptions:
(A1) $\Omega \subset \Re^{d}$ is a multiply connected domain with Lipschitz boundary $\Gamma, \Gamma=$ $\Gamma_{1}^{p} \cup \Gamma_{2}^{p}=\Gamma_{1}^{c} \cup \Gamma_{2}^{c}, \Gamma_{1}^{p} \cap \Gamma_{2}^{p}=\Gamma_{1}^{c} \cap \Gamma_{2}^{c}=\emptyset$, each $\Gamma_{i}^{p}$ and $\Gamma_{i}^{c}$ is a $(d-1)$-dimensional domain, and $\Gamma_{2}^{p} \subset \Gamma_{2}^{c}$.
(A2) $\phi \in L^{\infty}(\Omega), \phi(x) \geq \phi_{*}>0$, and $k(x)$ is a bounded, symmetric, and uniformly positive definite matrix, i.e.,

$$
0<k_{*} \leq|\xi|^{-2} \sum_{i, j=1}^{d} k_{i j}(x) \xi_{i} \xi_{j} \leq k^{*}<\infty, \quad x \in \Omega, \xi \neq 0 \in \Re^{d}
$$

(A3) The diffusion-dispersion term is given by

$$
D(u)=\phi\left\{d_{m o} I+|u|\left(d_{l} E(u)+d_{t} E^{\perp}(u)\right)\right\}
$$

where $I$ is the $d$-by- $d$ identity matrix, $d_{m o}>0$ is the molecular diffusion coefficient, $d_{l}$ and $d_{t}$ are the longitudinal and transverse dispersion coefficients, respectively, the matrix $E(u)$ is the projection along the direction of flow determined by

$$
E(u)=\left(\frac{u_{i} u_{j}}{|u|^{2}}\right), \quad|u|=\sqrt{u_{1}^{2}+\ldots+u_{d}^{2}}, \quad u=\left(u_{1}, \ldots, u_{d}\right)
$$

and $E^{\perp}(u)=I-E(u)$.
(A4) The following form is widely used for the viscosity $\mu$ :

$$
\mu(c)=\mu(0)\left(1+\left(\mathcal{M}^{1 / 4}-1\right) c\right)^{-4} \quad \text { for } c \in[0,1]
$$

where $\mathcal{M}=\mu(0) / \mu(1)$ is the mobility ratio.
(A5) $\quad q^{I}, q^{P} \geq 0, q^{I} \in L^{\infty}\left(J ; L^{2}(\Omega)\right)$, and $q^{P} \in L^{\infty}\left(J ; H^{-1}(\Omega)\right)$.
(A6) In the case of $\Gamma_{2}^{p}=\emptyset$ and $a_{1} \equiv 0, \varphi_{1}$ is independent of $c$ and satisfies

$$
\int_{\Gamma_{1}^{p}} \varphi_{1} \mathrm{~d} \sigma=\int_{\Omega}\left(q^{I}-q^{P}\right) \mathrm{d} x
$$

(A7) There is a subset $\Gamma_{1, *}^{p} \subset \Gamma_{1}^{p}$ (with nonzero measure only if $\Gamma_{2}^{p}=\emptyset$ and $\left.a_{1} \not \equiv 0\right)$ such that $a_{1} \geq a_{1, *}>0$ on $\Gamma_{1, *}^{p} \times J \times[0,1]$.
(A8) The boundary data satisfy that $\varphi_{1}$ and $\varphi_{3}$ are continuous in $c$ and

$$
\begin{aligned}
& \left\|\left\|\varphi_{1} \mid\right\|_{L^{\infty}\left(J ; H^{-1 / 2}\left(\Gamma_{1}^{p}\right)\right)}<\infty, \quad\right\| \varphi_{3} \|_{L^{\infty}\left(J ; H^{-1 / 2}\left(\Gamma_{1}^{c}\right)\right)}<\infty \\
& \varphi_{2} \in L^{\infty}\left(J ; H^{1}(\Omega)\right), \quad \varphi_{4} \in L^{2}\left(J ; W^{1,4}(\Omega)\right) \\
& \partial_{t} \varphi_{4} \in L^{1}\left(\Omega_{T}\right), \quad 0 \leq \varphi_{4}(x, t) \leq 1 \quad \text { almost everywhere (a.e.) on } \Omega_{T}, \\
& \varphi_{1}(0) \geq 0, \quad \varphi_{1}(1) \geq 0 \quad \text { on } \Gamma_{1}^{c} \\
& \varphi_{3}(0) \leq 0, \quad \varphi_{3}(1) \geq 0 \quad \text { on } \Gamma_{1}^{c},
\end{aligned}
$$

where

$$
\|\|v\|\|=\left\|\sup _{c \in[0,1]}|v(x, c)|\right\|,
$$

for any given norm.
(A9) $a_{1}, a_{2} \geq 0$; they are continuous in $c ;\|\mid\| a_{1}\| \|_{L^{\infty}\left(\Omega_{T}\right)}$ and $\left\|a_{2}\right\|_{L^{\infty}\left(\Omega_{T}\right)}$ are bounded; and

$$
a_{1}(0)=a_{1}(1)=0 \quad \text { on } \Gamma_{1}^{c}
$$

(A10) $\quad \hat{c}$ and $c_{0}$ satisfy $0 \leq \hat{c} \leq 1$ a.e. on $\Omega_{T}$ and $0 \leq c_{0} \leq 1$ a.e. on $\Omega$.
We introduce the spaces

$$
\begin{aligned}
& V=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma_{2}^{p}}=0 ; \text { if } \Gamma_{2}^{p}=\emptyset \text { and } a_{1} \equiv 0, \text { then } \int_{\Omega} v \mathrm{~d} x=0\right\} \\
& W=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma_{2}^{c}}=0\right\}
\end{aligned}
$$

Below $V^{*}$ and $W^{*}$ indicate the duals of $V$ and $W$, respectively.
Definition 2.1. A weak solution of the system in (2.1)-(2.4) is a pair of functions $(p, c)$ with $p \in L^{\infty}(J ; V)+\varphi_{2}, c \in L^{2}(J ; W(u))+\varphi_{4}$ such that

$$
\begin{gather*}
\phi \partial_{t} c \in L^{2}\left(J ; W^{*}(u)\right),  \tag{2.5}\\
0 \leq c(x, t) \leq 1 \quad \text { a.e. on } \Omega_{T},  \tag{2.6}\\
(a(c)\{\nabla p-\rho g\}, \nabla v)+\left(a_{1}(c) p, v\right)_{\Gamma_{1}^{p}} \\
=\left(q^{I}-q^{P}, v\right)-\left(\varphi_{1}(c), v\right)_{\Gamma_{1}^{p}} \quad \forall v \in L^{\infty}(J ; V),  \tag{2.7}\\
\int_{J}\left\langle\phi \partial_{t} c, v\right\rangle d t+\int_{J}(D(u) \nabla c, \nabla v) d t+\int_{J}(u \cdot \nabla c, v) d t \\
+\int_{J}\left(q^{I} c, v\right) d t+\int_{J}\left(a_{2}(c) c, v\right)_{\Gamma_{1}^{c}} d t  \tag{2.8}\\
=\int_{J}\left(\hat{c} q^{I}, v\right) d t-\int_{J}\left(\varphi_{3}(c), v\right)_{\Gamma_{1}^{c}} d t \quad \forall v \in L^{2}(J ; W(u)), \\
\int_{J}\left\langle\phi \partial_{t} c, v\right\rangle d t+\int_{J}\left(\phi\left(c-c_{0}\right), \partial_{t} v\right) d t=0  \tag{2.9}\\
\forall v \in L^{2}(J ; W(u)) \cap W^{1,1}\left(J ; L^{1}(\Omega)\right), \quad v(x, T)=0
\end{gather*}
$$

where $a(c)=k(x) / \mu(c), u$ is given as in (2.2), and the space $W(u)$ is defined by

$$
W(u)=\{v \in W:(D(u) \nabla v, \nabla v)<\infty\} .
$$

We now state the major result obtained in this section.
ThEOREM 2.2. Under assumptions (A1)-(A10), the system in (2.1)-(2.4) has a weak solution in the sense of Definition 2.1.
2.3. Proof of the major result. In this subsection we shall prove Theorem 2.2. We first state the following trivial lemma.

Lemma 2.3. It holds that

$$
\begin{aligned}
d_{m o}+\min \left(d_{l}, d_{t}\right)|u| & \leq \phi^{-1}|\xi|^{-2} \sum_{i, j=1}^{d} D_{i j}(u) \xi_{i} \xi_{j} \\
& \leq d_{m o}+\max \left(d_{l}, d_{t}\right)|u|, \quad \xi \neq 0 \in \Re^{d}
\end{aligned}
$$

For each positive integer $M$, divide $J$ into $m=2^{M}$ subintervals of equal length $h=T / m=2^{-M} T$. Set $t_{i}=i h$ and $J_{i}=\left(t_{i-1}, t_{i}\right]$ for an integer $i, 1 \leq i \leq m$. Denote the time difference operator by

$$
\partial^{\eta} v(t)=\frac{v(t+\eta)-v(t)}{\eta}
$$

for any function $v(t)$ and constant $\eta \in \Re$. Also, for any Hilbert space $\mathcal{H}$, define
$l_{h}(\mathcal{H})=\left\{v \in L^{\infty}(J ; \mathcal{H}): v\right.$ is constant in time on each subinterval $\left.J_{i} \subset J\right\}$.
For $v^{h} \in l_{h}(\mathcal{H})$, set $v^{i} \equiv\left(v^{h}\right)^{i}=\left.v^{h}\right|_{J_{i}}$ for notational convenience, when there is no ambiguity (i.e., $h$ is omitted). Finally, let

$$
\varphi_{j}^{h}(x, t)=\frac{1}{h} \int_{J_{i}} \varphi_{j}(x, \tau) \mathrm{d} \tau, \quad t \in J_{i}, j=2,4
$$

similar definitions $q^{I, h}, q^{P, h}$, and $\hat{c}^{h}$ are used for $q^{I}, q^{P}$, and $\hat{c}$, respectively.
Now, the discrete time solution is a pair of functions $p^{h} \in l_{h}(V)+\varphi_{2}^{h}, c^{h} \in$ $l_{h}\left(W\left(u^{h}\right)\right)+\varphi_{4}^{h}$ satisfying

$$
\begin{align*}
& \left(a\left(c^{h}\right)\left\{\nabla p^{h}-\rho g\right\}, \nabla v\right)+\left(a_{1}\left(c^{h}\right) p^{h}, v\right)_{\Gamma_{1}^{p}} \\
& \quad=\left(q^{I, h}-q^{P, h}, v\right)-\left(\varphi_{1}\left(c^{h}\right), v\right)_{\Gamma_{1}^{p}} \quad \forall v \in l_{h}(V) \tag{2.10}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{J}\left(\phi \partial^{-h} c^{h}, v\right) \mathrm{d} t+\int_{J}\left(D\left(u^{h}\right) \nabla c^{h}, \nabla v\right) \mathrm{d} t+\int_{J}\left(u^{h} \cdot \nabla c^{h}, v\right) \mathrm{d} t \\
& \quad+\int_{J}\left(q^{I, h} c^{h}, v\right) \mathrm{d} t+\int_{J}\left(a_{2}\left(c^{h}\right) c^{h}, v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t  \tag{2.11}\\
& \quad=\int_{J}\left(\hat{c}^{h} q^{I, h}, v\right) \mathrm{d} t-\int_{J}\left(\varphi_{3}\left(c^{h}\right), v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t \quad \forall v \in l_{h}\left(W\left(u^{h}\right)\right)
\end{align*}
$$

with

$$
\begin{equation*}
u^{h}=-a\left(c^{h}\right)\left(\nabla p^{h}-\rho g\right) \tag{2.12}
\end{equation*}
$$

This approximate scheme is extended such that $c^{h}=c_{0}$ for $t<0$.

Below, $C$ (with or without a subscript) indicates a generic constant independent of $h$, which will probably take on different values in different occurrences.

Lemma 2.4. For $h>0$ small enough, the discrete scheme has a solution such that

$$
\begin{equation*}
0 \leq c^{h}(x, t) \leq 1 \quad \text { a.e. on } \quad \Omega_{T} \tag{2.13}
\end{equation*}
$$

The proof of this lemma will be given in the next subsection.
Lemma 2.5. The solution to the discrete scheme also satisfies

$$
\begin{equation*}
\left\|p^{h}\right\|_{L^{\infty}\left(J ; H^{1}(\Omega)\right)}+\left\|c^{h}\right\|_{L^{2}\left(J ; H^{1}(\Omega)\right)}+\left\|D^{1 / 2}\left(u^{h}\right) \nabla c^{h}\right\|_{L^{2}\left(\Omega_{T}\right)} \leq C \tag{2.14}
\end{equation*}
$$

with constant $C$ independent of $h$.
Proof. Take $v=p^{h}-\varphi_{2}^{h} \in l_{h}(V)$ in (2.10) to have

$$
\begin{align*}
\left\|\nabla p^{h}\right\|_{L^{2}(\Omega)}^{2}+ & \left(a_{1}\left(c^{h}\right) p^{h}, p^{h}\right)_{\Gamma_{1}^{p}} \leq C\left\{\|\rho g\|_{L^{2}(\Omega)}^{2}+\left\|q^{I, h}-q^{P, h}\right\|_{H^{-1}(\Omega)}^{2}\right. \\
& \left.+\| \| \varphi_{1}\| \|_{H^{-1 / 2}\left(\Gamma_{1}^{p}\right)}^{2}+\left\|\varphi_{2}^{h}\right\|_{H^{1}(\Omega)}^{2}\right\}+\epsilon\left\|p^{h}\right\|_{L^{2}(\Omega)}^{2}, \quad t \in J \tag{2.15}
\end{align*}
$$

for any $\epsilon>0$ (here and below $\epsilon>0$ is an arbitrary constant as small as we please). Apply a variant of the Poincaré inequality

$$
\begin{equation*}
\left\|p^{h}\right\|_{L^{2}(\Omega)} \leq C\left\{\left\|\nabla p^{h}\right\|_{L^{2}(\Omega)}+\left\|p_{h}\right\|_{L^{2}\left(\Gamma_{1, *}^{p}\right)}+\left\|\varphi_{2}^{h}\right\|_{H^{1}(\Omega)}\right\} \tag{2.16}
\end{equation*}
$$

and the inequality

$$
\left\|\varphi_{2}^{h}\right\|_{H^{1}(\Omega)} \leq\left\|\varphi_{2}\right\|_{H^{1}(\Omega)}
$$

to obtain the bound for $p^{h}$ in (2.14).
Now, choose $v=c^{h}-\varphi_{4}^{h} \in l_{h}\left(W\left(u^{h}\right)\right)$ in (2.11) to see that

$$
\begin{align*}
& \int_{J}\left(\phi \partial^{-h} c^{h}, c^{h}-\varphi_{4}^{h}\right) \mathrm{d} t+\int_{J}\left(D\left(u^{h}\right) \nabla c^{h}, \nabla\left(c^{h}-\varphi_{4}^{h}\right)\right) \mathrm{d} t \\
& +\int_{J}\left(u^{h} \cdot \nabla c^{h}, c^{h}-\varphi_{4}^{h}\right) \mathrm{d} t+\int_{J}\left(q^{I, h} c^{h}, c^{h}-\varphi_{4}^{h}\right) \mathrm{d} t \\
& +\int_{J}\left(a_{2}\left(c^{h}\right) c^{h}, c^{h}-\varphi_{4}^{h}\right)_{\Gamma_{1}^{c}} \mathrm{~d} t=\int_{J}\left(\hat{c}^{h} q^{I, h}, c^{h}-\varphi_{4}^{h}\right) \mathrm{d} t  \tag{2.17}\\
& \\
& \quad-\int_{J}\left(\varphi_{3}\left(c^{h}\right), c^{h}-\varphi_{4}^{h}\right)_{\Gamma_{1}^{c}} \mathrm{~d} t
\end{align*}
$$

We now estimate each term in (2.17). We focus only on the transport and diffusiondispersion terms; other terms can be easily estimated. By the definition of $u^{h}$, Lemma 2.3, the Hölder inequality, and the above bound on $p^{h}$, note that

$$
\begin{align*}
&\left|\left(D\left(u^{h}\right) \nabla c^{h}, \nabla \varphi_{4}^{h}\right)\right| \leq \epsilon\left(D\left(u^{h}\right) \nabla c^{h}, \nabla c^{h}\right) \\
&+C\left(\left\|\nabla \varphi_{4}^{h}\right\|_{L^{2}(\Omega)}^{2}+\left\|u^{h}\right\|_{L^{2}(\Omega)}\left\|\nabla \varphi_{4}^{h}\right\|_{L^{4}(\Omega)}^{2}\right)  \tag{2.18a}\\
& \leq \epsilon\left(D\left(u^{h}\right) \nabla c^{h}, \nabla c^{h}\right)+C\left\|\nabla \varphi_{4}^{h}\right\|_{L^{4}(\Omega)}^{2} .
\end{align*}
$$

Using (2.13), the same reasoning also yields that

$$
\begin{align*}
\left|\left(u^{h} \cdot \nabla c^{h}, c^{h}\right)\right| & \leq \epsilon\left(\left|u^{h}\right| \nabla c^{h}, \nabla c^{h}\right)+C\left(\left|u^{h}\right| c^{h}, c^{h}\right)  \tag{2.18b}\\
& \leq \epsilon\left(D\left(u^{h}\right) \nabla c^{h}, \nabla c^{h}\right)+C(\Omega)
\end{align*}
$$

and that

$$
\begin{align*}
\left|\left(u^{h} \cdot \nabla c^{h}, \varphi_{4}^{h}\right)\right| & \leq \epsilon\left(\left|u^{h}\right| \nabla c^{h}, \nabla c^{h}\right)+C\left(\left|u^{h}\right| \varphi_{4}^{h}, \varphi_{4}^{h}\right) \\
& \leq \epsilon\left(D\left(u^{h}\right) \nabla c^{h}, \nabla c^{h}\right)+C\left\|\varphi_{4}^{h}\right\|_{L^{4}(\Omega)}^{2} . \tag{2.18c}
\end{align*}
$$

Apply these estimates in $(2.18 \mathrm{a}-\mathrm{c})$ to (2.17) to obtain

$$
\begin{align*}
& \int_{J}\left(\phi \partial^{-h} c^{h}, c^{h}-\varphi_{4}^{h}\right) \mathrm{d} t+C_{1} \int_{J}\left(D\left(u^{h}\right) \nabla c^{h}, \nabla c^{h}\right) \mathrm{d} t \\
& \leq C(T, \Omega)\left\{1+\int_{J}\left(\left\|q^{I, h}\right\|_{H^{-1}(\Omega)}^{2}+\left\|\mid \varphi_{3}\right\| \|_{H^{-1 / 2}\left(\Gamma_{1}^{c}\right)}^{2}\right.\right.  \tag{2.19}\\
& \left.\left.+\left\|\varphi_{4}^{h}\right\|_{H^{1}(\Omega)}^{2}+\left\|\varphi_{4}^{h}\right\|_{W^{1,4}(\Omega)}^{4}\right) \mathrm{~d} t\right\}
\end{align*}
$$

Next, it is easy to see that

$$
\begin{equation*}
\int_{J}\left(\phi \partial^{-h} c^{h}, c^{h}\right) \mathrm{d} t=\sum_{i=1}^{m}\left(\phi\left(c^{i}-c^{i-1}\right), c^{i}\right) \geq \frac{1}{2}\left\{\left(\phi c^{m}, c^{m}\right)-\left(\phi c^{0}, c^{0}\right)\right\} . \tag{2.20}
\end{equation*}
$$

Also, we find that $[3,6]$

$$
\begin{align*}
\int_{J}\left(\phi \partial^{-h} c^{h}, \varphi_{4}^{h}\right) \mathrm{d} t & =\left(\phi c^{m}, \varphi_{4}^{m}\right)-\left(\phi c^{0}, \varphi_{4}^{1}\right)-\int_{0}^{T-h}\left(\phi c^{h}, \partial^{h} \varphi_{4}^{h}\right) \mathrm{d} t \\
& \leq C\left\{\left\|\varphi_{4}^{h}\right\|_{L^{\infty}\left(J ; L^{1}(\Omega)\right)}+\int_{0}^{T-h}\left\|\partial^{h} \varphi_{4}^{h}\right\|_{L^{1}(\Omega)} \mathrm{d} t\right\}  \tag{2.21}\\
& \leq C\left\{\left\|\varphi_{4}^{h}\right\|_{L^{\infty}\left(J ; L^{1}(\Omega)\right)}+\int_{J}\left\|\partial_{t} \varphi_{4}\right\|_{L^{1}(\Omega)} \mathrm{d} t\right\}
\end{align*}
$$

Finally, combine (2.17)-(2.21) to have the desired result for $c^{h}$.
Corollary 2.6. For any $2 \leq r<\infty$, for a subsequence $p^{h} \rightarrow p$ weakly in $L^{r}\left(J ; H^{1}(\Omega)\right)$ and $c^{h} \rightharpoonup c$ weakly in $L^{2}\left(J ; H^{1}(\Omega)\right)$. Furthermore, $p \in L^{\infty}(J ; V)+\varphi_{2}$, $c \in L^{2}(J ; W)+\varphi_{4}$, and

$$
\begin{equation*}
0 \leq c(x, t) \leq 1 \quad \text { a.e. on } \quad \Omega_{T} \tag{2.22}
\end{equation*}
$$

Proof. It follows from Lemma 2.5 that $c^{h}-\varphi_{4}^{h}$ converges weakly in $L^{2}(J ; W)$. Since $\varphi_{4}^{h} \rightharpoonup \varphi_{4}$ weakly in $L^{2}\left(J ; H^{1}(\Omega)\right), c^{h} \rightharpoonup c$ weakly in $L^{2}\left(J ; H^{1}(\Omega)\right)$ with $c \in$ $L^{2}(J ; W)+\varphi_{4}$. The same argument shows that $p^{h} \rightharpoonup p$ weakly in $L^{r}\left(J ; H^{1}(\Omega)\right)$ with $p \in L^{r}(J ; V)+\varphi_{2}$ for $2 \leq r<\infty$. Since $\|p\|_{L^{r}\left(J ; H^{1}(\Omega)\right)} \leq C$ with $C$ independent of $r$, in fact $p \in L^{\infty}(J ; V)+\varphi_{2}$. Finally, (2.22) follows from (2.13).

Lemma 2.7. There is a subsequence such that $c^{h} \rightarrow c$ strongly in $L^{2}\left(\Omega_{T}\right)$.
This lemma also will be shown in section 2.4.
Corollary 2.8. There is a subsequence such that $c^{h} \rightarrow c$ strongly in $L^{2}\left(J ; H^{1-\pi}(\Omega)\right)$ and $L^{2}\left(J ; H^{1 / 2-\pi}(\partial \Omega)\right)$ for any $0<\pi<1 / 2$, and $c^{h} \rightarrow c$ pointwise a.e. on $\Omega_{T}$.

Proof. Apply the interpolation inequality

$$
\begin{equation*}
\|v\|_{H^{\sigma}(\Omega)} \leq \delta\|v\|_{H^{1}(\Omega)}+C_{\delta}\|v\|_{L^{2}(\Omega)} \tag{2.23}
\end{equation*}
$$

for any $0<\sigma<1$ and $\delta>0$, the boundedness of the trace operator, and Lemma 2.7 to prove the desired statement.

We are now ready to prove Theorem 2.2.
Proof of Theorem 2.2. From Corollaries 2.6 and 2.8, (2.10) implies (2.7) since $\cup_{M=1}^{\infty} l_{h}(V)$ is dense in $L^{\infty}(J ; V)$. Also, it follows from (2.11) that

$$
\begin{align*}
& \lim _{h \rightarrow 0^{+}}\left\{\int_{J}\left(\phi \partial^{-h} c^{h}, v\right) \mathrm{d} t+\int_{J}\left(D\left(u^{h}\right) \nabla c^{h}, \nabla v\right) \mathrm{d} t+\int_{J}\left(u^{h} \cdot \nabla c^{h}, v\right) \mathrm{d} t\right. \\
&\left.+\int_{J}\left(q^{I, h} c^{h}, v\right) \mathrm{d} t+\int_{J}\left(a_{2}\left(c^{h}\right) c^{h}, v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t\right\}  \tag{2.24}\\
&=\lim _{h \rightarrow 0^{+}}\{ \left.\int_{J}\left(\hat{c}^{h} q^{I, h}, v\right) \mathrm{d} t-\int_{J}\left(\varphi_{3}\left(c^{h}\right), v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t\right\} \forall v \in \cup_{M=1}^{\infty} l_{h}\left(W\left(u^{h}\right)\right) .
\end{align*}
$$

By (2.7) and (2.10), we see that

$$
\begin{aligned}
& \left(a\left(c^{h}\right) \nabla\left[p^{h}-p\right], \nabla\left[p^{h}-p\right]\right)+\left(a\left(c^{h}\right) \nabla\left[p^{h}-p\right], \nabla p\right) \\
& -\left(\left[a(c)-a\left(c^{h}\right)\right](\nabla p-\rho g), \nabla p^{h}\right)-\left(a_{1}\left(c^{h}\right)\left(p-p^{h}\right), p^{h}\right) \Gamma_{1}^{p} \\
& -\left(\left[a_{1}(c)-a_{1}\left(c^{h}\right)\right] p, p^{h}\right) \Gamma_{\Gamma_{1}^{p}}=-\left(\left[q^{I}-q^{P}\right]-\left[q^{I, h}-q^{P, h}\right], p^{h}\right) \\
& \quad+\left(\varphi_{1}(c)-\varphi_{1}\left(c^{h}\right), p^{h}\right)_{\Gamma_{1}^{p} .} .
\end{aligned}
$$

Then, by Corollaries 2.6 and 2.8 and Lebesgue's dominated convergence theorem, we see that $\nabla p^{h} \rightarrow \nabla p$ strongly in $\left(L^{2}\left(\Omega_{T}\right)\right)^{d}$. Hence, from the definition of $u^{h}, u^{h} \rightarrow u$ strongly in $\left(L^{2}\left(\Omega_{T}\right)\right)^{d}$ and by Lemma 2.3, $D\left(u^{h}\right) \rightarrow D(u)$ strongly in $\left(L^{2}\left(\Omega_{T}\right)\right)^{d \times d}$. Therefore, by the strong convergence of $\left\{D\left(u^{h}\right)\right\}$ and weak convergence of $\left\{\nabla c^{h}\right\}$, we have

$$
\lim _{h \rightarrow 0^{+}} \int_{J}\left(D\left(u^{h}\right) \nabla c^{h}, \nabla v\right) \mathrm{d} t=\int_{J}(D(u) \nabla c, \nabla v) \mathrm{d} t \quad \forall v \in \cup_{M=1}^{\infty} l_{h}\left(W\left(u^{h}\right)\right) .
$$

Similarly, by the strong convergence of $u^{h} \rightarrow u$ and weak convergence of $\nabla c^{h} \rightharpoonup \nabla c$, we see that

$$
\lim _{h \rightarrow 0^{+}} \int_{J}\left(u^{h} \cdot \nabla c^{h}, v\right) \mathrm{d} t=\int_{J}(u \cdot \nabla c, v) \mathrm{d} t \quad \forall v \in \cup_{M=1}^{\infty} l_{h}\left(W\left(u^{h}\right)\right) .
$$

Next, by the definition of $q^{I, h}$ and $\hat{c}^{h}$, and the continuity of $\varphi_{3}$ and $a_{2}$ in $c$, it follows from Corollary 2.8 that

$$
\begin{array}{r}
\lim _{h \rightarrow 0^{+}}\left\{\int_{J}\left(q^{I, h} c^{h}, v\right) \mathrm{d} t+\int_{J}\left(a_{2}\left(c^{h}\right) c^{h}, v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t\right\}=\int_{J}\left(q^{I} c, v\right) \mathrm{d} t+\int_{J}\left(a_{2}(c) c, v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t \\
\forall v \in \cup_{M=1}^{\infty} l_{h}\left(W\left(u^{h}\right)\right),
\end{array}
$$

and

$$
\begin{array}{r}
\lim _{h \rightarrow 0^{+}}\left\{\int_{J}\left(\hat{c}^{h} q^{I, h}, v\right) \mathrm{d} t-\int_{J}\left(\varphi_{3}\left(c^{h}\right), v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t\right\}_{=} \int_{J}\left(\hat{c} q^{I}, v\right) \mathrm{d} t-\int_{J}\left(\varphi_{3}(c), v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t \\
\forall v \in \cup_{M=1}^{\infty} l_{h}\left(W\left(u^{h}\right)\right) .
\end{array}
$$

Also, for any $v \in L^{2}(J ; W(u)), v^{h} \in l_{h}\left(W\left(u^{h}\right)\right)$ for $h$ sufficiently small, where $v^{h}(x, t)=h^{-1} \int_{J_{k}} v(x, \tau) \mathrm{d} \tau$. Then, by (2.11), (2.14), and the compact embedding relation $H^{1}(\Omega) \hookrightarrow L^{4}(\Omega)$, we observe that

$$
\int_{J}\left(\phi \partial^{-h} c^{h}, v\right) \mathrm{d} t=\int_{J}\left(\phi \partial^{-h} c^{h}, v^{h}\right) \mathrm{d} t \leq C\left\{\left\|D^{1 / 2}(u) \nabla v\right\|_{L^{2}\left(\Omega_{T}\right)}+\|v\|_{L^{2}\left(\Omega_{T}\right)}\right\}
$$

for $h$ sufficiently small. Consequently, for a subsequence $\phi \partial^{-h} c^{h}$ converges weakly in $L^{2}\left(J ; W^{*}(u)\right)$. If $v \in C_{0}^{\infty}\left(\Omega_{T}\right)$, with $h>0$ small enough we see that

$$
\int_{J}\left(\phi \partial^{-h} c^{h}, v\right) \mathrm{d} t=-\int_{0}^{T-h}\left(\phi c^{h}, \partial^{h} v\right) \mathrm{d} t \rightarrow-\int_{J}\left(\phi c, \partial_{t} v\right) \mathrm{d} t=\int_{J}\left\langle\phi \partial_{t} c, v\right\rangle \mathrm{d} t
$$

as a distribution. Therefore, $\phi \partial^{-h} c^{h} \rightharpoonup \phi \partial_{t} c$ weakly in $L^{2}\left(J ; W^{*}(u)\right)$. Combining all these results, (2.8) follows from (2.24) since $\cup_{M=1}^{\infty} l_{h}\left(W\left(u^{h}\right)\right)$ is dense in $L^{2}(J ; W(u))$. Also, as for (2.19), it can be shown that $c \in L^{2}(J ; W(u))$ from (2.8).

Finally, if $v \in L^{2}(J ; W(u)) \cap W^{1,1}\left(J ; L^{1}(\Omega)\right)$ with $v(x, T)=0$, we find that

$$
\int_{J}\left(\phi \partial^{-h} c^{h}, v\right) \mathrm{d} t+\int_{0}^{T-h}\left(\phi\left[c^{h}-c^{0}\right], \partial^{h} v\right) \mathrm{d} t=\frac{1}{h} \int_{T-h}^{T}\left(\phi\left[c^{h}-c^{0}\right], v\right) \mathrm{d} t
$$

which yields (2.9). Thus the proof of Theorem 2.2 is complete.
2.4. Proof of Lemmas 2.4 and 2.7. In this subsection the possibility that $c$ is outside $[0,1]$ is allowed. All functions of $c$ are extended constantly outside $[0,1]$.

Lemma 2.4 is purely an elliptic result and will obviously follow from the next proposition. For notational convenience the superscript $h$ is omitted below.

Proposition 2.9. In addition to assumptions (A1)-(A10), suppose that $0<\eta_{*} \leq$ $\eta_{1}(x) \in L^{\infty}(\Omega)$ and $0 \leq \eta_{2}(x) \leq \eta_{1}(x)$. Then, for $\eta_{*}$ sufficiently big, the following problem has a weak solution $(p, c) \in\left(V+\varphi_{2}\right) \times\left(W(u)+\varphi_{4}\right)$ :

$$
\begin{gather*}
(a(c)\{\nabla p-\rho g\}, \nabla v)+\left(a_{1}(c) p, v\right)_{\Gamma_{1}^{p}}  \tag{2.25}\\
=\left(q^{I}-q^{P}, v\right)-\left(\varphi_{1}(c), v\right)_{\Gamma_{1}^{p}} \quad \forall v \in V \\
\left(\eta_{1} c, v\right)+(D(u) \nabla c, \nabla v)+(u \cdot \nabla c, v)+\left(q^{I} c, v\right)+\left(a_{2}(c) c, v\right)_{\Gamma_{1}^{c}} \\
=\left(\hat{c} q^{I}, v\right)-\left(\varphi_{3}(c), v\right)_{\Gamma_{1}^{c}}+\left(\eta_{2}, v\right) \quad \forall v \in W(u),
\end{gather*}
$$

and

$$
\begin{equation*}
0 \leq c(x, t) \leq 1 \quad \text { a.e. on } \Omega_{T} \tag{2.27}
\end{equation*}
$$

where $u$ is given as in (2.12).
Proof. Let $\left\{v_{i}^{1}\right\}_{i=1}^{\infty}$ and $\left\{v_{i}^{2}\right\}_{i=1}^{\infty}$ be bases for $V$ and $W$, respectively, and set $V_{m}=\operatorname{span}\left\{v_{1}^{1}, \ldots, v_{m}^{1}\right\}$ and $W_{m}=\operatorname{span}\left\{v_{1}^{2}, \ldots, v_{m}^{2}\right\}$. With $V_{m}$ and $W_{m}$ replacing $V$ and $W$ in (2.25) and (2.26), respectively, we obtain a Galerkin procedure.

For $v^{j}=\sum_{i=1}^{m} \beta_{i}^{j} v_{i}^{j}, j=1,2$, we introduce the mapping $\Phi_{m}: \Re^{2 m} \rightarrow \Re^{2 m}$ by

$$
\Phi_{m}\binom{\beta^{1}}{\beta^{2}}=\binom{\hat{\beta}^{1}}{\hat{\beta}^{2}}
$$

where

$$
\begin{aligned}
\hat{\beta}_{i}^{1}= & \left(a\left(v^{2}+\varphi_{4}\right)\left\{\nabla\left(v^{1}+\varphi_{2}\right)-\rho g\right\}, \nabla v_{i}^{1}\right)+\left(a_{1}\left(v^{2}+\varphi_{4}\right)\left(v^{1}+\varphi_{2}\right), v_{i}^{1}\right)_{\Gamma_{1}^{p}} \\
& -\left(q^{I}-q^{P}, v_{i}^{1}\right)+\left(\varphi_{1}\left(v^{2}+\varphi_{4}\right), v_{i}^{1}\right)_{\Gamma_{1}^{p}}, \\
\hat{\beta}_{i}^{2}= & \left(\eta_{1}\left(v^{2}+\varphi_{4}\right), v_{i}^{2}\right)+\left(D(\hat{u}) \nabla\left(v^{2}+\varphi_{4}\right), \nabla v_{i}^{2}\right)+\left(\hat{u} \cdot \nabla\left(v^{2}+\varphi_{4}\right), v_{i}^{2}\right) \\
& +\left(q^{I}\left(v^{2}+\varphi_{4}\right), v_{i}^{2}\right)+\left(a_{2}\left(v^{2}+\varphi_{4}\right)\left(v^{2}+\varphi_{4}\right), v_{i}^{2}\right)_{\Gamma_{1}^{c}} \\
& -\left(\hat{c} q^{I}, v_{i}^{2}\right)+\left(\varphi_{3}\left(v^{2}+\varphi_{4}\right), v_{i}^{2}\right)_{\Gamma_{1}^{c}}-\left(\eta_{2}, v_{i}^{2}\right),
\end{aligned}
$$

with $u=-a\left(v^{2}+\varphi_{4}\right)\left\{\nabla\left(v^{1}+\varphi_{2}\right)-\rho g\right\}$ and $\hat{u}=m u /(m+|u|)$. Note that to handle the difficulty associated with the transport and diffusion-dispersion terms, we have introduced $\hat{u}$ above. By the assumptions (A1)-(A10), $\Phi_{m}$ is continuous. Also, it can be easily seen that

$$
\begin{aligned}
\Phi_{m}\binom{\beta^{1}}{\beta^{2}} \cdot\binom{\beta^{1}}{\beta^{2}} \geq & C_{1}(m)\left\{\left\|\nabla v^{1}\right\|_{L^{2}(\Omega)}^{2}+\left\|\nabla v^{2}\right\|_{L^{2}(\Omega)}^{2}\right\}-\epsilon\left\|v^{1}\right\|_{L^{2}(\Omega)}^{2} \\
+ & \left(\eta_{1}\left(v^{2}+\varphi_{4}\right)-\eta_{2}, v^{2}\right)+\left(q^{I} \varphi_{4}, v^{2}\right) \\
- & C\left\{\mid\left\|\varphi_{1}\right\|\left\|_{H^{-1 / 2}\left(\Gamma_{1}^{p}\right)}^{2}+\right\|\left\|\varphi_{3}\right\|\left\|_{H^{-1 / 2}\left(\Gamma_{1}^{c}\right)}^{2}+\right\| \varphi_{2} \|_{H^{1}(\Omega)}^{2}\right. \\
& +\left\|\varphi_{4}\right\|_{H^{1}(\Omega)}^{2}+\left\|q^{I}\right\|_{H^{-1}(\Omega)}^{2}+\left\|q^{P}\right\|_{H^{-1}(\Omega)}^{2} \\
& \left.+\|\rho g\|_{L^{2}(\Omega)}^{2}+\left\|v^{2}\right\|_{L^{2}(\Omega)}^{2}\right\}
\end{aligned}
$$

for any $\epsilon>0$. Note that

$$
\begin{equation*}
\left(\eta_{1}\left(v^{2}+\varphi_{4}\right)-\eta_{2}, v^{2}\right) \geq \frac{1}{2} \eta_{*}\left\|v^{2}\right\|_{L^{2}(\Omega)}^{2}-C\left\{1+\left\|\varphi_{4}\right\|_{L^{2}(\Omega)}^{2}\right\} \tag{2.28}
\end{equation*}
$$

and, by the compact embedding relation $H^{1}(\Omega) \hookrightarrow L^{4}(\Omega)$ again,

$$
\begin{aligned}
\left(q^{I} \varphi_{4}, v^{2}\right) & \leq\left\|q^{I}\right\|_{L^{2}(\Omega)}\left\|\varphi_{4}\right\|_{L^{4}(\Omega)}\left\|v^{2}\right\|_{L^{4}(\Omega)} \\
& \leq C\left\|q^{I}\right\|_{L^{2}(\Omega)}\left\|\varphi_{4}\right\|_{L^{4}(\Omega)}\left\|v^{2}\right\|_{H^{1}(\Omega)}
\end{aligned}
$$

Now, with Poincaré's inequality and $\eta_{*}$ big enough, combining these results yields that

$$
\Phi_{m}\binom{\beta^{1}}{\beta^{2}} \cdot\binom{\beta^{1}}{\beta^{2}} \geq C_{1}(m)\left\{\left\|v^{1}\right\|_{H^{1}(\Omega)}^{2}+\left\|v^{2}\right\|_{H^{1}(\Omega)}^{2}\right\}-C
$$

which is strictly positive for $\left|\beta^{1}\right|+\left|\beta^{2}\right|$ sufficiently big. As a result, $\Phi_{m}$ has a zero; i.e., there is a solution to the Galerkin approximation with $\hat{u}$ replacing $u$ for each $m$.

As in the proof of Lemma 2.5, it can be seen that the modified Galerkin solutions $p^{m}$ and $c^{m}$ are uniformly bounded in $H^{1}(\Omega)$ (independently of $m$ ), so for a subsequence $p^{m} \rightharpoonup p$ and $c^{m} \rightharpoonup c$ weakly in $H^{1}(\Omega)$ with $p \in V+\varphi_{2}$ and $c \in W(u)+\varphi_{4}$. Moreover, $c_{m} \rightarrow c$ strongly in $H^{1-\pi}(\Omega)(0<\pi<1 / 2)$ and pointwise a.e. both on $\Omega$ and $\partial \Omega$. Therefore, $(p, c)$ is a weak solution to the system in (2.25) and (2.26).

Finally, we apply a standard maximum principle argument to (2.26) to show (2.27). Take $v=c^{-}=\min (c, 0) \in W(u)$ in (2.26) to have

$$
\begin{aligned}
\left(\eta_{1} c-\eta_{2}, c^{-}\right)= & -\left(D(u) \nabla c, \nabla c^{-}\right)-\left(u \cdot \nabla c, c^{-}\right)-\left(q^{I} c, c^{-}\right) \\
& -\left(a_{2}(c) c, c^{-}\right)_{\Gamma_{1}^{c}}+\left(\hat{c} q^{I}, c^{-}\right)-\left(\varphi_{3}(c), c^{-}\right)_{\Gamma_{1}^{c}}
\end{aligned}
$$

Note that $c^{-} \in V$ by assumption (A1) (if $\Gamma_{2}^{p}=\emptyset$ and $a_{1} \equiv 0$, consider $c^{-}-\int_{\Omega} c^{-} \mathrm{d} x$ ). Then, by (2.25) with $v=\left(c^{-}\right)^{2}$, we see that

$$
\begin{aligned}
\left(u \cdot \nabla c, c^{-}\right) & =\frac{1}{2}\left(u, \nabla\left(c^{-}\right)^{2}\right) \\
& =\frac{1}{2}\left\{\left(a_{1}(c) p,\left(c^{-}\right)^{2}\right)_{\Gamma_{1}^{p}}-\left(q^{I}-q^{P},\left(c^{-}\right)^{2}\right)+\left(\varphi_{1}(c),\left(c^{-}\right)^{2}\right)_{\Gamma_{1}^{p}}\right\} .
\end{aligned}
$$

Use these two equations to see that

$$
\begin{aligned}
\left(\eta_{1} c-\eta_{2}, c^{-}\right)= & -\left(D(u) \nabla c, \nabla c^{-}\right)-\frac{1}{2}\left\{\left(a_{1}(c) p,\left(c^{-}\right)^{2}\right)_{\Gamma_{1}^{p}}+\left(q^{I} c, c^{-}\right)+\left(q^{P} c, c^{-}\right)\right\} \\
& -\frac{1}{2}\left(\varphi_{1}(c),\left(c^{-}\right)^{2}\right)_{\Gamma_{1}^{c}}-\left(a_{2}(c) c, c^{-}\right)_{\Gamma_{1}^{c}}+\left(\hat{c} q^{I}, c^{-}\right)-\left(\varphi_{3}(c), c^{-}\right)_{\Gamma_{1}^{c}} \\
\leq & 0
\end{aligned}
$$

by assumptions (A5), (A8), and (A9), which, as in (2.28), shows that $c^{-}=0$ a.e. on $\Omega_{T}$ provided $\eta_{*}$ is sufficiently large. This concludes that $c \geq 0$ a.e. on $\Omega_{T}$. Similarly, with $v=(c-1)^{+}=\max (c-1,0) \in W(u)$ in (2.26), we can see that $c \leq 1$ a.e. on $\Omega_{T}$. This completes the proof of the proposition.

The next lemma is related to Lemma 3 in [6] and is needed for proving Lemma 2.7. Both Lemma 2.10 and the proof of Lemma 2.7 are based on the ideas presented in [3].

Lemma 2.10. Let $c^{h}$ satisfy (2.11). Then there exists $C$ such that, for any $\zeta>0$,

$$
\frac{1}{\zeta} \int_{\zeta}^{T}\left\|\phi^{1 / 2}\left(c^{h}(\cdot, t)-c^{h}(\cdot, t-\zeta)\right)\right\|_{L^{2}(\Omega)}^{2} d t \leq C
$$

Proof. Let $k$ be fixed $(1 \leq k \leq m)$; for $\tau \in J_{i}$, we define the interval $Q=Q(\tau)=$ $((i-k) h, i h]$ and the characteristic function $\chi_{Q}$. Take $v(x, t)=k h \chi_{Q}(t) \partial^{-k h}\left(c^{h}-\right.$ $\left.\varphi_{4}^{h}\right)(x, \tau) \in l_{h}(W)$ in (2.11) and apply the relation

$$
\int_{J} \partial^{-h} c^{h} \chi_{Q} \mathrm{~d} t=\sum_{j=i-k+1}^{i}\left(c^{j}-c^{j-1}\right)=k h \partial^{-k h} c^{h}(\cdot, \tau)
$$

(2.13), and (2.14) to obtain

$$
\begin{aligned}
k h \int_{k h}^{T}\left\|\phi^{1 / 2} \partial^{-k h} c^{h}(\cdot, \tau)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} \tau & \leq C+k h \int_{k h}^{T}\left(\phi \partial^{-k h} c^{h}(\cdot, \tau), \partial^{-k h} \varphi_{4}^{h}(\cdot, \tau)\right) \mathrm{d} \tau \\
& \leq C\left(1+\left\|\partial_{t} \varphi_{4}\right\|_{L^{1}\left(\Omega_{T}\right)}\right)
\end{aligned}
$$

which implies the desired result since $c^{h}$ is constant on each interval $J_{i}$. $\quad \square$
For $m_{1}$ a positive integer, let $\delta=T / m_{1}$ and $J_{k}^{\delta}=((k-1) \delta, k \delta]$. Introduce the operator $A^{\delta}: L^{1}(J) \rightarrow L^{1}(J)$ by

$$
A^{\delta}(v)=\frac{1}{\delta} \int_{J_{k}^{\delta}} v(\tau) \mathrm{d} \tau, \quad t \in J_{k}^{\delta}
$$

We are now in a position to prove Lemma 2.7.
Proof of Lemma 2.7. For any $\zeta, N>0$, define

$$
\begin{aligned}
Q=Q\left(c^{h}, \zeta, N\right)=\{t \in(\zeta, T]: & \left\|c^{h}(\cdot, t)\right\|_{H^{1}(\Omega)}^{2}+\left\|c^{h}(\cdot, t-\zeta)\right\|_{H^{1}(\Omega)}^{2} \\
& \left.+\frac{1}{\zeta}\left\|\phi^{1 / 2}\left(c^{h}(\cdot, t)-c^{h}(\cdot, t-\zeta)\right)\right\|_{L^{2}(\Omega)}^{2}>N\right\}
\end{aligned}
$$

Obviously, by (2.13), (2.14), and Lemma 2.10, the measure of $Q$ is less than $C / N$ with constant $C$ independent of $h$. If $t \in(\zeta, T] \backslash Q$, then

$$
\left\|c^{h}(\cdot, t)-c^{h}(\cdot, t-\zeta)\right\|_{L^{2}(\Omega)}^{2} \leq \frac{\zeta N}{\phi_{*}}
$$

Thus we see that

$$
\int_{\zeta}^{T}\left\|c^{h}(\cdot, t)-c^{h}(\cdot, t-\zeta)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t \leq \frac{\zeta N T}{\phi_{*}}+\frac{4 C|\Omega|}{N}
$$

so that, by the arbitrariness of $N$,

$$
\int_{\zeta}^{T}\left\|c^{h}(\cdot, t)-c^{h}(\cdot, t-\zeta)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t \rightarrow 0 \quad \text { as } \zeta \rightarrow 0^{+}
$$

uniformly in $h$. Therefore, by the definition of $A^{\delta}$ we see that

$$
\begin{align*}
\int_{J}\left\|c^{h}-A^{\delta}\left(c^{h}\right)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t & \leq \frac{2}{\delta} \int_{0}^{\delta} \int_{\zeta}^{T}\left\|c^{h}(\cdot, t)-c^{h}(\cdot, t-\zeta)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t \mathrm{~d} \zeta  \tag{2.29}\\
& \rightarrow 0 \quad \text { as } \delta \rightarrow 0^{+}
\end{align*}
$$

uniformly in $h$. Also, $\left\|A^{\delta}\left(c^{h}\right)\right\|_{L^{2}\left(J, H^{1}(\Omega)\right)}$ is uniformly bounded, so for fixed $\delta>0$, $A^{\delta}\left(c^{h}\right)$ converges strongly in $L^{2}\left(\Omega_{T}\right)$ as $h \rightarrow 0^{+}$. Consequently, apply (2.29) and the inequality

$$
\left\|c^{h_{1}}-c^{h_{2}}\right\|_{L^{2}\left(\Omega_{T}\right)} \leq \sum_{j=1}^{2}\left\|c^{h_{j}}-A^{\delta}\left(c^{h_{j}}\right)\right\|_{L^{2}\left(\Omega_{T}\right)}+\left\|A^{\delta}\left(c^{h_{1}}\right)-A^{\delta}\left(c^{h_{2}}\right)\right\|_{L^{2}\left(\Omega_{T}\right)}
$$

to complete the proof of Lemma 2.7.
3. Two-phase flow and transport. In this section we consider two-phase flow and transport equations in a porous medium $\Omega \subset \Re^{d}(d \leq 3)$. These equations will be reviewed in section 3.1. The differential system we shall study in this section will be derived in section 3.2. The major result in this section is stated in section 3.3 and proven in section 3.4 and section 3.5.
3.1. Flow and transport equations. The mass balance equation for each of the fluid phases is given by [7]

$$
\begin{equation*}
\phi \frac{\partial\left(\rho_{\alpha} s_{\alpha}\right)}{\partial t}+\nabla \cdot\left(\rho_{\alpha} u_{\alpha}\right)=\rho_{\alpha} q_{\alpha}, \quad \alpha=w, n \tag{3.1}
\end{equation*}
$$

where $\alpha=w$ denotes the wetting phase (e.g., water), $\alpha=n$ indicates the nonwetting phase (e.g., oil or air), $\phi$ is the porosity of the porous medium, and $\rho_{\alpha}, s_{\alpha}, u_{\alpha}$, and $q_{\alpha}$ are, respectively, the density, (reduced) saturation, volumetric velocity, and external volumetric flow rate of the $\alpha$-phase. The volumetric velocity $u_{\alpha}$ is given again by the Darcy law

$$
\begin{equation*}
u_{\alpha}=-\frac{k k_{r \alpha}}{\mu_{\alpha}}\left(\nabla p_{\alpha}-\rho_{\alpha} g\right), \quad \alpha=w, n \tag{3.2}
\end{equation*}
$$

where $k$ is the absolute permeability of the porous medium and $p_{\alpha}, \mu_{\alpha}$, and $k_{r \alpha}$ are the pressure, viscosity, and relative permeability of the $\alpha$-phase, respectively. In addition to (3.1) and (3.2), the customary property for the saturations is

$$
\begin{equation*}
s_{w}+s_{n}=1 \tag{3.3}
\end{equation*}
$$

and the two pressures are related by the capillary pressure function

$$
\begin{equation*}
p_{c}=p_{n}-p_{w} \tag{3.4}
\end{equation*}
$$

With the flow of the fluids specified as above, an equation for the transport of a chemical constituent is needed. The constituent can be transported in each of the phases, so the equation is written for each phase. Let $c_{\alpha}$ denote the mass concentration of the constituent in the $\alpha$ phase. Then the mass balance law for the constituent in each phase reads as follows:

$$
\begin{equation*}
\phi \frac{\partial\left(\rho_{\alpha} s_{\alpha} c_{\alpha}\right)}{\partial t}+\nabla \cdot\left(\rho_{\alpha} u_{\alpha} c_{\alpha}-\phi \rho_{\alpha} s_{\alpha} D_{\alpha} \nabla c_{\alpha}\right)+\phi r_{\alpha} \rho_{\alpha} s_{\alpha} c_{\alpha}=\hat{c}_{\alpha} \rho_{\alpha} \hat{q}_{\alpha} \tag{3.5}
\end{equation*}
$$

for $\alpha=w, n$, where $D_{\alpha}, r_{\alpha}$, and $\hat{c}_{\alpha}$ are the diffusion-dispersion coefficient, reaction rate, and concentration in the external flow for the $\alpha$ phase, respectively.
3.2. The differential system. The following functional dependence is physically reasonable:

$$
k_{r \alpha}=k_{r \alpha}\left(x, s_{\alpha}\right), \quad p_{c}=p_{c}\left(x, s_{w}\right), \quad D_{\alpha}=D_{\alpha}\left(x, u_{\alpha}\right)
$$

However, to extend the analysis of the last section to the present problem we assume that the viscosity $\mu_{\alpha}$ is independent of $c_{\alpha}$. The case that $\mu_{\alpha}=\mu_{\alpha}\left(c_{\alpha}\right)$ needs to be handled with a different argument and will be treated in a forthcoming paper. The model derived here is of interest in itself.

In order to separate the pressure and saturation equations, we introduce the phase mobility functions

$$
\lambda_{\alpha}\left(x, s_{\alpha}\right)=k_{r \alpha} / \mu_{\alpha}, \quad \alpha=w, n
$$

and the total mobility

$$
\lambda(x, s)=\lambda_{w}+\lambda_{n}
$$

where $s=s_{w}$. The fractional flow functions are defined by

$$
f_{\alpha}(x, s)=\lambda_{\alpha} / \lambda, \quad \alpha=w, n
$$

Following [4, 8], we define the global pressure

$$
\begin{equation*}
p=p_{n}-\int_{0}^{s}\left(f_{w} \frac{\partial p_{c}}{\partial s}\right)(x, \xi) \mathrm{d} \xi \tag{3.6}
\end{equation*}
$$

Also, we shall use the complementary pressure [6]

$$
\begin{equation*}
\theta=-\int_{0}^{s}\left(f_{w} f_{n} \frac{\partial p_{c}}{\partial s}\right)(x, \xi) \tag{3.7}
\end{equation*}
$$

Finally, we define the total velocity

$$
\begin{equation*}
u=u_{w}+u_{n} \tag{3.8}
\end{equation*}
$$

Now, under the assumption that the fluids are incompressible we apply (3.3) and (3.8) to (3.1) to see that

$$
\begin{equation*}
\nabla \cdot u=q \equiv q_{w}+q_{n} \tag{3.9}
\end{equation*}
$$

and we apply (3.4), (3.6), and (3.8) to (3.2) to obtain

$$
\begin{equation*}
u=-k\left(\lambda \nabla p+\gamma_{1}\right) \tag{3.10}
\end{equation*}
$$

where

$$
\gamma_{1}=-\lambda_{w} \nabla_{x} p_{c}+\lambda \int_{0}^{s} \nabla_{x}\left(f_{w} \frac{\partial p_{c}}{\partial s}\right)(x, \xi) \mathrm{d} \xi-\left(\lambda_{w} \rho_{w}+\lambda_{n} \rho_{n}\right) g
$$

Similarly, apply (3.4), (3.6), and (3.7) to (3.1) and (3.2) with $\alpha=w$ to have

$$
\begin{equation*}
\phi \frac{\partial s}{\partial t}-\nabla \cdot\left\{k\left(\lambda \nabla \theta+\lambda_{w} \nabla p+\gamma_{2}\right)\right\}=q_{w} \tag{3.11}
\end{equation*}
$$

where
$\gamma_{2}=-\lambda_{w} \nabla_{x} p_{c}+\lambda_{w} \int_{0}^{s} \nabla_{x}\left(f_{w} \frac{\partial p_{c}}{\partial s}\right)(x, \xi) \mathrm{d} \xi+\lambda \int_{0}^{s} \nabla_{x}\left(f_{w} f_{n} \frac{\partial p_{c}}{\partial s}\right)(x, \xi) \mathrm{d} \xi-\lambda_{w} \rho_{w} g$.
Finally, it can be seen that the phase velocities are determined by

$$
\begin{align*}
& u_{w}=-k\left(\lambda \nabla \theta+\lambda_{w} \nabla p+\gamma_{2}\right)  \tag{3.12}\\
& u_{n}=k\left(\lambda \nabla \theta-\lambda_{n} \nabla p+\gamma_{3}\right)
\end{align*}
$$

where

$$
\gamma_{3}=-\lambda_{n} \int_{0}^{s} \nabla_{x}\left(f_{w} \frac{\partial p_{c}}{\partial s}\right)(x, \xi) \mathrm{d} \xi+\lambda \int_{0}^{s} \nabla_{x}\left(f_{w} f_{n} \frac{\partial p_{c}}{\partial s}\right)(x, \xi) \mathrm{d} \xi+\lambda_{n} \rho_{n} g
$$

The pressure equation is given by (3.9) and (3.10), while the saturation equation is described by (3.11). In hydrology, it is common to replace the pressures by the pressure heads

$$
h_{\alpha}=p_{\alpha} /\left(\rho_{s w} g\right), \quad \alpha=w, n
$$

where $\rho_{s w}$ is the density of water at the standard temperature and pressure. With the pressure heads $h_{\alpha}$, similar equations to those in (3.9)-(3.12) can be obtained; in this paper we shall use the pressures.

To derive the concentration equation, we make use of the usual equilibrium assumption on mass transfer. That is, the constituent instantaneously establishes an equilibrium distribution between the two phases. Then the concentration in each phase is proportional to that in the other phase:

$$
c_{n}=H c_{w}
$$

where $H$ is called the Henry constant and taken to be one for simplicity. Then under the incompressibility assumption, apply (3.3) and (3.8) to (3.5) to find that

$$
\begin{equation*}
\phi \frac{\partial c}{\partial t}-\nabla \cdot(D \nabla c-u c)+R c=\hat{c} \hat{q} \tag{3.13}
\end{equation*}
$$

where $c=c_{w}, D=\phi\left(s_{w} D_{w}+s_{n} D_{n}\right)$, and $R=\phi\left(s_{w} r_{w}+s_{n} r_{n}\right)$.
In summary, from (3.9)-(3.11) and (3.13) we have the differential system

$$
\begin{align*}
& -\nabla \cdot\left\{k\left(\lambda(s, c) \nabla p+\gamma_{1}(s, c)\right)\right\}=q(s, c) \\
& \phi \partial_{t} s-\nabla \cdot\left\{k\left(\lambda(s, c) \nabla \theta+\lambda_{w}(s, c) \nabla p+\gamma_{2}(s, c)\right)\right\}=q_{w}(s, c)  \tag{3.14}\\
& \phi \partial_{t} c-\nabla \cdot\left\{D\left(s, u_{w}, u_{n}\right) \nabla c-u c\right\}+R(s) c=\hat{c} \hat{q}(s, c)
\end{align*}
$$

where

$$
\begin{align*}
& u=-k\left(\lambda(s, c) \nabla p+\gamma_{1}(s, c)\right) \\
& u_{w}=-k\left(\lambda(s, c) \nabla \theta+\lambda_{w}(s, c) \nabla p+\gamma_{2}(s, c)\right)  \tag{3.15}\\
& u_{n}=k\left(\lambda(s, c) \nabla \theta-\lambda_{n}(s, c) \nabla p+\gamma_{3}(s, c)\right)
\end{align*}
$$

Finally, $s$ is related to $\theta$ through (3.7):

$$
\begin{equation*}
s=\mathcal{S}(\theta) \tag{3.16}
\end{equation*}
$$

where $\mathcal{S}(x, \theta)$ is the inverse of (3.7) for $0 \leq \theta \leq \theta^{*}(x)$ with

$$
\theta^{*}(x)=-\int_{0}^{1}\left(f_{w} f_{n} \frac{\partial p_{c}}{\partial s}\right)(x, \xi) \mathrm{d} \xi
$$

The differential system in (3.14)-(3.16) determines the main unknowns $p, s, \theta$, and $c$. The model is completed by specifying boundary and initial conditions.

The division of $\Gamma$ is

$$
\begin{aligned}
& \Gamma=\Gamma_{1}^{p} \cup \Gamma_{2}^{p}=\Gamma_{1}^{\theta} \cup \Gamma_{2}^{\theta}=\Gamma_{1}^{c} \cup \Gamma_{2}^{c} \\
& \emptyset=\Gamma_{1}^{p} \cap \Gamma_{2}^{p}=\Gamma_{1}^{\theta} \cap \Gamma_{2}^{\theta}=\Gamma_{1}^{c} \cap \Gamma_{2}^{c} .
\end{aligned}
$$

The boundary conditions are specified by

$$
\begin{array}{ll}
u \cdot \nu-a_{1}(s, c) p=\varphi_{1}(s, c), & (x, t) \in \Gamma_{1}^{p} \times J, \\
p=\varphi_{2}(x, t), & (x, t) \in \Gamma_{2}^{p} \times J, \\
u_{w} \cdot \nu-a_{2}(s, c) \theta=\varphi_{3}(s, c), & (x, t) \in \Gamma_{1}^{\theta} \times J, \\
\theta=\varphi_{4}(x, t), & (x, t) \in \Gamma_{2}^{\theta} \times J,  \tag{3.17}\\
(u c-D \nabla c) \cdot \nu-a_{3}(s, c) c=\varphi_{5}(s, c), & (x, t) \in \Gamma_{1}^{c} \times J, \\
c=\varphi_{6}(x, t), & (x, t) \in \Gamma_{2}^{c} \times J,
\end{array}
$$

where the $a_{i}$ and $\varphi_{i}$ are given functions. The initial conditions are given by

$$
\begin{array}{ll}
\theta(x, 0)=\theta_{0}(x), & x \in \Omega  \tag{3.18}\\
c(x, 0)=c_{0}(x), & x \in \Omega
\end{array}
$$

The differential system has a clear structure. Note that while $\lambda_{w}$ and $\lambda_{n}$ can be zero, $\lambda$ is always positive (see the assumptions below). That is, the pressure equation is elliptic, and the saturation and concentration equations are parabolic. This model has been analyzed from the computational point of view using finite elements in $[9$, $10,11]$.
3.3. The major result. The assumptions on the physical data are stated below; some of the assumptions in the previous section are repeated for completedness.
(B1) Assume that $\Omega \subset \Re^{d}$ is a multiply connected domain with Lipschitz boundary $\Gamma, \Gamma=\Gamma_{1}^{p} \cup \Gamma_{2}^{p}=\Gamma_{1}^{\theta} \cup \Gamma_{2}^{\theta}=\Gamma_{1}^{c} \cup \Gamma_{2}^{c}, \Gamma_{1}^{p} \cap \Gamma_{2}^{p}=\Gamma_{1}^{\theta} \cap \Gamma_{2}^{\theta}=\Gamma_{1}^{c} \cap \Gamma_{2}^{c}=\emptyset$, each $\Gamma_{i}^{p}$, $\Gamma_{i}^{\theta}$, and $\Gamma_{i}^{c}$ is a (d-1)-dimensional domain, and $\Gamma_{2}^{p} \subset \Gamma_{2}^{\theta} \cap \Gamma_{2}^{c}$.
(B2) Assume that $\phi \in L^{\infty}(\Omega), \phi(x) \geq \phi_{*}>0$, and $k(x)$ is a bounded, symmetric, and uniformly positive definite matrix, i.e.,

$$
0<k_{*} \leq|\xi|^{-2} \sum_{i, j=1}^{d} k_{i j}(x) \xi_{i} \xi_{j} \leq k^{*}<\infty, \quad x \in \Omega, \xi \neq 0 \in \Re^{d}
$$

(B3) The diffusion-dispersion term in (3.5) is assumed to be Fickian in form with the coefficient given by [7]

$$
D_{\alpha}\left(u_{\alpha}\right)=d_{m_{\alpha}} I+\left|u_{\alpha}\right|\left(d_{l_{\alpha}} E\left(u_{\alpha}\right)+d_{t_{\alpha}} E^{\perp}\left(u_{\alpha}\right)\right), \quad \alpha=w, n
$$

where $d_{m_{\alpha}}>0$ is the molecular diffusion coefficient, $d_{l_{\alpha}}$ and $d_{t_{\alpha}}$ are the longitudinal and transverse dispersion coefficients, respectively, for the $\alpha$ phase, the matrix $E\left(u_{\alpha}\right)$ is the projection along the direction of flow determined by

$$
E\left(u_{\alpha}\right)=\left(\frac{u_{\alpha, i} u_{\alpha, j}}{\left|u_{\alpha}\right|^{2}}\right), \quad\left|u_{\alpha}\right|=\sqrt{u_{\alpha, 1}^{2}+\cdots+u_{\alpha, d}^{2}}, \quad u_{\alpha}=\left(u_{\alpha, 1}, \ldots, u_{\alpha, d}\right)
$$

and $E^{\perp}\left(u_{\alpha}\right)=I-E\left(u_{\alpha}\right)$.
(B4) $\quad \lambda_{\alpha}(x, s, c)$ is measurable in $x \in \Omega$ and continuous in $s, c \in[0,1]$ and satisfies that $\lambda_{w}(0, c)=0, \lambda_{w}(s, c)>0$ for $s>0, \lambda_{n}(1, c)=0, \lambda_{n}(s, 0)>0$ for $s<1$, and $0<\lambda_{*} \leq \lambda(x, s, c) \leq \lambda^{*}<\infty, x \in \Omega, s, c \in[0,1]$.
(B5) Assume that $0<\theta^{*} \in H^{1}(\Omega)$ and that $\mathcal{S}:\{(x, \theta): x \in \Omega, 0 \leq \theta \leq$ $\left.\theta^{*}(x)\right\} \rightarrow[0,1]$ is measurable in $x$, continuous and strictly monotone increasing in $\theta$, and satisfies that $\mathcal{S}(x, 0)=0$ and $\mathcal{S}\left(x, \theta^{*}(x)\right)=1$.
(B6) Suppose that $\gamma_{1}, \gamma_{2}, \gamma_{3}, q, q_{w}, R$, and $\hat{q}$ are continuous in $s$ and $c$ and the following norms are bounded:

$$
\begin{array}{lll}
\left\|\left\|\gamma_{1} \mid\right\|_{L^{\infty}\left(J ; L^{2}(\Omega)\right)},\right. & \left\|\left|\gamma_{2}\right|\right\|_{L^{2}\left(\Omega_{T}\right)}, & \left\|\varphi_{1}\right\|_{L^{\infty}\left(J ; H^{-1 / 2}\left(\Gamma_{1}^{p}\right)\right)}, \quad\|\mid R\|_{L^{2}\left(\Omega_{T}\right)}, \\
\left\|\left\|q_{w}\right\|\right\|_{L^{2}\left(J ; H^{-1}(\Omega)\right)}, & \left\|\left|\left|\gamma_{3}\right| \|_{L^{2}\left(\Omega_{T}\right)},\right.\right. & \left\|\varphi_{3}\right\| \|_{L^{2}\left(J ; H^{-1 / 2}\left(\Gamma_{1}^{\theta}\right)\right)}, \\
\left\|\left|\varphi_{5}\right|\right\|_{L^{2}\left(J ; H^{-1 / 2}\left(\Gamma_{1}^{c}\right)\right)}, & \|\hat{q}\| \|_{L^{2}\left(J ; H^{-1}(\Omega)\right)}, & \|q\|_{L^{\infty}\left(J ; L^{2}(\Omega)\right)}
\end{array}
$$

where for $v=v(x, s, c)$,

$$
\left\|\left|v\left\|\|=\| \sup _{s, c \in[0,1]}|v(x, s, c)|\right\|\right.\right.
$$

for any given norm. Also, for $s, c \in[0,1]$, assume that

$$
\begin{aligned}
& \gamma_{2}(0, c)=0, \quad \gamma_{1}(1, c)-\gamma_{2}(1, c)=\lambda(1, c) \nabla \theta^{*} \quad \text { on } \Omega_{T} \\
& \varphi_{1}(1, c) \leq 0, \quad \varphi_{3}(0, c) \leq 0, \quad \varphi_{3}(1, c) \geq 0 \quad \text { on } \Gamma_{1}^{\theta}, \\
& \varphi_{1}(s, 0) \leq 0, \quad \varphi_{1}(s, 1) \leq 0, \quad \varphi_{5}(s, 0) \leq 0, \quad \varphi_{5}(s, 1) \geq 0 \quad \text { on } \Gamma_{1}^{c} .
\end{aligned}
$$

(B7) Assume that $\partial_{t} \varphi_{4}, \partial_{t} \varphi_{6} \in L^{1}\left(\Omega_{T}\right)$ and

$$
\begin{aligned}
& \varphi_{2} \in L^{\infty}\left(J ; H^{1}(\Omega)\right), \varphi_{4} \in L^{2}\left(J ; H^{1}(\Omega)\right), \varphi_{6} \in L^{2}\left(J ; W^{1,4}(\Omega)\right) \\
& 0 \leq \varphi_{4}(x, t) \leq \theta^{*}(x), 0 \leq \varphi_{6}(x, t) \leq 1 \quad \text { a.e. on } \Omega_{T}
\end{aligned}
$$

(B8) In the case of $\Gamma_{2}^{p}=\emptyset$ and $a_{1} \equiv 0, q$ and $\varphi_{1}$ are independent of $s$ and $c$, and

$$
\int_{\Gamma_{1}^{p}} \varphi_{1} \mathrm{~d} \sigma=\int_{\Omega} q \mathrm{~d} x
$$

(B9) There is a subset $\Gamma_{1, *}^{p} \subset \Gamma_{1}^{p}$ (with nonzero measure only if $\Gamma_{2}^{p}=\emptyset$ and $\left.a_{1} \not \equiv 0\right)$ such that $a_{1} \geq a_{1, *}>0$ on $\Gamma_{1, *}^{p} \times J$.
(B10) $a_{i} \geq 0, a_{i}$ is continuous in $s$ and $c$, the norm $\left\|a_{i}\right\| \|_{L^{\infty}\left(\Omega_{T}\right)}$ is bounded, $i=1,2,3$, and

$$
a_{1}(1, c)=0 \quad \text { on } \Gamma_{1}^{\theta}, \quad a_{1}(s, 0)=a_{1}(s, 1)=0 \quad \text { on } \Gamma_{1}^{c} .
$$

(B11) Assume that $q_{w}(0, c) \geq 0, q_{n}(1, c)=q(1, c)-q_{w}(1, c) \geq 0, q(s, 0) \geq 0$, $q(s, 1) \geq 0, \hat{q}(s, 0) \geq 0, R(s) \geq 0$, and $R(s)-\hat{c} \hat{q}(s, 1) \geq 0$ in $\Omega_{T}$ for $s, c \in[0,1]$, and $0 \leq \hat{c} \leq 1$ a.e. on $\Omega_{T}$.
(B12) Let $\theta_{0}, c_{0} \in L^{2}(\Omega)$ satisfy $0 \leq \theta_{0} \leq \theta^{*}(x)$ and $0 \leq c_{0} \leq 1$ a.e. on $\Omega$.
Define the spaces

$$
\begin{aligned}
& V=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma_{2}^{p}}=0 ; \text { if } \Gamma_{2}^{p}=\emptyset \text { and } a_{1} \equiv 0, \text { then } \int_{\Omega} v \mathrm{~d} x=0\right\} \\
& W=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma_{2}^{\theta}}=0\right\} \\
& \Lambda=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma_{2}^{c}}=0\right\}
\end{aligned}
$$

Definition 3.1. A weak solution of the system in (3.14)-(3.18) is a triple of functions $(p, \theta, c)$ with $p \in L^{\infty}(J ; V)+\varphi_{2}, \theta \in L^{2}(J ; W)+\varphi_{4}, c \in L^{2}\left(J ; \Lambda\left(s, u_{w}, u_{n}\right)\right)+$ $\varphi_{6}$ such that

$$
\begin{aligned}
& \phi \partial_{t} s \in L^{2}\left(J ; W^{*}\right), \quad \phi \partial_{t} c \in L^{2}\left(J ; \Lambda^{*}\left(s, u_{w}, u_{n}\right)\right), \\
& 0 \leq \theta(x, t) \leq \theta^{*}(x), \quad 0 \leq c(x, t) \leq 1 \quad \text { a.e. on } \Omega_{T}, \\
& s=\mathcal{S}(\theta), \\
& \left(k\left\{\lambda(s, c) \nabla p+\gamma_{1}(s, c)\right\}, \nabla v\right)+\left(a_{1}(s, c) p, v\right)_{\Gamma_{1}^{p}} \\
& =(q(s, c), v)-\left(\varphi_{1}(s, c), v\right)_{\Gamma_{1}^{p}} \quad \forall v \in L^{\infty}(J ; V), \\
& \int_{J}\left\langle\phi \partial_{t} s, v\right\rangle d t+\int_{J}\left(k\left\{\lambda(s, c) \nabla \theta+\lambda_{w}(s, c) \nabla p+\gamma_{2}(s, c)\right\}, \nabla v\right) d t \\
& +\int_{J}\left(a_{2}(s, c) \theta, v\right)_{\Gamma_{1}^{\theta}} d t=\int_{J}\left(q_{w}(s, c), v\right) d t-\int_{J}\left(\varphi_{3}(s, c), v\right)_{\Gamma_{1}^{\theta}} d t \quad \forall v \in L^{2}(J ; W), \\
& \int_{J}\left\langle\phi \partial_{t} s, v\right\rangle d t+\int_{J}\left(\phi\left(s-s_{0}\right), \partial_{t} v\right) d t=0 \\
& \forall v \in L^{2}(J ; W) \cap W^{1,1}\left(J ; L^{1}(\Omega)\right), \quad v(x, T)=0, \\
& \int_{J}\left\langle\phi \partial_{t} c, v\right\rangle d t+\int_{J}\left(D\left(s, u_{w}, u_{n}\right) \nabla c-u c, \nabla v\right) d t+\int_{J}(R(s) c, v) d t \\
& +\int_{J}\left(a_{3}(s, c) c, v\right)_{\Gamma_{1}^{c}} d t=\int_{J}(\hat{c} \hat{q}(s, c), v) d t-\int_{J}\left(\varphi_{5}(s, c), v\right)_{\Gamma_{1}^{c}} d t \\
& \forall v \in L^{2}\left(J ; \Lambda\left(s, u_{w}, u_{n}\right)\right), \\
& \int_{J}\left\langle\phi \partial_{t} c, v\right\rangle d t+\int_{J}\left(\phi\left(c-c_{0}\right), \partial_{t} v\right) d t=0 \\
& \forall v \in L^{2}\left(J ; \Lambda\left(s, u_{w}, u_{n}\right)\right) \cap W^{1,1}\left(J ; L^{1}(\Omega)\right), \quad v(x, T)=0,
\end{aligned}
$$

where $s_{0}=\mathcal{S}\left(\theta_{0}\right) ; u, u_{w}$, and $u_{n}$ are given in (3.15); and

$$
\Lambda\left(s, u_{w}, u_{n}\right)=\left\{v \in \Lambda:\left(D\left(s, u_{w}, u_{n}\right) \nabla v, \nabla v\right)<\infty\right\} .
$$

Theorem 3.2. Under assumptions (B1)-(B12), the system in (3.14)-(3.18) has a weak solution in the sense of Definition 3.1.
3.4. Proof of the major result. With the same notation as in section 2.3 , the discrete counterpart of Definition 3.1 is as follows: Find $p^{h} \in l_{h}(V)+\varphi_{2}^{h}, \theta^{h} \in$ $l_{h}(W)+\varphi_{4}^{h}$, and $c^{h} \in l_{h}\left(\Lambda\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right)\right)+\varphi_{6}^{h}$ such that

$$
\begin{gather*}
\left(k\left\{\lambda\left(s^{h}, c^{h}\right) \nabla p^{h}+\gamma_{1}\left(s^{h}, c^{h}\right)\right\}, \nabla v\right)+\left(a_{1}\left(s^{h}, c^{h}\right) p^{h}, v\right)_{\Gamma_{1}^{p}} \\
=\left(q\left(s^{h}, c^{h}\right), v\right)-\left(\varphi_{1}\left(s^{h}, c^{h}\right), v\right)_{\Gamma_{1}^{p}} \quad \forall v \in l_{h}(V), \tag{3.19}
\end{gather*}
$$

$$
\begin{align*}
& \int_{J}\left(\phi \partial^{-h} s^{h}, v\right) \mathrm{d} t+\int_{J}\left(k\left\{\lambda\left(s^{h}, c^{h}\right) \nabla \theta^{h}+\lambda_{w}\left(s^{h}, c^{h}\right) \nabla p^{h}\right\}, \nabla v\right) \mathrm{d} t \\
& +\int_{J}\left(k \gamma_{2}\left(s^{h}, c^{h}\right), \nabla v\right) \mathrm{d} t+\int_{J}\left(a_{2}\left(s^{h}, c^{h}\right) \theta^{h}, v\right)_{\Gamma_{1}^{\Theta}} \mathrm{d} t  \tag{3.20}\\
& \quad=\int_{J}\left(q_{w}\left(s^{h}, c^{h}\right), v\right) \mathrm{d} t-\int_{J}\left(\varphi_{3}\left(s^{h}, c^{h}\right), v\right)_{\Gamma_{1}^{\theta}} \mathrm{d} t \quad \forall v \in l_{h}(W)
\end{align*}
$$

and

$$
\begin{align*}
& \int_{J}\left(\phi \partial^{-h} c^{h}, v\right) \mathrm{d} t+\int_{J}\left(D\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right) \nabla c^{h}-u^{h} c^{h}, \nabla v\right) \mathrm{d} t \\
& +\int_{J}\left(R\left(s^{h}\right) c^{h}, v\right) \mathrm{d} t+\int_{J}\left(a_{3}\left(s^{h}, c^{h}\right) c^{h}, v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t  \tag{3.21}\\
& \quad=\int_{J}\left(\hat{c}^{h} \hat{q}\left(s^{h}, c^{h}\right), v\right) \mathrm{d} t-\int_{J}\left(\varphi_{5}\left(s^{h}, c^{h}\right), v\right)_{\Gamma_{1}^{c}} \mathrm{~d} t \quad \forall v \in l_{h}\left(\Lambda\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right)\right)
\end{align*}
$$

with $u^{h}, u_{w}^{h}$, and $u_{n}^{h}$ being defined as in (3.15) and $s^{h}=s_{0}$ and $c^{h}=c_{0}$ for $t<0$.
Lemma 3.3. With $\alpha=w, n$, it holds that

$$
\begin{aligned}
& d_{m_{\alpha}}+\min \left(d_{l_{\alpha}}, d_{t_{\alpha}}\right)\left|u_{\alpha}\right| \leq \phi^{-1}|\xi|^{-2} \sum_{i, j=1}^{d} D_{\alpha, i j}\left(u_{\alpha}\right) \xi_{i} \xi_{j} \\
& \leq d_{m_{\alpha}}+\max \left(d_{l_{\alpha}}, d_{t_{\alpha}}\right)\left|u_{\alpha}\right|, \quad \xi \neq 0 \in \Re^{d}
\end{aligned}
$$

and for $s \in[0,1]$

$$
\begin{aligned}
& \min \left(d_{m_{w}}, d_{m_{n}}\right)+\min \left(d_{l_{w}}, d_{t_{w}}, d_{l_{n}}, d_{t_{n}}\right)\left(s\left|u_{w}\right|+(1-s)\left|u_{n}\right|\right) \\
& \quad \leq \phi^{-1}|\xi|^{-2} \sum_{i, j=1}^{d} D_{i j}\left(s, u_{w}, u_{n}\right) \xi_{i} \xi_{j} \\
& \quad \leq \max \left(d_{m_{w}}, d_{m_{n}}\right)+\max \left(d_{l_{w}}, d_{t_{w}}, d_{l_{n}}, d_{t_{n}}\right)\left(s\left|u_{w}\right|+(1-s)\left|u_{n}\right|\right), \quad \xi \neq 0 \in \Re^{d} .
\end{aligned}
$$

The first part follows from the definition of $D_{\alpha}\left(u_{\alpha}\right)$, while the second part comes from the definition of $D\left(s, u_{w}, u_{n}\right)$.

Lemma 3.4. For $h>0$ small enough, the discrete scheme has a solution such that

$$
\begin{equation*}
0 \leq \theta^{h}(x, t) \leq \theta^{*}(x), \quad 0 \leq c^{h}(x, t) \leq 1 \quad \text { a.e. on } \quad \Omega_{T} \tag{3.22}
\end{equation*}
$$

This lemma will be shown in the next subsection.
Lemma 3.5. The solution to the discrete scheme also satisfies

$$
\begin{align*}
& \left\|p^{h}\right\|_{L^{\infty}\left(J ; H^{1}(\Omega)\right)}+\left\|\theta^{h}\right\|_{L^{2}\left(J ; H^{1}(\Omega)\right)}+\left\|c^{h}\right\|_{L^{2}\left(J ; H^{1}(\Omega)\right)}  \tag{3.23}\\
& \quad+\left\|D^{1 / 2}\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right) \nabla c^{h}\right\|_{L^{2}\left(\Omega_{T}\right)} \leq C .
\end{align*}
$$

Proof. The bound on $p^{h}$ can be obtained as in Lemma 2.5 using (3.19); the estimate on $\theta^{h}$ also can be seen from (3.20) using an argument similar to that for proving $c^{h}$ in Lemma 2.5 (also see [6]). It suffices to obtain a bound on $c^{h}$ from (3.21). Again, attention is paid to the transport and diffusion-dispersion terms; other terms can be estimated similarly to the method in the proof of Lemma 2.5.

Take $v=c^{h}-\varphi_{6}^{h} \in l_{h}\left(\Lambda\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right)\right)$ in (3.21) to see that

$$
\begin{aligned}
& \int_{J}\left(\phi \partial^{-h} c^{h}, c^{h}-\varphi_{6}^{h}\right) \mathrm{d} t+\int_{J}\left(D\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right) \nabla c^{h}-u^{h} c^{h}, \nabla\left[c^{h}-\varphi_{6}^{h}\right]\right) \mathrm{d} t \\
& +\int_{J}\left(R\left(s^{h}\right) c^{h}, c^{h}-\varphi_{6}^{h}\right) \mathrm{d} t+\int_{J}\left(a_{3}\left(s^{h}, c^{h}\right) c^{h}, c^{h}-\varphi_{6}^{h}\right)_{\Gamma_{1}^{c}} \mathrm{~d} t \\
& \quad=\int_{J}\left(\hat{c}^{h} \hat{q}\left(s^{h}, c^{h}\right), c^{h}-\varphi_{6}^{h}\right) \mathrm{d} t-\int_{J}\left(\varphi_{5}\left(s^{h}, c^{h}\right), c^{h}-\varphi_{6}^{h}\right)_{\Gamma_{1}^{c}} \mathrm{~d} t
\end{aligned}
$$

The transport and diffusion-dispersion terms can be estimated as follows. By Lemma 3.3 , the definition of $u_{w}^{h}$ and $u_{n}^{h}$, and the above bound on $p^{h}$ and $\theta^{h}$, we have

$$
\begin{aligned}
& \left|\left(D\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right) \nabla c^{h}, \nabla \varphi_{6}^{h}\right)\right| \\
& \quad \leq \epsilon\left(D\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right) \nabla c^{h}, \nabla c^{h}\right)+C\left(D\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right) \nabla \varphi_{6}^{h}, \nabla \varphi_{6}^{h}\right) \\
& \quad \leq \epsilon\left(D\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right) \nabla c^{h}, \nabla c^{h}\right)+C\left\|\nabla \varphi_{6}^{h}\right\|_{L^{4}(\Omega)}^{2} .
\end{aligned}
$$

Also, it follows from Lemmas 3.3 and 3.4 that

$$
\left|\left(u^{h} c^{h}, \nabla c^{h}\right)\right| \leq\left\|u^{h}\right\|_{L^{2}(\Omega)}\left\|\nabla c^{h}\right\|_{L^{2}(\Omega)} \leq \epsilon\left(D\left(s^{h}, u_{w}^{h}, u_{n}^{h}\right) \nabla c^{h}, \nabla c^{h}\right)+C\left\|u^{h}\right\|_{L^{2}(\Omega)}^{2}
$$

and

$$
\left|\left(u^{h} c^{h}, \nabla \varphi_{6}^{h}\right)\right| \leq C\left(\left\|u^{h}\right\|_{L^{2}(\Omega)}^{2}+\left\|\nabla \varphi_{6}^{h}\right\|_{L^{2}(\Omega)}^{2}\right)
$$

Apply these estimates and the argument used in the proof of Lemma 2.5 to yield the desired result.

From this lemma, we have the following counterpart of Corollary 2.6; the proof is also the same.

Corollary 3.6. For any $2 \leq r<\infty$, for a subsequence $p^{h} \rightarrow p$ weakly in $L^{r}\left(J ; H^{1}(\Omega)\right)$ and $\theta^{h} \rightharpoonup \theta$ and $c^{h} \rightharpoonup c$ weakly in $L^{2}\left(J ; H^{1}(\Omega)\right)$. Furthermore, $p \in$ $L^{\infty}(J ; V)+\varphi_{2}, \theta \in L^{2}(J ; W)+\varphi_{4}, c \in L^{2}(J ; \Lambda)+\varphi_{6}$, and

$$
0 \leq \theta(x, t) \leq \theta^{*}(x), \quad 0 \leq c(x, t) \leq 1 \quad \text { a.e. on } \quad \Omega_{T} .
$$

Lemma 3.7. There is a subsequence such that $\theta^{h} \rightarrow \theta$ and $c^{h} \rightarrow c$ strongly in $L^{2}\left(\Omega_{T}\right)$.

This lemma can be shown in the same manner as in Lemma 2.7 (also see $[3,6]$ ). From it, we have the next corollary, whose proof is the same as in Corollary 2.8. The pointwise convergence for $\left\{s^{h}\right\}$ follows from the continuity of $\mathcal{S}(\theta)$ in $\theta$.

Corollary 3.8. There is a subsequence such that $\theta^{h} \rightarrow \theta$ and $c^{h} \rightarrow c$ strongly in $L^{2}\left(J ; H^{1-\pi}(\Omega)\right)$ and $L^{2}\left(J ; H^{1 / 2-\pi}(\partial \Omega)\right)$ for any $0<\pi<1 / 2$, and $s^{h} \rightarrow s$ and $c^{h} \rightarrow c$ pointwise a.e. on $\Omega_{T}$.

Applying Corollaries 3.6 and 3.8 and the same techniques as in the proof of Theorem 2.2, Theorem 3.2 can be shown as before. Thus, it remains to prove Lemma 3.4, which will be carried out in the next subsection.
3.5. Proof of Lemma 3.4. Again, Lemma 3.4 is purely an elliptic result and will follow from the next proposition. For notational convenience the superscript $h$ is omitted below. All functions of $s$ and $c$ are extended constantly outside [0, 1] except $\mathcal{S}$, which is extended as follows [6]:

$$
s=\text { extended } \mathcal{S}(\theta)=\left\{\begin{array}{ccc}
\theta & \text { for } & \theta<0 \\
\mathcal{S}(x, \theta) & \text { for } & 0 \leq \theta \leq \theta^{*}(x) \\
\theta+1-\theta^{*}(x) & \text { for } & \theta^{*}(x)<\theta
\end{array}\right.
$$

Proposition 3.9. In addition to assumptions (B1)-(B12), suppose that $0<$ $\eta_{*} \leq \eta_{1}(x) \in L^{\infty}(\Omega), 0 \leq \eta_{2}(x) \leq \eta_{1}(x), 0<\zeta_{*} \leq \zeta_{1}(x) \in L^{\infty}(\Omega)$, and $0 \leq \zeta_{2}(x) \leq$ $\zeta_{1}(x)$. Then, for $\eta_{*}$ and $\zeta_{*}$ sufficiently big, the following problem has a weak solution $(p, \theta, c) \in\left(V+\varphi_{2}\right) \times\left(W+\varphi_{4}\right) \times\left(\Lambda\left(s, u_{w}, u_{n}\right)+\varphi_{6}\right):$

$$
\begin{align*}
& \quad\left(k\left\{\lambda(s, c) \nabla p+\gamma_{1}(s, c)\right\}, \nabla v\right)+\left(a_{1}(s, c) p, v\right)_{\Gamma_{1}^{p}} \\
& \quad=(q(s, c), v)-\left(\varphi_{1}(s, c), v\right)_{\Gamma_{1}^{p}} \quad \forall v \in V  \tag{3.24}\\
& \left(\eta_{1} s, v\right)+\left(k\left\{\lambda(s, c) \nabla \theta+\lambda_{w}(s, c) \nabla p\right\}, \nabla v\right) \\
& +  \tag{3.25}\\
& \quad\left(k \gamma_{2}(s, c), \nabla v\right)+\left(a_{2}(s, c) \theta, v\right)_{\Gamma_{1}^{\theta}} \\
& \quad=\left(q_{w}(s, c), v\right)-\left(\varphi_{3}(s, c), v\right)_{\Gamma_{1}^{\theta}}+\left(\eta_{2}, v\right) \quad \forall v \in W \\
& \left(\zeta_{1} c, v\right)+\left(D\left(s, u_{w}, u_{n}\right) \nabla c-u c, \nabla v\right)  \tag{3.26}\\
& + \\
& (R(s) c, v)+\left(a_{3}(s, c) c, v\right)_{\Gamma_{1}^{c}} \\
& =(\hat{c} \hat{q}(s, c), v)-\left(\varphi_{5}(s, c), v\right)_{\Gamma_{1}^{c}}+\left(\zeta_{2}, v\right) \quad \forall v \in \Lambda\left(s, u_{w}, u_{n}\right)
\end{align*}
$$

and

$$
\begin{equation*}
0 \leq \theta(x, t) \leq \theta^{*}(x), \quad 0 \leq c(x, t) \leq 1 \quad \text { a.e. on } \Omega_{T} \tag{3.27}
\end{equation*}
$$

where $u$, $u_{w}$, and $u_{n}$ are given as in (3.15).
Proof. Let $\left\{v_{i}^{j}\right\}_{i=1}^{\infty}(j=1,2,3)$ be bases for $V, W$, and $\Lambda$, respectively, and set $V_{m}=\operatorname{span}\left\{v_{1}^{1}, \ldots, v_{m}^{1}\right\}, W_{m}=\operatorname{span}\left\{v_{1}^{2}, \ldots, v_{m}^{2}\right\}$, and $\Lambda_{m}=\operatorname{span}\left\{v_{1}^{3}, \ldots, v_{m}^{3}\right\}$. With $V_{m}, W_{m}$, and $\Lambda_{m}$ replacing $V, W$, and $\Lambda$ in (3.24)-(3.26), respectively, we again obtain a Galerkin procedure.

For $v^{j}=\sum_{i=1}^{m} \beta_{i}^{j} v_{i}^{j}, j=1,2,3$, we introduce the mapping $\Phi_{m}: \Re^{3 m} \rightarrow \Re^{3 m}$ by

$$
\Phi_{m}\left(\begin{array}{c}
\beta^{1} \\
\beta^{2} \\
\beta^{3}
\end{array}\right)=\left(\begin{array}{c}
\hat{\beta}^{1} \\
\hat{\beta}^{2} \\
\hat{\beta}^{3}
\end{array}\right)
$$

where

$$
\begin{aligned}
\hat{\beta}_{i}^{1}= & \left(k\left\{\lambda\left(\sigma, v^{3}+\varphi_{6}\right) \nabla\left(v^{1}+\varphi_{2}\right)+\gamma_{1}\left(\sigma, v^{3}+\varphi_{6}\right)\right\}, \nabla v_{i}^{1}\right) \\
& +\left(a_{1}\left(\sigma, v^{3}+\varphi_{6}\right)\left(v^{1}+\varphi_{2}\right), v_{i}^{1}\right)_{\Gamma_{1}^{p}}-\left(q\left(\sigma, v^{3}+\varphi_{6}\right), v_{i}^{1}\right)+\left(\varphi_{1}\left(\sigma, v^{3}+\varphi_{6}\right), v_{i}^{1}\right)_{\Gamma_{1}^{p}}, \\
\hat{\beta}_{i}^{2}= & \left(\eta_{1} \sigma, v_{i}^{2}\right)+\left(k\left\{\lambda\left(\sigma, v^{3}+\varphi_{6}\right) \nabla\left(v^{2}+\varphi_{4}\right)+\lambda_{w}\left(\sigma, v^{3}+\varphi_{6}\right) \nabla\left(v^{1}+\varphi_{2}\right)\right\}, \nabla v_{i}^{2}\right) \\
& +\left(k \gamma_{2}\left(\sigma, v^{3}+\varphi_{6}\right), \nabla v_{i}^{2}\right)+\left(a_{2}\left(\sigma, v^{3}+\varphi_{6}\right) \theta, v_{i}^{2}\right)_{\Gamma_{1}^{\theta}} \\
& -\left(q_{w}\left(\sigma, v^{3}+\varphi_{6}\right), v_{i}^{2}\right)+\left(\varphi_{3}\left(\sigma, v^{3}+\varphi_{6}\right), v_{i}^{2}\right)_{\Gamma_{1}^{\theta}}-\left(\eta_{2}, v_{i}^{2}\right), \\
\hat{\beta}_{i}^{3}= & \left(\zeta_{1}\left(v^{3}+\varphi_{6}\right), v_{i}^{3}\right)+\left(D\left(\sigma, \hat{u}_{w}, \hat{u}_{n}\right) \nabla\left(v^{3}+\varphi_{6}\right)-\hat{u}\left(v^{3}+\varphi_{6}\right), \nabla v_{i}^{3}\right) \\
& +\left(R(\sigma)\left(v^{3}+\varphi_{6}\right), v_{i}^{3}\right)+\left(a_{3}\left(\sigma, v^{3}+\varphi_{6}\right)\left(v^{3}+\varphi_{6}\right), v_{i}^{3}\right)_{\Gamma_{1}^{c}} \\
& -\left(\hat{c} \hat{q}\left(\sigma, v^{3}+\varphi_{6}\right), v_{i}^{3}\right)+\left(\varphi_{5}\left(\sigma, v^{3}+\varphi_{6}\right), v_{i}^{3}\right)_{\Gamma_{1}^{c}}-\left(\zeta_{2}, v_{i}^{3}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \sigma=\mathcal{S}\left(v^{2}+\varphi_{4}\right) \\
& u=-k\left(\lambda\left(\sigma, v^{3}+\varphi_{6}\right) \nabla\left(v^{1}+\varphi_{2}\right)+\gamma_{1}\left(\sigma, v^{3}+\varphi_{6}\right)\right) \\
& u_{w}=-k\left(\lambda\left(\sigma, v^{3}+\varphi_{6}\right) \nabla\left(v^{2}+\varphi_{4}\right)+\lambda_{w}\left(\sigma, v^{3}+\varphi_{6}\right) \nabla\left(v^{1}+\varphi_{2}\right)+\gamma_{2}\left(\sigma, v^{3}+\varphi_{6}\right)\right), \\
& u_{n}=k\left(\lambda\left(\sigma, v^{3}+\varphi_{6}\right) \nabla\left(v^{2}+\varphi_{4}\right)-\lambda_{n}\left(\sigma, v^{3}+\varphi_{6}\right) \nabla\left(v^{1}+\varphi_{2}\right)+\gamma_{3}\left(\sigma,\left(v^{1}+\varphi_{2}\right)\right)\right), \\
& \hat{\xi}=m \xi /(m+|\xi|), \quad \xi=u, u_{w}, u_{n}
\end{aligned}
$$

Again, we remark that to handle the difficulty associated with the transport and diffusion-dispersion terms, we have introduced $\hat{u}, \hat{u}_{w}$, and $\hat{u}_{n}$ above. By the assumptions (B1)-(B12), $\Phi_{m}$ is continuous, and in the same fashion as in the proof of Proposition 2.9 , we obtain

$$
\Phi_{m}\left(\begin{array}{c}
\beta^{1} \\
\beta^{2} \\
\beta^{3}
\end{array}\right) \cdot\left(\begin{array}{c}
\beta^{1} \\
\beta^{2} \\
\beta^{3}
\end{array}\right) \geq C_{1}(m)\left\{\left\|v^{1}\right\|_{H^{1}(\Omega)}^{2}+\left\|v^{2}\right\|_{H^{1}(\Omega)}^{2}+\left\|v^{3}\right\|_{H^{1}(\Omega)}^{2}\right\}-C,
$$

which is strictly positive for $\left|\beta^{1}\right|+\left|\beta^{2}\right|$ sufficiently big. Consequently, $\Phi_{m}$ has a zero; i.e., there is a solution to the Galerkin approximation with $\hat{u}$ (respectively, $\hat{u}_{w}$ and $\hat{u}_{n}$ ) replacing $u$ (respectively, $u_{w}$ and $u_{n}$ ) for each $m$.

The rest of the proof is completed with a standard maximum principle argument on (3.25) and (3.26). First, take $v=\theta^{-}=\min (\theta, 0) \in W$ in (3.25) to see that

$$
\begin{aligned}
\left(\eta_{1} s-\eta_{2}, \theta^{-}\right)= & -\left(k \lambda(s, c) \nabla \theta, \nabla \theta^{-}\right)-\left(k \lambda_{w}(s, c) \nabla p, \nabla \theta^{-}\right)-\left(k \gamma_{2}(s, c), \nabla \theta^{-}\right) \\
& -\left(a_{2}(s, c) \theta, \theta^{-}\right)_{\Gamma_{1}^{\theta}}+\left(q_{w}(s, c), \theta^{-}\right)-\left(\varphi_{3}(s, c), \theta^{-}\right)_{\Gamma_{1}^{\theta}} \leq 0
\end{aligned}
$$

by assumptions (B4), (B6), and (B11). This implies that $\theta^{-}=0$ a.e. on $\Omega_{T}$ by the definition of $\mathcal{S}$ provided $\eta_{*}$ is sufficiently large; i.e., $\theta \geq 0$ a.e. on $\Omega_{T}$. Now, with $v=\left(\theta-\theta^{*}\right)^{+}=\max \left(\theta-\theta^{*}, 0\right) \in W$ in (3.25) and use (3.24) $\left(\left(\theta-\theta^{*}\right)^{+} \in V\right.$ by (B1); if $\Gamma_{2}^{p}=\emptyset$ and $a_{1} \equiv 0$, consider $\left.v-\int_{\Omega} v \mathrm{~d} x\right)$ we see that

$$
\begin{aligned}
\left(\eta_{1} s-\eta_{2},\left(\theta-\theta^{*}\right)^{+}\right)= & -\left(k\left\{\lambda(s, c) \nabla \theta-\lambda_{n}(s, c) \nabla p-\gamma_{1}(s, c)+\gamma_{2}(s, c)\right\}, \nabla\left(\theta-\theta^{*}\right)^{+}\right) \\
& +\left(a_{1}(s, c) p+\varphi_{1}(s, c)-a_{2}(s, c) \theta-\varphi_{3}(s, c),\left(\theta-\theta^{*}\right)^{+}\right)_{\Gamma_{1}^{\theta}} \\
& -\left(q_{n}(s, c),\left(\theta-\theta^{*}\right)^{+}\right) \leq 0
\end{aligned}
$$

by assumptions (B4), (B6), (B10), and (B11), from which we conclude that $\theta \leq \theta^{*}$. The second part in (3.27) can be shown as in the proof of Proposition 2.9. Thus, the proof is complete.
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#### Abstract

For a given distribution $u$ in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$, a wavelet transform of $u$ with respect to an admissible function is defined in such a way that the wavelet transform of $u$ yields a function on phase space whose high-frequency singularities are precisely the elements in the wave front set of $u$.
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Introduction. The theory of distributions, or generalized functions, is a central tool in analysis, mathematical physics, and applied mathematics. A key element in distribution theory is the notion of the wave front set of a distribution. This set is a subset of phase space whose elements are pairs of locations and associated directions at which the distribution fails to be smooth. The wave front set plays several major roles in the theory of distributions, two of which are the following. First, the "pointwise" product of two distributions can be defined only when their wave front sets have empty intersection; knowledge of wave front sets proves crucial in discussions of singular solutions to certain nonlinear differential equations. Second, the wave front set of a distribution solution to a linear partial differential equation is invariant under flow of phase space that is associated with the partial differential operator; knowledge of the wave front set for Cauchy data allows very precise determination of the propagation of singularities in the corresponding solution.

Despite the utility and power of the concept, the definition of the wave front set is somewhat indirect. Suppose, for illustration purposes, that we wish to find the $C^{\infty}$ wave front set for a distribution $u$ that is defined pointwise (i.e., is an ordinary function) on $\mathbf{R}^{n}$.

Recall that a $C^{\infty}$ function of compact support is characterized by the fact that its Fourier transform vanishes faster at large values of its argument $k$ than the reciprocal of any polynomial in $k$. To determine whether the pair $(x, k)$, where $x$ is a point in $\mathbf{R}^{n}$ and $k$ is a direction in the cotangent space to $\mathbf{R}^{n}$ at $x$, is in the $C^{\infty}$ wave front set of $u$, we first localize $u$ by multiplying it by a $C^{\infty}$ function $\phi$ with compact support containing $x$. We then inspect the Fourier transform of $\phi u$ in the direction $k$. If there is a bounded sequence of such cutoff functions $\phi$ whose supports converge to $x$ for each of which the Fourier transform of $\phi u$ in the direction $k$ fails to fall off faster than the reciprocal of every polynomial in $|k|$, then the pair $(x, k)$ is said to be in the wave front set for $u$. In this way, the wave front set specifies the directions $k$ along which $u$ fails to be smooth, at various points $x$.

[^22]The projection of the $C^{\infty}$ wave front set onto configuration space $\boldsymbol{R}^{n}$ is the set of points $x$ at which $u$ fails to be $C^{\infty}$. But the wave front set itself has not been identified as the set of singularities of any distribution on phase space. Especially in applications to partial differential equations, where many concepts are formulated using functions on phase space, the definition of the wave front subset of phase space without reference to an explicit function on phase space seems conceptually incomplete.

This paper supplies precisely this missing conceptual ingredient by formulating an explicit transform that, applied to any distribution in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$, yields a function on phase space whose singularities are the wave front set of a distribution.

The definition of the wave front set of a distribution involves the high-frequency behavior of each member of a sequence of windowed Fourier transforms of the distribution. Finding singularities of a function through use of the windowed Fourier transform is known to be difficult; this difficulty is reflected in the wave front set definition. In contrast, the wavelet transform is well suited to the direction of singularities and offers an alternative to the windowed Fourier transform [1, 4]. Furthermore, the wavelet transform of a distribution can be regarded as a function on phase space. Rephrasing the definition of the wave front set in terms of the windowed Fourier transform thus leads to the following characterization: The $C^{\infty}$ wave front set of a distribution is precisely the set of high-frequency singularities of the wavelet transform of the distribution with respect to a suitably chosen $C^{\infty}$ basic wavelet.

The continuous wavelet transform thus provides a simple explicit constructive characterization for the wave front set. It also holds promise of far greater utility. The invariance of the wave front set of a solution to a partial differential equation under the bicharacteristic flow generated by the symbol of the differential operator is a very powerful tool. It is likely that the wavelet transform of a solution exhibits simple behavior under the bicharacteristic flow on phase space, with the high-frequency limit invariant under that flow. It is conceivable that the wavelet transform will provide a canonical decomposition of initial data for hyperbolic partial differential equations into component portions that propagate along bicharacteristic curves.

In this paper we construct a mother wavelet in $\mathcal{S}\left(\mathbf{R}^{2}\right)$ and an irreducible group action with the property that the associated wavelet transform of a distribution in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$ is singular along the wave front set of the distribution.

Singularities in direction $(1,0)$ are treated only in frequency space, but rotation can be used to investigate the wave front set in other directions. A mother wavelet in $\mathcal{S}\left(\mathbf{R}^{2}\right)$ and an irreducible group action are constructed with the property that the associated wavelet transform of a distribution in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$ is singular along the wave front set of the distribution. First, the definition of the wavelet transform of distributions in $\mathcal{S}\left(\mathbf{R}^{2}\right)$ is given, and then the main result is stated, which relates the notion of the wave front set and the wavelet transform of distributions in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$.

Let us begin by defining an irreducible group action on $L^{2}\left(\mathbf{R}^{2}\right)$.
Notations.

1. For $a$ in $\mathbf{R} \backslash\{0\}$, let $M(a)=\left(\begin{array}{cc}a^{2} & 0 \\ 0 & a\end{array}\right)$.
2. Let $Q=\{z \in \mathbf{C}:|z|=1\}$. Identify $Q$ with $[0,1)$ by associating with $r \in[0,1)$ the complex number $\zeta=e^{2 \pi i r} \in Q$.

Definition 1. For $h$ in $L^{2}\left(\mathbf{R}^{2}\right)$, define the following operators:

$$
\begin{aligned}
& \left(J_{a} h\right)(x)=\frac{1}{\sqrt{|\operatorname{det} M(a)|}} h\left(M(a)^{-1} x\right), \quad x \in \mathbf{R}^{2}, \quad a \in \mathbf{R} \backslash\{0\}, \\
& \left(T_{b} h\right)(x)=h(x-b), \quad x, b \in \mathbf{R}^{2},
\end{aligned}
$$

$$
\begin{aligned}
\left(E_{b} h\right)(x) & =e^{2 \pi i x \cdot b} h(x), \quad x, b \in \mathbf{R}^{2} \\
\left(T_{r} h\right)(x) & =h\left(x_{1}, x_{2}-\tau\right), \quad x=\left(x_{1}, x_{2}\right) \in \mathbf{R}^{2}, \quad \tau \in \mathbf{R} \\
\left(E_{\tau} h\right)(x) & =e^{2 \pi i x_{2} \tau} h(x), \quad x=\left(x_{1}, x_{2}\right) \in \mathbf{R}^{2}, \quad \tau \in \mathbf{R}
\end{aligned}
$$

Definition 2. Let $G=\left\{(a, b, \tau, \zeta): a \in \mathbf{R} \backslash\{0\}, b \in \mathbf{R}^{2}, \tau \in \mathbf{R}\right.$, and $\zeta \in$ $Q\}$. For $\left(a_{1}, b_{1}, \tau_{1}, \zeta_{1}\right)$ and $\left(a_{2}, b_{2}, \tau_{2}, \zeta_{2}\right)$ in $G$, define

$$
\left(a_{1}, b_{1}, \tau_{1}, \zeta_{1}\right) \cdot\left(a_{2}, b_{2}, \tau_{2}, \zeta_{2}\right)=\left(a_{1} a_{2}, b_{1}+M\left(a_{1}\right) b_{2}, \tau_{1}+\frac{\tau_{2}}{a_{1}}, \zeta_{1} \zeta_{2} e^{-2 \pi i b_{12} \frac{\tau_{2}}{a_{1}}}\right)
$$

where $b_{1}=\left(b_{11}, b_{12}\right)$ and $b_{2}=\left(b_{21}, b_{22}\right)$ are in $\mathbf{R}^{2}$.
Remark 1. $G$ is a nonunimodular, locally compact topological group, with identity $(1,0,0,1)$ and

$$
(a, b, \tau, \zeta)^{-1}=\left(a^{-1},-M(a)^{-1} b,-a \tau, \zeta^{-1} e^{-2 \pi i b_{2} \tau}\right)
$$

where $b=\left(b_{1}, b_{2}\right)$ is in $\mathbf{R}^{2}$. Furthermore, $d(a, b, \tau, \zeta)=\frac{1}{|\operatorname{det} M(a)|} d a d b d \tau d r$ and $d_{1}(a, b, \tau, \zeta)=\frac{1}{|a|} d a d b d \tau d r$ are the left and right Haar measures, respectively, with $\zeta=e^{2 \pi i r}$.

Definition 3. For $(a, b, \tau, \zeta)$ in $G$, define the 4-parameter family of operators $U(a, b, \tau, \zeta)=\zeta E_{\tau} T_{b} J_{a} . U(a, b, \tau, \zeta)$ acts on the Hilbert space $L^{2}\left(\mathbf{R}^{2}\right)$ by

$$
(U(a, b, \tau, \zeta) h)(x) \equiv\left(\zeta E_{\tau} T_{b} J_{a} h\right)(x)=\zeta e^{2 \pi i x_{2} \tau} \frac{1}{\sqrt{|\operatorname{det} M(a)|}} h\left(M(a)^{-1}(x-b)\right)
$$

Definition 4. For $(a, b, \tau, \zeta)$ in $G$, $h$ in $\mathcal{S}\left(\mathbf{R}^{2}\right)$, and $u$ in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$, define the wavelet transform of $u$ with respect to $h$ as

$$
\left(L_{h} u\right)(a, b, \tau, \zeta)=u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right] .
$$

The action of $G$ on $\mathcal{S}\left(\mathbf{R}^{2}\right)$ has been chosen to meet several criteria that will be explained in the proof of Theorem 1.

The most important property of the action of $G$ is that, as $a \rightarrow 0$, the function $(U(a, b, \tau, \zeta) h)(x)$ concentrates near $x=b$ in coordinate space, while its Fourier transform $(U(\widehat{a, b, \tau, \zeta}) h)(k)=\left(\zeta T_{\tau} E_{-b} J_{1 / a} \hat{h}\right)(k)$ concentrates in cones around $(1,0)$ in Fourier transform space.

The action in $G$ on the Fourier transform $\hat{h}$ is primarily through the operators $T_{\tau}$ and $J_{1 / a}$ that transform the arguments of $\hat{h}$. To discuss this aspect of the action of $G$, we introduce the map $\mathcal{V}: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ such that for each $(a, \tau)$ in $(\mathbf{R} \backslash\{0\}) \times$ $\mathbf{R}, \mathcal{V}(a, \tau)\left(k_{1}, k_{2}\right) \equiv\left(\frac{k_{1}}{a^{2}}, \frac{k_{2}}{a}+\tau\right)$.

It is also convenient to define the set $\triangle_{\xi}$ of parameters $(a, \tau)$ for which the image of a rectangle $\Omega$ covers the point $\xi$.

Definition 5. Let $\xi=\left(\xi_{1}, \xi_{2}\right)$ be in $\mathbf{R}^{+} \times \mathbf{R}$. Let $\Omega=\left[c_{1}, c_{2}\right] \times\left[d_{1}, d_{2}\right]$, where $0<c_{1}<c_{2}$ and $d_{1}<0<d_{2}$. Define $\triangle_{\xi}=\{(a, \tau) \in(\mathbf{R} \backslash\{0\}) \times \mathbf{R}: \mathcal{V}(a, \tau) \Omega \ni \xi\}$.

Lemma 1. Let $\xi=\left(\xi_{1}, \xi_{2}\right)$ be in $\mathbf{R}^{+} \times \mathbf{R}$. Suppose that $\Omega=\left[c_{1}, c_{2}\right] \times\left[d_{1}, d_{2}\right]$, where $0<c_{1}<c_{2}$ and $d_{1}<0<d_{2}$. Then
$\triangle_{\xi}=\left\{(a, \tau) \in(\mathbf{R} \backslash\{0\}) \times \mathbf{R}: \sqrt{\frac{c_{1}}{\xi_{1}}} \leq|a| \leq \sqrt{\frac{c_{2}}{\xi_{1}}} \quad\right.$ and $\left.\quad \xi_{2}-\frac{d_{2}}{|a|} \leq \tau \leq \xi_{2}-\frac{d_{1}}{|a|}\right\}$.
See the appendix for the proof.

Remark 2. It follows by Lemma 1 that if $\Omega=\left[c_{1}, c_{2}\right] \times\left[d_{1}, d_{2}\right]$, where $0<c_{1}<c_{2}$ and $d_{1}<0<d_{2}$, then for each $(a, \tau)$ in $\triangle_{\xi}$,

$$
\mathcal{V}(a, \tau) \Omega=\left\{\left(\eta_{1}, \eta_{2}\right) \in \mathbf{R}^{+} \times \mathbf{R}: \frac{c_{1}}{a^{2}} \leq \eta_{1} \leq \frac{c_{2}}{a^{2}} \text { and } \frac{d_{1}}{|a|}+\tau \leq \eta_{2} \leq \frac{d_{2}}{|a|}+\tau\right\} .
$$

Lemma 2. Let $\Omega=\left[c_{1}, c_{2}\right] \times\left[d_{1}, d_{2}\right]$, where $0<c_{1}<c_{2}$ and $d_{1}<0<d_{2}$. Let $\Gamma_{1}$ be an open cone, symmetric with respect to $(1,0)$ with opening half-angle $\beta, 0<\beta<\frac{\pi}{2}$. Then there is a nonempty open cone $\Gamma \subset \Gamma_{1}$, symmetric with respect to $(1,0)$ with opening half-angle $\alpha, 0<\alpha<\frac{\pi}{2}$, such that for any $\xi$ in $\Gamma$ with $|\xi|$ sufficiently large, $\mathcal{V}(a, \tau) \Omega \subset \Gamma_{1}$ for all $(a, \tau)$ in $\triangle_{\xi}$.

See the appendix for the proof.
Definition 6. Let $\Omega=\left[c_{1}, c_{2}\right] \times\left[d_{1}, d_{2}\right]$, where $0<c_{1}<c_{2}$ and $d_{1}<0<d_{2}$, and let $X \subset \mathbf{R}^{2}$. For $u$ in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$ and $h$ in $\mathcal{S}\left(\mathbf{R}^{2}\right)$, define

$$
\left.\left(L_{h} u\right)\right|_{\left(X, \Delta_{\xi}\right)}=\operatorname{Sup}\left\{\left|\left(L_{h} u\right)(a, b, \tau, \zeta)\right|:(a, \tau) \in \triangle_{\xi}, b \in X, \text { and } \zeta \in Q\right\} \text {, }
$$

where $\triangle_{\xi}=\{(a, \tau) \in(\mathbf{R} \backslash\{0\}) \times \mathbf{R}: \mathcal{V}(a, \tau) \Omega \ni \xi\}$, and $\mathcal{V}(a, \tau)\left(k_{1}, k_{2}\right)=\left(\frac{k_{1}}{a^{2}}, \frac{k_{2}}{a}+\tau\right)$.
The following two definitions of the wave front set for distributions are due to Hörmander [5].

Definition 7. Let $u$ be in $\mathcal{E}^{\prime}(V)$, where $V$ is an open set in $\mathbf{R}^{2}$. Define the cone $\sum(u)$ as the set of all $\eta$ in $\mathbf{R}^{2} \backslash\{0\}$ having no open conic neighborhood $\Gamma$ in which $(1+|\xi|)^{N}|\hat{u}(\xi)|$ is bounded for all positive integers $N$ and all $\xi$ in $\Gamma$.

Definition 8. Let $u$ be in $\mathcal{D}^{\prime}(V)$, where $V$ is an open set in $\mathbf{R}^{2}$. Then the closed subset of $V \times\left(\mathbf{R}^{2} \backslash\{0\}\right)$ defined by $W F(u)=\left\{(x, \xi) \in V \times\left(\mathbf{R}^{2} \backslash\{0\}\right): \xi \in \sum_{x}(u)\right\}$ is called the wave front set of $u$, where $\sum_{x}(u)=\bigcap_{\phi} \sum(\phi u), \phi \in \mathcal{D}(V)$, and $\phi(x) \neq 0$.

The main result of this paper is now given.
Theorem 1. Let $u$ be in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$. Let $h$ be a function such that $\hat{h} \in \mathcal{D}\left(\mathbf{R}^{2}\right)$ and $\operatorname{supp} \hat{h} \subset \Omega$, where $\Omega=\left[c_{1}, c_{2}\right] \times\left[d_{1}, d_{2}\right], 0<c_{1}<c_{2}$ and $d_{1}<0<d_{2}$, and $h$ is not identically zero. Let $\xi=\left(\xi_{1}, \xi_{2}\right)$ be in $\mathbf{R}^{+} \times \mathbf{R}$. Let $\triangle_{\xi}$ be as defined. Let $\left(x_{0},(1,0)\right)$ be in $\mathbf{R}^{2} \times \mathbf{R}^{2}$.
(1) Suppose that $\left(x_{0},(1,0)\right) \notin W F(u)$. Then there is an open neighborhood $X$ of $x_{0}$ and an open conic neighborhood $\Gamma$ of $(1,0)$ such that $\left.\left(L_{h} u\right)\right|_{\left(X, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$.
(2) Conversely, suppose that there is a function $\psi \in \mathcal{D}\left(\mathbf{R}^{2}\right)$ with $\psi=1$ in a neighborhood of $x_{0}$, an open neighborhood $X$ of supp $\psi$, and an open conic neighborhood $\Gamma$ of $(1,0)$ such that $\left.\left(L_{h} \psi u\right)\right|_{\left(X, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$. Then $\left(x_{0},(1,0)\right) \notin W F(u)$.

The proof of Theorem 1 makes use of the following lemma.
Lemma 3. Let $u$ be in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$. Let $h$ be a function such that $\hat{h} \in \mathcal{D}\left(\mathbf{R}^{2}\right)$ and $\operatorname{supp} h \subset \Omega$, where $\Omega=\left[c_{1}, c_{2}\right] \times\left[d_{1}, d_{2}\right]$, with $0<c_{1}<c_{2}$ and $d_{1}<0<d_{2}$. Let $\phi$ be a function in $\mathcal{E}\left(\mathbf{R}^{2}\right)$, each of whose derivatives is polynomially bounded. Let $Z$ be a compact set in $\mathbf{R}^{2}$ with $Z \cap \operatorname{supp} \phi=\emptyset$. Let $\Gamma$ be an open cone symmetric with respect to $(1,0)$ with opening half-angle less than $\frac{\pi}{2}$. Then $\left.\left(L_{h} \phi u\right)\right|_{\left(Z, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$.

See the appendix for the proof.
Proof of Theorem 1. Suppose that $\left(x_{0},(1,0)\right) \notin W F(u)$. Then $\widehat{\psi u}$ decreases rapidly in some open conic neighborhood $\Gamma_{1}$ around $(1,0)$ for some $\psi$ in $\mathcal{D}\left(\mathbf{R}^{2}\right)$ with $\psi=1$ in a neighborhood of $x_{0}$.

Let $\xi=\left(\xi_{1}, \xi_{2}\right)$ be in $\mathbf{R}^{+} \times \mathbf{R}$. Then by Lemma 2 , there is a nonempty open cone $\Gamma \subset \Gamma_{1}$ around $(1,0)$ such that if $\xi \in \Gamma$ with $|\xi|$ sufficiently large,

$$
O_{\xi} \equiv \bigcup_{(a, \tau) \in \triangle_{\xi}} \mathcal{V}(a, \tau) \Omega \subset \Psi_{\xi}
$$

where

$$
\Psi_{\xi} \equiv\left[\xi_{1} \frac{c_{1}}{c_{2}}, \xi_{1} \frac{c_{2}}{c_{1}}\right] \times\left[\xi_{2}-\left(d_{2}-d_{1}\right) \sqrt{\frac{\xi_{1}}{c_{1}}}, \xi_{2}+\left(d_{2}-d_{1}\right) \sqrt{\frac{\xi_{1}}{c_{1}}}\right]
$$

and $\Psi_{\xi} \subset \Gamma_{1}$ for all $(a, \tau)$ in $\triangle_{\xi}$.
Now, note that

$$
\begin{aligned}
\left(L_{h} u\right)(a, b, \tau, \zeta) & =u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right] \\
& =\psi u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right]+(1-\psi) u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right]
\end{aligned}
$$

and since $\psi u \in \mathcal{E}^{\prime}\left(\mathbf{R}^{2}\right)$, it follows that

$$
\begin{aligned}
& \left(L_{h} \psi u\right)(a, b, \tau, \zeta)=\psi u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right] \\
& =\int_{\mathbf{R}^{2}} \widehat{\psi u}(\eta) \overline{\left(\zeta E_{\tau} T_{b} J_{a} h\right) \widehat{(\eta)}} d \eta \\
& =\int_{\mathbf{R}^{2}} \widehat{\psi u}(\eta) \bar{\zeta} \epsilon^{2 \pi i b \cdot\left(\eta_{1}, \eta_{2}-\tau\right)} \sqrt{|\operatorname{det} M(a)|} \widehat{\hat{h}\left(a^{2} \eta_{1}, a\left(\eta_{2}-\tau\right)\right)} d \eta
\end{aligned}
$$

The integrand is nonzero only if $\left(a^{2} \eta_{1}, a\left(\eta_{2}-\tau\right)\right) \in \operatorname{supp} \hat{h}$, which means that $\left(\eta_{1}, \eta_{2}\right) \in$ $\mathcal{V}(a, \tau) \Omega$.

Thus for each $b$ in $\mathbf{R}^{2},(a, \tau)$ in $\triangle_{\xi}$, and $\zeta$ in $Q$,

$$
\begin{aligned}
& \left|\left(L_{h} \psi u\right)(a, b, \tau, \zeta)\right| \\
& \leq \sqrt{|\operatorname{det} M(a)|}\|\hat{h}\|_{\infty} \int_{O_{\xi}}|\widehat{\psi u}(\eta)| d \eta
\end{aligned}
$$

But $O_{\xi} \subset \Gamma_{1}$ for all $\xi$ in $\Gamma$ with $|\xi|$ sufficiently large, and since $\widehat{\psi u}$ decreases rapidly in $\Gamma_{1}$, for each $N=1,2, \ldots$, there is a constant $C_{N}$ such that

$$
\begin{aligned}
& \left|\left(L_{h} \psi u\right)(a, b, \tau, \zeta)\right| \leq C_{N} \sqrt{|\operatorname{det} M(a)|}\|\hat{h}\|_{\infty} \int_{O_{\xi}} \frac{1}{(1+|\eta|)^{N}} d \eta \\
& \leq\left|\xi_{1} \frac{c_{2}}{c_{1}}\right|^{\frac{3}{2}}\|\hat{h}\|_{\infty} C_{N} \frac{2\left(d_{2}-d_{1}\right) \sqrt{\frac{\xi_{1}}{c_{1}}}}{N-1} \frac{1}{\left(1+\left|\xi_{1} \frac{c_{1}}{c_{2}}\right|\right)^{N-1}} \\
& \rightarrow 0 \quad \text { as }|\xi| \rightarrow \infty
\end{aligned}
$$

for all $\xi$ in $\Gamma$, where $N$ may be chosen arbitrarily large.
On the other hand, $(1-\psi) u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right]=\left(L_{h}(1-\psi) u\right)(a, b, \tau, \zeta)$.
Let $X$ be an open neighborhood of $x_{0}$ with $\bar{X} \cap \operatorname{supp}(1-\psi)=\emptyset$. Since $(1-\psi)$ has bounded derivatives and since $\Gamma_{1}$ is an open cone around (1,0), it follows by Lemma 3 that $\left.L_{h}((1-\psi) u)\right|_{(X, \Delta \xi)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma_{1}$.

Thus $\left.\left(L_{h} u\right)\right|_{\left(X, \triangle_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$.
This proves the first part of Theorem 1.

In order to prove the second part of Theorem 1, we will apply the following theorem by Grossmann, Morlet, and Paul.

ThEOREM 2 (see [2]). Let $U$ be strongly continuous square integrable unitary representation of a locally compact topological group $G$, acting on the Hilbert space $H$. Then there exists in $H$ a unique self-adjoint positive operator $C$ such that the following hold:
(i) The set of admissible vectors coincides with the domain of $C$, where the admissibility condition for $h$ means $\int_{G}|\langle h, U(\gamma) h\rangle|^{2} d_{\gamma}<\infty$, with $\gamma$ in $G$, and where $d_{\gamma}$ is the left Haar measure on $G$.
(ii) For $f, g, h$ in $H$ with $h$ admissible,

$$
\int_{G}\langle f, U(\gamma) h\rangle \overline{\langle g, U(\gamma) h\rangle} d \gamma=C_{h}\langle f, g\rangle
$$

where $C_{h}=\langle C h, C h\rangle$.
See [2, p. 2475] for the proof.
Remark 3. $U$ is said to be square-integrable if $U$ is irreducible and there is in $H$ at least one nonzero admissible vector [3].

Now, by considering the 4-parameter family of operators $U(a, b, \tau, \zeta)=\zeta E_{\tau} T_{b} J_{a}$, where $(a, b, \tau, \zeta) \in G$, then $U$ is a strongly continuous unitary irreducible representation of the group $G$ acting on the Hilbert space $L^{2}\left(\mathbf{R}^{2}\right)$. Next, suppose that $h$ satisfies the hypotheses of Theorem 1. Then, in particular, $\hat{h}\left(0, k_{2}\right)=0$ for all $k_{2}$ in $\mathbf{R}$. This implies that

$$
C_{h} \equiv \int_{\mathbf{R}} \int_{\mathbf{R}}\left|\hat{h}\left(k_{1}, k_{2}\right)\right|^{2} \frac{1}{2\left|k_{1}\right|} d k_{1} d k_{2}<\infty
$$

But it can be shown that

$$
\int_{\mathbf{R}} \int_{\mathbf{R}}\left|\hat{h}\left(k_{1}, k_{2}\right)\right|^{2} \frac{1}{2\left|k_{1}\right|} d k_{1} d k_{2}<\infty
$$

if and only if

$$
\int_{G}|\langle h, U(a, b, \tau, \zeta) h\rangle|^{2} d(a, b, \tau, \zeta)<\infty
$$

Thus $h$ is admissible. Hence, by Theorem 2, for $f, g$ in $L^{2}\left(\mathbf{R}^{2}\right)$,

$$
\int_{G}\langle f, U(a, b, \tau, \zeta) h\rangle \overline{\langle g, U(a, b, \tau, \zeta) h\rangle} d(a, b, \tau, \zeta)=C_{h}\langle f, g\rangle
$$

Let us now give the proof of the second part of Theorem 1.
Suppose that there is a function $\psi$ in $\mathcal{D}\left(\mathbf{R}^{2}\right)$ with $\psi=1$ in a neighborhood of $x_{0}$, an open neighborhood $X$ of supp $\psi$, and an open conic neighborhood $\Gamma$ of $(1,0)$ such that $\left.\left(L_{h} \psi u\right)\right|_{\left(X, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$. Without loss of generality, it will be assumed that $X$ is bounded.

Let $Y=\operatorname{supp} \psi$. Let $A$ be a closed ball centered at $x_{0}$ of radius $\mathbf{R}>0$ such that $X \subset A$ and set $L=\operatorname{dist}(\partial Y, \partial X)$. Note that $L>0$ by hypothesis. Let $v=\psi u$. Then $v \in \mathcal{E}^{\prime}\left(\mathbf{R}^{2}\right)$ and $\operatorname{supp} v \subset Y$.

Then the following two claims are needed.
Claim 1. Let $\widehat{w}(\xi)=\int_{G}\left(L_{h} v\right)(a, b, \tau, \zeta)(U(a, b, \tau, \zeta) h)^{\wedge}(\xi) d(a, b, \tau, \zeta)$. Then $\widehat{w}(\xi)$ is well defined for all $\xi$ in the cone $\Gamma$, and $\widehat{w}$ is rapidly decreasing in $\Gamma$.

Claim 2. For any function $\phi$ with $\breve{\phi} \in \mathcal{D}(\Gamma)$,

$$
\frac{1}{C_{h}} \int_{\Gamma} \hat{w}(\xi) \breve{\phi}(\xi) d \xi=v[\phi]
$$

Finally, note that by Claim 2, $\left.\widehat{v}\right|_{\Gamma}=\frac{1}{C_{h}} \widehat{w}$, and by Claim 1, $\frac{1}{C_{h}} \widehat{w}$ decreases rapidly in $\Gamma$. Therefore, $\left(x_{0},(1,0)\right) \notin W F(u)$.

This completes the proof of Theorem 1.
Proof of Claim 1. Let $\xi$ be in $\Gamma$. Then
$|\hat{w}(\xi)| \leq \int_{0}^{1} \int_{\mathbf{R}^{2}} \int_{\mathbf{R}} \int_{\mathbf{R}}\left|\left(L_{h} v\right)(a, b, \tau, \zeta)\right|\left|\hat{h}\left(a^{2} \xi_{1}, a\left(\xi_{2}-\tau\right)\right)\right| \frac{1}{\sqrt{|\operatorname{det} M(a)|}} d a d \tau d b d r$.

Note that $\hat{h}\left(a^{2} \xi_{1}, a\left(\xi_{2}-\tau\right)\right) \neq 0$ only if $(a, \tau) \in \Delta_{\xi}$. Then

$$
|\hat{w}(\xi)| \leq\|\hat{h}\|_{\infty}\left(I_{1}(\xi)+I_{2}(\xi)+I_{3}(\xi)\right)
$$

where

$$
\begin{aligned}
& I_{1}(\xi)=\int_{0}^{1} \int_{X} \int_{\Delta_{\xi}}\left|\left(L_{h} v\right)(a, b, \tau, \zeta)\right| \frac{1}{\sqrt{|\operatorname{det} M(a)|}} d a d \tau d b d r \\
& I_{2}(\xi)=\int_{0}^{1} \int_{A \backslash X} \int_{\Delta_{\xi}}\left|\left(L_{h} v\right)(a, b, \tau, \zeta)\right| \frac{1}{\sqrt{|\operatorname{det} M(a)|}} d a d \tau d b d r
\end{aligned}
$$

and

$$
I_{3}(\xi)=\int_{0}^{1} \int_{\mathbf{R}^{2} \backslash A} \int_{\Delta_{\xi}}\left|\left(L_{h} v\right)(a, b, \tau, \zeta)\right| \frac{1}{\sqrt{|\operatorname{det} M(a)|}} d a d \tau d b d r
$$

Now, by hypothesis, $\left.\left(L_{h} v\right)\right|_{\left(X, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ for all $\xi$ in $\Gamma$. Then for each $N=1,2, \ldots$, there is a constant $P_{N}$ such that for all $\xi$ in $\Gamma$,

$$
\begin{aligned}
I_{1}(\xi) & \leq \frac{P_{N}}{(1+|\xi|)^{N}} m(X) \int_{\Delta_{\xi}} \frac{1}{|a|^{\frac{3}{2}}} d a d \tau \\
& \leq \frac{P_{N}}{(1+|\xi|)^{N}} m(X)\left(d_{2}-d_{1}\right)\left(\sqrt{\frac{\xi_{1}}{c_{1}}}\right)^{\frac{5}{2}}\left(\sqrt{\frac{c_{2}}{\xi_{1}}}-\sqrt{\frac{c_{1}}{\xi_{1}}}\right) \\
& \rightarrow 0 \quad \text { as } \quad|\xi| \rightarrow \infty \quad \text { in } \Gamma,
\end{aligned}
$$

where $N$ may be chosen arbitrarily large.
Consider now

$$
I_{2}(\xi)=\int_{0}^{1} \int_{A \backslash X} \int_{\Delta_{\xi}}\left|\left(L_{h} v\right)(a, b, \tau, \zeta)\right| \frac{1}{\sqrt{|\operatorname{det} M(a)|}} d a d \tau d b d r
$$

Because $A \backslash X$ is a compact set and $(A \backslash X) \cap$ supp $\psi$ is empty, and since

$$
\left(L_{h} v\right)(a, b, \tau, \zeta)=u\left[\psi \overline{\zeta E_{\tau} T_{b} J_{a} h}\right]
$$

it follows from Lemma 3 that $\left.L_{h}(\psi u)\right|_{\left(A \backslash X, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$.
Then for each $N=1,2, \ldots$, there is a constant $R_{N}$ such that for all $\xi$ in $\Gamma$,

$$
I_{2}(\xi) \leq \frac{R_{N}}{(1+|\xi|)^{N}} m(A \backslash X)\left(d_{2}-d_{1}\right)\left(\sqrt{\frac{\xi_{1}}{c_{1}}}\right)^{\frac{5}{2}}\left(\sqrt{\frac{c_{2}}{\xi_{1}}}-\sqrt{\frac{c_{1}}{\xi_{1}}}\right) .
$$

Thus, $I_{2}(\xi) \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$.
Now for

$$
I_{3}(\xi)=\int_{0}^{1} \int_{\mathbf{R}^{2} \backslash A} \int_{\Delta_{\xi}}\left|\left(L_{h} v\right)(a, b, \tau, \zeta)\right| \frac{1}{\sqrt{\mid \operatorname{det} M(a)}} d a d \tau d b d r
$$

note that, since $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$ and $\operatorname{supp} \psi=Y$, it follows that

$$
\left(L_{h} v\right)(a, b, \tau, \zeta)=\int_{Y}(-1)^{|\alpha|} g(x) D_{x}^{\alpha} \psi \overline{\zeta E_{\tau} T_{b} J_{a} h(x)} d x
$$

for some polynomially bounded continuous function $g$ and some multiindex $\alpha$.
Because $\psi \in \mathcal{D}\left(\mathbf{R}^{2}\right)$, there is a constant $M_{1}>0$ such that $\left|D^{\delta} \psi(x)\right| \leq M_{1}$ for all multiindices $\delta$ with $|\delta| \leq|\alpha|$ and all $x$ in $\mathbf{R}^{2}$. Also, because $h \in \mathcal{S}\left(\mathbf{R}^{2}\right)$, for each $N=1,2, \ldots$, there is a constant $B_{N}>0$ such that $\left|D^{\gamma} h(x)\right| \leq \frac{\left.B_{N}\right)^{N}}{(1+|x|)^{N}}$ for all $x$ in $\mathbf{R}^{2}$, and since $g$ is a continuous function and $Y$ is compact, it follows that there is a constant $M_{2}>0$ such that $|g(x)| \leq M_{2}$ for all $x$ in $Y$. Hence,

$$
\begin{aligned}
& \left|\left(L_{h} v\right)(a, b, \tau, \zeta)\right| \\
& \leq M_{1} M_{2} B_{N} \sum_{\beta \leq \alpha} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma} \frac{|2 \pi \tau|^{\beta_{2}-\gamma_{2}}}{|a|^{\frac{3}{2}}} \int_{Y} \frac{1}{\left(1+\left|M(a)^{-1}(x-b)\right|\right)^{N}} d x .
\end{aligned}
$$

Note that if $\xi \in \Gamma$ and $|\xi|$ is sufficiently large, then $|a|<1$ for $(a, \tau) \in \Delta_{\xi}$.
In this case $\frac{1}{a^{2}} \leq \frac{1}{a^{4}}$, and $\frac{1}{|a|}|x-b| \leq\left|M(a)^{-1}(x-b)\right|$. Note also that for $x \in Y$ and $b \in \mathbf{R}^{2} \backslash A$, we have $0<L+\left(\left|x_{0}-b\right|-R\right) \leq|x-b|$. Then

$$
\int_{Y} \frac{1}{\left(1+\frac{1}{|a|}|x-b|\right)^{N}} d x \leq m(Y) \frac{1}{\left(1+\frac{1}{|a|}\left(L+\left|x_{0}-b\right|-R\right)\right)^{N}} .
$$

Hence,

$$
\begin{aligned}
I_{3}(\xi) \leq & M_{1} M_{2} B_{N} \sum_{\alpha \leq \beta} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}|2 \pi|^{\beta_{2}-\gamma_{2}} m(Y) \\
& \cdot \int_{\mathbf{R}^{2} \backslash A} \int_{\Delta_{\xi}} \frac{|\tau|^{\beta_{2}-\gamma_{2}}}{|a|^{3}\left(1+\frac{L+\left|x_{0}-b\right|-R}{|a|}\right)^{N}} d a d \tau d b .
\end{aligned}
$$

Note that for $(a, \tau)$ in $\Delta_{\xi}, \sqrt{c_{1} / \xi_{1}} \leq|a| \leq \sqrt{c_{2} / \xi_{1}}$ and $|\tau| \leq\left|\xi_{2}\right|+\left(d_{2}+\left|d_{1}\right|\right) \sqrt{\xi_{1} / c_{1}}$, and since $L+\left|x_{0}-b\right|-R>0$, it follows that

$$
\frac{1}{1+\frac{L+\left|x_{0}-b\right|-R}{|a|}} \leq \frac{1}{1+\left(L+\left|x_{0}-b\right|-R\right) \sqrt{\frac{\xi_{1}}{c_{2}}}}
$$

Hence,

$$
\begin{aligned}
& \int_{\Delta_{\xi}} \frac{|\tau|^{\beta_{2}-\gamma_{2}}}{|a|^{3}\left(1+\frac{L+\left|x_{0}-b\right|-R}{|a|}\right)^{N}} d a d \tau \\
& \leq\left(d_{2}-d_{1}\right)\left(\sqrt{\frac{c_{2}}{\xi_{1}}}-\sqrt{\frac{c_{1}}{\xi_{1}}}\right)\left(\frac{\xi_{1}}{c_{1}}\right)^{2}\left(\left|\xi_{2}\right|+\left(d_{2}+\left|d_{1}\right|\right) \sqrt{\frac{\xi_{1}}{c_{1}}}\right)^{\beta_{2}-\gamma_{2}} \\
& \quad \cdot \frac{1}{\left(1+\left(L+\left|x_{0}-b\right|-R\right) \sqrt{\frac{\xi_{1}}{c_{2}}}\right)^{N}}
\end{aligned}
$$

But

$$
\begin{aligned}
& \int_{\mathrm{R}^{2} \backslash A} \frac{1}{\left(1+\left(L+\left|x_{0}-b\right|-R\right) \sqrt{\frac{\xi_{1}}{c_{2}}}\right)^{N}} d b \\
& =2 \pi\left|\frac{c_{2}}{\xi_{1}}\right| \frac{1}{N-2} \frac{1}{\left(1+L \sqrt{\frac{\xi_{1}}{c_{2}}}\right)^{N-2}} \\
& \quad+2 \pi \sqrt{\frac{c_{2}}{\xi_{1}}}\left(-\sqrt{\frac{c_{2}}{\xi_{1}}}-L+R\right) \frac{1}{N-1} \frac{1}{\left(1+L \sqrt{\frac{\xi_{1}}{c_{2}}}\right)^{N-1}}
\end{aligned}
$$

$\rightarrow 0 \quad$ as $\quad|\xi| \rightarrow \infty \quad$ for $N$ sufficiently large.
Thus, $\widehat{w}$ decreases rapidly in $\Gamma$. This completes the proof of Claim 1. The following lemma is used to prove Claim 2.

Lemma 2. Let $v$ be in $\mathcal{E}^{\prime}\left(\mathbf{R}^{2}\right)$. Then for $h$ admissible in $\mathcal{S}\left(\mathbf{R}^{2}\right)$,

$$
\left(L_{h} v\right)(a, b, \tau, \zeta)=\sum_{\beta \leq \alpha} \sum_{\substack{\gamma \leq \beta \\ \gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}(-1)^{|\gamma|}(-2 \pi i \tau)^{\beta_{2}-\gamma_{2}} D_{b}^{\gamma}\left(L_{h} g_{\beta}\right)(a, b, \tau, \zeta)
$$

for some multiindex $\alpha$ and some compactly supported continuous functions $g_{\beta}$.
See the appendix for the proof.
Proof of Claim 2. Let $\xi$ be in $\Gamma$. Then by Claim 1,

$$
\hat{w}(\xi)=\int_{G}\left(L_{h} v\right)(a, b, \tau, \zeta)(U(a, b, \tau, \zeta) h)^{\wedge}(\xi) d(a, b, \tau, \zeta)
$$

is well defined for all $\xi$ in $\Gamma$. Since $v=\psi u \in \mathcal{E}^{\prime}\left(\mathbf{R}^{2}\right)$, it follows from Lemma 4 that

$$
\begin{aligned}
\hat{w}(\xi)= & \int_{G} \sum_{\beta \leq \alpha} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}(-1)^{|\gamma|}(-2 \pi i \tau)^{\beta_{2}-\gamma_{2}} D_{b}^{\gamma}\left(L_{h} g_{\beta}\right)(a, b, \tau, \zeta) \\
& \cdot(U(a, b, \tau, \zeta) h)^{\uparrow}(\xi) d(a, b, \tau, \zeta)
\end{aligned}
$$

for some multiindex $\alpha$ and some compactly supported continuous functions $g_{\beta}$. In particular, $g_{\beta} \in L^{2}\left(\mathbf{R}^{2}\right)$. Then for any function $\phi$ such that $\phi \in \mathcal{D}(\Gamma)$,

$$
\int_{\Gamma} \hat{w}(\xi) \breve{\phi}(\xi) d \xi
$$

$$
\begin{aligned}
& =\sum_{\beta \leq \alpha} \int_{G} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}(-1)^{|\gamma|}(-2 \pi i \tau)^{\beta_{2}-\gamma_{2}} D_{b}^{\gamma}\left\langle g_{\beta}, U(a, b, \tau, \zeta) h\right\rangle \\
& \cdot\left(\int_{\Gamma}(U(a, b, \tau, \zeta) h)^{\wedge}(\xi) \breve{\phi}(\xi) d \xi\right) d(a, b, \tau, \zeta) \\
& =\sum_{\beta \leq \alpha}(-1)^{|\beta|} \int_{G} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}(2 \pi i \tau)^{\beta_{2}-\gamma_{2}} \\
& \cdot\left(\int_{\Gamma} D_{b}^{\gamma}\left\langle g_{\beta}, U(a, b, \tau, \zeta) h\right\rangle(U(a, b, \tau, \zeta) h)(y) d b\right) \phi(y) d(a, y, \tau, \zeta) \\
& =\sum_{\beta \leq \alpha}(-1)^{|\beta|} \int_{G} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}(2 \pi i \tau)^{\beta_{2}-\gamma_{2}} \\
& \cdot(-1)^{|\gamma|}\left(\int_{\mathbf{R}^{2}}\left\langle g_{\beta}, U(a, b, \tau, \zeta) h\right\rangle D_{b}^{\gamma} U(a, b, \tau, \zeta) h(y) d b\right) \phi(y) d(a, y, \tau, \zeta) \\
& =\sum_{\beta \leq \alpha}(-1)^{|\beta|} \int_{G}\left\langle g_{\beta}, U(a, b, \tau, \zeta) h\right\rangle \\
& \cdot\left(\int_{\mathbf{R}^{2}} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}(2 \pi i \tau)^{\beta_{2}-\gamma_{2}}(-1)^{|\gamma|} D_{b}^{\gamma} U(a, b, \tau, \zeta) h(y) \phi(y) d y\right) d(a, b, \tau, \zeta) \\
& =\sum_{\beta \leq \alpha}(-1)^{|\beta|} \int_{G}\left\langle g_{\beta}, U(a, b, \tau, \zeta) h\right\rangle \\
& \cdot\left(\int_{\mathbf{R}^{2}} D_{y}^{\beta} U(a, b, \tau, \zeta) h(y) \phi(y) d y\right) d(a, b, \tau, \zeta) \\
& =\sum_{\beta \leq \alpha} \int_{G}\left\langle g_{\beta}, U(a, b, \tau, \zeta) h\right\rangle\left(\int_{\mathbf{R}^{2}} U(a, b, \tau, \zeta) h(y) D_{y}^{\beta} \phi(y) d y\right) d(a, b, \tau, \zeta) \\
& =\sum_{\beta \leq \alpha} \int_{G}\left\langle g_{\beta}, U(a, b, \tau, \zeta) h\right\rangle \overline{\left\langle\overline{D^{\beta} \phi}, U(a, b, \tau, \zeta) h\right\rangle} d(a, b, \tau, \zeta) \\
& =\sum_{\beta \leq \alpha} C_{h}\left\langle g_{\beta}, \overline{D^{\beta} \phi}\right\rangle \\
& =C_{h} v[\phi] .
\end{aligned}
$$

This completes the proof of Claim 2.
Example. For $x=\left(x_{1}, x_{2}\right)$ in $\mathbf{R}^{2}$, let $u\left(x_{1}, x_{2}\right)=\delta\left(x_{1}\right)$. Then $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$ and singsupp $u=\left\{\left(0, x_{2}\right): x_{2} \in \mathbf{R}\right\}$. Note that the action of $u$ on a test function $\phi$ in $\mathcal{S}\left(\mathbf{R}^{2}\right)$ is given by

$$
u[\phi]=\int_{-\infty}^{\infty} \phi\left(0, x_{2}\right) d x_{2}
$$

and the wave front set of $u$ is

$$
W F(u)=\left\{\left(\left(0, x_{2}\right) ;\left(\xi_{1}, 0\right)\right): x_{2} \in \mathbf{R} \quad \text { and } \quad \xi_{1} \in \mathbf{R} \backslash\{0\}\right\}
$$

Let $h$ be a function such that $h$ is nonnegative, $\hat{h} \in \mathcal{D}\left(\mathbf{R}^{2}\right), \hat{h}$ is not identically zero, and $\operatorname{supp} \hat{h} \subset \Omega$, where $\Omega=\left[c_{1}, c_{2}\right] \times\left[d_{1}, d_{2}\right]$ with $0<c_{1}<c_{2}, d_{1}<0<d_{2}$.

Let $\xi=\left(\xi_{1}, \xi_{2}\right)$ be in $\mathbf{R}^{+} \times \mathbf{R}$, and let $\Delta_{\xi}$ be as defined. For $\left(x_{0},(1,0)\right)$ in $\mathbf{R}^{2} \times \mathbf{R}^{2}$, where $x_{0}=\left(x_{01}, x_{02}\right)$, let us consider two cases.

Case 1. Suppose that $x_{01} \neq 0$. Then $\left(\left(x_{01}, x_{02}\right) ;(1,0)\right) \notin W F(u)$. So $\widehat{\psi u}$ decreases rapidly in some cone $\Gamma$ around $(1,0)$ for some $\psi \in \mathcal{D}\left(\mathbf{R}^{2}\right)$ with $\psi=1$ in a neighborhood $X$ of $x_{0}=\left(x_{01}, x_{02}\right)$. Let us show that $\left.\left(L_{h} u\right)\right|_{\left(X, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$.

Let $(a, \tau)$ be in $\Delta_{\xi}, b=\left(b_{1}, b_{2}\right)$ in $X$, and $\zeta$ in $Q$. Note that if $|\xi| \rightarrow \infty$ in $\Gamma$, then $a \rightarrow 0$. Also, if $b \in X$, then $b_{1}>0$.

Now,

$$
\begin{aligned}
& \left(L_{h} u\right)(a, b, \tau, \zeta)=u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right]=\int_{-\infty}^{\infty} \overline{\zeta E_{\tau} T_{b} J_{a} h\left(0, x_{2}\right)} d x_{2} \\
& =\int_{-\infty}^{\infty} \bar{\zeta} e^{-2 \pi i \tau x_{2}} \frac{1}{|a|^{\frac{3}{2}}} \overline{\left(-\frac{b_{1}}{a^{2}}, \frac{x_{2}-b_{2}}{a}\right) d x_{2}}
\end{aligned}
$$

Then

$$
\begin{aligned}
\left|\left(L_{h} u\right)(a, b, \tau, \zeta)\right| & \leq \frac{1}{|a|^{\frac{3}{2}}} \int_{-\infty}^{\infty}\left|h\left(-\frac{b_{1}}{a^{2}}, \frac{x_{2}-b_{2}}{a}\right)\right| d x_{2} \\
& =\frac{1}{|a|^{\frac{1}{2}}} \int_{-\infty}^{\infty}\left|h\left(-\frac{b_{1}}{a^{2}}, y\right)\right| d y
\end{aligned}
$$

Because $h \in \mathcal{S}\left(\mathbf{R}^{2}\right)$,

$$
\left|h\left(-\frac{b_{1}}{a^{2}}, y\right)\right| \leq \frac{C_{N}}{\left(\sqrt{\frac{b_{1}^{2}}{a^{4}}+y^{2}}\right)^{N}}, \quad N=1,2, \ldots
$$

Thus,

$$
\begin{aligned}
\left|\left(L_{h} u\right)(a, b, \tau, \zeta)\right| & \leq C_{N} a^{2 N}|a|^{-\frac{1}{2}} \int_{-\infty}^{\infty} \frac{1}{\left(\sqrt{b_{1}^{2}+a^{4} y^{2}}\right)^{N}} d y \\
& =C_{N} a^{2 N}|a|^{-\frac{5}{2}} \int_{-\infty}^{\infty} \frac{1}{\left(b_{1}^{2}+z^{2}\right)^{\frac{N}{2}}} d z \\
& \rightarrow 0 \quad \text { as } \quad a \rightarrow 0
\end{aligned}
$$

where $N$ can be chosen arbitrarily large.
Therefore, $\left.\left(L_{h} u\right)\right|_{\left(X, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ for all $\xi$ in $\Gamma$.
Case 2. Suppose that $x_{01}=0$. Then $\left(\left(0, x_{02}\right) ;(1,0)\right) \in W F(u)$.
Let $\Gamma$ be any open cone symmetric with respect to $(1,0)$. For $\xi=\left(\xi_{1}, 0\right)$ in $\Gamma, \Delta_{\xi}$ is the set of points $(a, \tau)$ in $(\mathbf{R} \backslash\{0\}) \times \mathbf{R}$ such that $\sqrt{c_{1} / \xi_{1}} \leq|a| \leq \sqrt{c_{2} / \xi_{1}}$ and $-\frac{d_{2}}{|a|} \leq \tau \leq-\frac{d_{1}}{|a|}$.

Let us show that $\left.\left(L_{h} u\right)\right|_{\left(X, \Delta_{\xi}\right)}$ does not fall off rapidly as $|\xi|=\xi_{1} \rightarrow \infty$, where $X$ is any open neighborhood of $x_{0}=\left(0, x_{02}\right)$. Then for $b=\left(0, b_{2}\right)$ in $X$ and $(a, 0)$ in $\Delta_{\left(\xi_{1}, 0\right),}$

$$
\begin{aligned}
& \left(L_{h} u\right)(a, b, 0, \zeta)=u\left[\overline{\zeta E_{0} T_{b} J_{a} h}\right]=\int_{-\infty}^{\infty} \overline{\zeta E_{0} T_{b} J_{a} h\left(0, x_{2}\right)} d x_{2} \\
& =\int_{-\infty}^{\infty} \bar{\zeta} \frac{1}{|a|^{\frac{3}{2}}} \overline{h\left(0, \frac{x_{2}-b_{2}}{a}\right)} d x_{2}=\bar{\zeta} \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} \overline{h\left(0, z_{2}\right)} d z_{2}
\end{aligned}
$$

Let $A=\int_{-\infty}^{\infty} \overline{h\left(0, z_{2}\right)} d z_{2}$. Then $A$ is independent of $a$ and $0<A<\infty ;$

$$
\sup _{\substack{b \in X \\(a, \tau) \in \Delta_{\xi} \\ \zeta \in Q}}\left|\left(L_{h} u\right)(a, b, \tau, \zeta)\right| \geq \frac{1}{\sqrt{|a|}} A \geq\left(\frac{\xi_{1}}{c_{2}}\right)^{\frac{1}{4}} A
$$

Thus, $\left.\left(L_{h} u\right)\right|_{\left(X, \Delta_{\xi}\right)}$ does not fall off as $|\xi|=\xi_{1} \rightarrow \infty$ in $\Gamma$.
Appendix.
Proof of Lemma 1. Let $\xi=\left(\xi_{1}, \xi_{2}\right)$ be in $\mathbf{R}^{+} \times \mathbf{R}$. Then by Definition 4,

$$
\begin{aligned}
\Delta \xi & =\{(a, \tau) \in(\mathbf{R} \backslash\{0\}) \times \mathbf{R}: \mathcal{V}(a, \tau) \Omega \ni \xi\} \\
& =\left\{(a, \tau) \in(\mathbf{R} \backslash\{0\}) \times \mathbf{R}: \mathcal{V}^{-1}(a, \tau) \xi \in \Omega\right\}
\end{aligned}
$$

where by definition of $\mathcal{V}(a, \tau), \mathcal{V}^{-1}(a, \tau) \xi=\left(a^{2} \xi_{1}, a\left(\xi_{2}-\tau\right)\right)$.
Then $\mathcal{V}^{-1}(a, \tau) \xi \in \Omega$ if $c_{1} \leq a^{2} \xi_{1} \leq c_{2}$ and $d_{1} \leq a\left(\xi_{2}-\tau\right) \leq d_{2}$; equivalently

$$
\sqrt{c_{1} / \xi_{1}} \leq|a| \leq \sqrt{c_{2} / \xi_{1}} \text { and } \xi_{2}-\frac{d_{2}}{|a|} \leq \tau \leq \xi_{2}-\frac{d_{1}}{|a|}
$$

This proves Lemma 1.
Proof of Lemma 2. Take $\alpha>0$ such that $\tan \alpha<\frac{c_{1}}{c_{2}} \tan \beta$. Let $\epsilon=\tan \alpha$. Consider then $\Gamma=\left\{\left(\eta_{1}, \eta_{2}\right) \in \mathbf{R}^{+} \times \mathbf{R}:\left|\eta_{2}\right|<\epsilon \eta_{1}\right\}$. Note that $\Gamma_{1} \supset\left\{\left(\eta_{1}, \eta_{2}\right) \in\right.$ $\left.\mathbf{R}^{+} \times \mathbf{R}:\left|\eta_{2}\right|<\frac{c_{2}}{c_{1}} \epsilon \eta_{1}\right\}$ and since $0<c_{1}<c_{2}, \Gamma \subset \Gamma_{1}$.

Let $\xi=\left(\xi_{1}, \xi_{2}\right)$ be in $\Gamma$. Since $\Gamma \subset \mathbf{R}^{+} \times \mathbf{R}$, it follows from Lemma 1 that

$$
\Delta_{\xi}=\left\{(a, \tau) \in(\mathbf{R} \backslash\{0\}) \times \mathbf{R}: \sqrt{\frac{c_{1}}{\xi_{1}}} \leq|a| \leq \sqrt{\frac{c_{2}}{\xi_{1}}} \text { and } \xi_{2}-\frac{d_{2}}{|a|} \leq \tau \leq \xi_{2}-\frac{d_{1}}{|a|}\right\}
$$

Now, let $\left(\eta_{1}, \eta_{2}\right)$ be in $\mathcal{V}(a, \tau) \Omega$. Then by Remark $1, \frac{c_{1}}{a^{2}} \leq \eta_{1} \leq \frac{c_{2}}{a^{2}}$ and $\frac{d_{1}}{|a|}+\tau$ $\leq \eta_{2} \leq \frac{d_{2}}{|a|}+\tau$. Then for $(a, \tau)$ in $\Delta_{\xi}, \frac{c_{1}}{c_{2}} \xi_{1} \leq \eta_{1} \leq \frac{c_{2}}{c_{1}} \xi_{1}$ and

$$
\xi_{2}-\left(d_{2}-d_{1}\right) \sqrt{\frac{\xi_{1}}{c_{1}}} \leq \eta_{2} \leq \xi_{2}+\left(d_{2}-d_{1}\right) \sqrt{\frac{\xi_{1}}{c_{1}}}
$$

That is, for $(a, \tau)$ in $\Delta_{\xi}, \mathcal{V}(a, \tau) \Omega$ is contained in the rectangle

$$
\Psi_{\xi}=\left[\frac{c_{1}}{c_{2}} \xi_{1}, \frac{c_{2}}{c_{1}} \xi_{1}\right] \times\left[\xi_{2}-\left(d_{2}-d_{1}\right) \sqrt{\frac{\xi_{1}}{c_{1}}}, \xi_{2}+\left(d_{2}-d_{1}\right) \sqrt{\frac{\xi_{1}}{c_{1}}}\right]
$$

Suppose that $\xi_{2} \geq 0$. Then $\xi_{2}+\left(d_{2}-d_{1}\right) \sqrt{\xi_{1} / c_{1}}>0$. Let $\Theta$ be the upper left corner of the rectangle $\Psi_{\xi}$. That is, $\Theta=\left(\frac{c_{1}}{c_{2}} \xi_{1}, \xi_{2}+\left(d_{2}-d_{1}\right) \sqrt{\xi_{1} / c_{1}}\right)$. Then the slope $m_{\Theta}$ of the line passing through $(0,0)$ and $\Theta$ is

$$
m_{\Theta}=\frac{\xi_{2}+\left(d_{2}-d_{1}\right) \sqrt{\frac{\xi_{1}}{c_{1}}}}{\frac{c_{1}}{c_{2}} \xi_{1}}=\frac{c_{2}}{c_{1}} \frac{\xi_{2}}{\xi_{1}}+\frac{\left(d_{2}-d_{1}\right) c_{2}}{c_{1}^{\frac{3}{2}}} \frac{1}{\sqrt{\xi_{1}}}
$$

Since $\xi \epsilon \Gamma$, and $\xi_{2}>0$, it follows that $\frac{\xi_{2}}{\xi_{1}}<\epsilon$. Then

$$
|\xi|^{2}=\xi_{1}^{2}+\xi_{2}^{2}<\xi_{1}^{2}+\epsilon^{2} \xi_{1}^{2}=\left(1+\epsilon^{2}\right) \xi_{1}^{2} ; \frac{1}{\xi_{1}}<\frac{\sqrt{1+\epsilon^{2}}}{|\xi|}
$$

Thus,

$$
m_{\Theta}<\frac{c_{2}}{c_{1}} \epsilon+\frac{\left(d_{2}-d_{1}\right) c_{2}}{c_{1} \frac{3}{2}} \frac{\left(1+\epsilon^{2}\right)^{\frac{1}{4}}}{\sqrt{|\xi|}}
$$

Since $\tan \beta>\frac{c_{2}}{c_{1}} \epsilon$, it follows that for sufficiently large $|\xi|, m_{\Theta}<\tan \beta$. Thus $\Theta \in \Gamma_{1}$.

A similar analysis shows that the lower left corner of the rectangle $\Psi_{\xi}$ is also in $\Gamma_{1}$. It follows that for sufficiently large $|\xi|, \mathcal{V}(a, \tau) \Omega \subset \Gamma_{1}$ for all $(a, \tau)$ in $\Delta_{\xi}$.

This proves Lemma 2.
Proof of Lemma 3. The idea behind the proof is that, as $|\xi| \rightarrow \infty$ in $\Gamma$, the condition $(a, \tau) \in \Delta_{\xi}$ forces $a \rightarrow 0$, which concentrates the function $\zeta E_{\tau} T_{b} J_{a} h$ about the point $b \in Z$, where $\phi$ is zero.

Let $b \in Z, \xi \in \Gamma$, and let $(a, \tau) \in \Delta_{\xi}$. Since $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{2}\right)$ and $\phi \overline{\zeta E_{\tau} T_{b} J_{a} h} \in \mathcal{S}\left(\mathbf{R}^{2}\right)$, it follows that

$$
\begin{aligned}
\left(L_{h} \phi u\right)(a, b, \tau, \zeta) & =\phi u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right] \\
=u\left[\phi \overline{\zeta E_{\tau} T_{b} J_{a} h}\right] & =\int_{\mathbf{R}^{2}}(-1)^{|\alpha|} g(x) D_{x}^{a} \phi \overline{\zeta E_{\tau} T_{b} J_{a} h}(x) d x
\end{aligned}
$$

for some polynomially bounded continuous function $g$ and some multiindex $\alpha$.
Because $g$ is a polynomially bounded continuous function, $h \in \mathcal{S}\left(\mathbf{R}^{2}\right)$, each of the derivatives of $\phi$ is polynomially bounded, and $b \in Z$, there are constants $K_{1}, K_{2}$, and $L>0$ where $B_{L}(b) \cap \operatorname{supp} \phi=\emptyset$, with $L$ independent of $b$, such that for $N=1,2, \ldots$ there is a constant $D_{N}>0$ such that

$$
\begin{aligned}
& \left|\left(L_{h} \phi u\right)(a, b, \tau, \zeta)\right| \\
& \leq K_{1} D_{N} \sum_{\beta \leq \alpha}\binom{\alpha}{\beta} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma} \frac{|2 \pi \tau|^{\beta_{2}-\gamma_{2}}}{|a|^{\frac{3}{2}}} \int_{\mathbf{R}^{2} \backslash B_{L}(b)} \frac{(1+|x|)^{K_{2}}}{\left(1+\left|M(a)^{-1}(x-b)\right|\right)^{N}} d x
\end{aligned}
$$

Now note that if $\xi \in \Gamma$ and $|\xi|$ is sufficiently large, then $|a|<1$ for $(a, \tau) \in \triangle_{\xi}$. In this case $\frac{1}{|a|}|x-b| \leq\left|M(a)^{-1}(x-b)\right|$. Then

$$
\begin{aligned}
& \int_{\mathbf{R}^{2} \backslash B_{L}(b)} \frac{(1+|x|)^{K_{2}}}{\left(1+\left|M(a)^{-1}(x-b)\right|\right)^{N}} d x \\
& \leq 2 \pi|a| \sum_{\rho=0}^{K_{2}}\binom{K_{2}}{\rho}|b|^{K_{2}-\rho} \frac{1}{N-2-\rho} \frac{1}{\left(1+\frac{L}{|a|}\right)^{N-2-\rho}}
\end{aligned}
$$

Since for $(a, \tau)$ in $\triangle_{\xi}$,

$$
\sqrt{\frac{c_{1}}{\xi_{1}}} \leq|a| \leq \sqrt{\frac{c_{2}}{\xi_{1}}} \quad \text { and } \quad|\tau| \leq\left|\xi_{2}\right|+\left(d_{2}+\left|d_{1}\right|\right) \sqrt{\frac{\xi_{1}}{c_{1}}}
$$

it follows that

$$
\left|\left(L_{h} \phi u\right)(a, b, \tau, \zeta)\right|
$$

$$
\begin{aligned}
& \leq K_{1} D_{N} \sum_{\beta \leq \alpha}\binom{\alpha}{\beta} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}|2 \pi|^{\beta_{2}-\gamma_{2}+1}\left(\left|\xi_{2}\right|+\left(d_{2}+\left|d_{1}\right|\right) \sqrt{\frac{\xi_{1}}{c_{1}}}\right)^{\beta_{2}-\gamma_{2}} \\
& \quad\left(\sqrt{\frac{\xi_{1}}{c_{1}}}\right)^{\frac{1}{2}} \sum_{\rho=0}^{K_{2}}\binom{K_{2}}{\rho}|b|^{K_{2}-\rho} \frac{1}{N-2-\rho} \frac{1}{\left(1+L \sqrt{\frac{\xi_{1}}{c_{2}}}\right)^{N-2-\rho}}
\end{aligned}
$$

$\rightarrow 0$ as $|\xi| \rightarrow \infty$ in $\Gamma$.
Because $N$ may be chosen arbitrarily large, the decrease is rapid, and since $L$ is independent of $b \in Z$, it follows that $\left.\left(L_{h} \phi u\right)\right|_{\left(Z, \Delta_{\xi}\right)} \rightarrow 0$ rapidly as $|\xi| \rightarrow \infty$ in $\Gamma$.

This proves Lemma 3.
Proof of Lemma 4. Since $u \in \mathcal{E}^{\prime}\left(\mathbf{R}^{2}\right)$ and $h \in \mathcal{S}\left(\mathbf{R}^{2}\right)$, it follows that

$$
u\left[\zeta E_{\tau} T_{b} J_{a} h\right]=\sum_{\beta \leq \alpha} \int_{\mathbf{R}^{2}} g_{\beta}(x) D_{x}^{\beta} \zeta E_{\tau} T_{b} J_{a} h(x) d x
$$

for some multiindex $\alpha$ and compactly supported continuous functions $g_{\beta}$. Then

$$
\begin{aligned}
& \left(L_{h} u\right)(a, b, \tau, \zeta)=u\left[\overline{\zeta E_{\tau} T_{b} J_{a} h}\right] \\
& =\sum_{\beta \leq \alpha} \int_{\mathbf{R}^{2}} g_{\beta}(x) D_{x}^{\beta} \overline{\zeta E_{\tau} T_{b} J_{a} h(x)} d x \\
& =\sum_{\beta \leq \alpha}\left\langle g_{\beta}, D_{x}^{\beta} \zeta E_{\tau} T_{b} J_{a} h\right\rangle \\
& =\sum_{\beta \leq \alpha} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}(-1)^{|\gamma|}(-2 \pi i \tau)^{\beta_{2}-\gamma_{2}} D_{b}^{\gamma}\left\langle g_{\beta}, \zeta E_{\tau} T_{b} J_{a} h\right\rangle \\
& =\sum_{\beta \leq \alpha} \sum_{\substack{\gamma \leq \beta \\
\gamma_{1}=\beta_{1}}}\binom{\beta}{\gamma}(-1)^{|\gamma|}(-2 \pi i \tau)^{\beta_{2}-\gamma_{2}} D_{b}^{\gamma}\left(L_{h} g_{\beta}\right)(a, b, \tau, \zeta)
\end{aligned}
$$

This proves Lemma 4.
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# A LYAPUNOV FUNCTION FOR TRIDIAGONAL COMPETITIVE-COOPERATIVE SYSTEMS* 
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#### Abstract

We construct a Lyapunov function for tridiagonal competitive-cooperative systems. The same function is a Lyapunov function for Kolmogorov tridiagonal systems, which are defined on a closed positive orthant in $\mathbf{R}^{n}$. We show that all bounded orbits converge to the set of equilibria. Moreover, we show that there can be no heteroclinic cycles on the boundary of the first orthant, extending the results of H. I. Freedman and H. L. Smith [Differential Equations Dynam. Systems, 3 (1995), pp. 367-382].
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1. Results. We consider a system of differential equations

$$
\begin{align*}
\dot{x}_{1} & =f_{1}\left(x_{1}, x_{2}\right), \\
\dot{x}_{i} & =f_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right), \quad i=2, \ldots, n-1,  \tag{1}\\
\dot{x}_{n} & =f_{n}\left(x_{n-1}, x_{n}\right)
\end{align*}
$$

where functions $f_{i}$ are defined on a nonempty open subset $A$ of $R^{n}$. We assume that the $f_{i}$ and their partial derivatives are continuous on $A$. We also assume that there are $\delta_{i} \in\{-1,+1\}$, such that

$$
\delta_{i} \frac{\partial f_{i}}{\partial x_{i+1}}>0, \quad \delta_{i} \frac{\partial f_{i+1}}{\partial x_{i}}>0, \quad 1 \leq i \leq n-1
$$

This assumption implies that the Jacobi matrix $\partial f / \partial x$, corresponding to (1), is tridiagonal and sign symmetric in the sense that $\partial f_{i} / \partial x_{i+1}$ and $\partial f_{i+1} / \partial x_{i}$ have the same $\operatorname{sign} \delta_{i}$. If $\delta_{i}=-1$ for all $i$, then (1) is called competitive. If $\delta_{i}=1$ for all $i$, then (1) is called cooperative. We introduce new variables, following Smith [S1]. We let $\bar{x}_{i}=\mu_{i} x_{i}, \mu_{i} \in\{ \pm 1\}, 1 \leq i \leq n$, with $\mu_{1}=1, \mu_{i}=\delta_{i-1} \mu_{i-1}$. Then the system (1) transforms into a new system of the same type with new

$$
\bar{\delta}_{i}=\mu_{i} \mu_{i+1} \delta_{i}=\mu_{i}^{2} \delta_{i}^{2}=1
$$

Therefore we can always assume, without loss of generality, that the competitivecooperative system (1) is in fact cooperative and

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial x_{i+1}}>0, \quad \frac{\partial f_{i+1}}{\partial x_{i}}>0, \quad 1 \leq i \leq n-1 \tag{H1}
\end{equation*}
$$

[^23]Our goal in this paper is to construct a Lyapunov function for a class of equations (1). A Lyapunov function $V: \mathbf{R}^{n} \rightarrow \mathbf{R}$ for (1) is a real valued function which is nonincreasing along trajectories of (1) and is strictly decreasing along all nonequilibrium trajectories. We assume that the system (2) is dissipative. We spell out the precise form of the assumption below. We remark that this assumption implies that all trajectories of (2) eventually enter a compact region of phase space. By LaSalle's invariance principle (see Hale and Koçak [HK]) the existence of a Lyapunov function then implies that each trajectory converges to the set of equilibria. Our dissipativeness condition takes the form

$$
\begin{equation*}
f_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right) x_{i}<0 \quad \text { for } \quad\left|x_{i}\right| \geq C,\left|x_{i \pm 1}\right| \leq\left|x_{i}\right| \tag{H2}
\end{equation*}
$$

and some large constant $C$.
It is easy to see that this assumption forces any trajectory to enter the box $\left\{x \in \mathbf{R}^{n}| | x_{i} \mid \leq C\right.$ for all $\left.i\right\}$ at some finite time and then remain there.

Our final assumption on the functions $f_{i}$ is more technical. Observe that assumption (H1) implies that for any fixed $x_{i}$ the set $z\left(f_{i}, x_{i}\right)$ of points $\left(x_{i-1}, x_{i+1}\right)$ satisfying $f_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right)=0$ is a curve in the $\left(x_{i-1}, x_{i+1}\right)$-plane. Furthermore $z\left(f_{i}, x_{i}\right)$ is monotone with respect to both $x_{i-1}$ and $x_{i+1}$. The following assumption implies that for all $x_{i}$ the curve $z\left(f_{i}, x_{i}\right)$ is unbounded in both $x_{i-1}$ and $x_{i+1}$ directions. Assume

$$
\begin{equation*}
\lim _{x_{k} \rightarrow \infty} f_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right)>0, \quad \lim _{x_{k} \rightarrow-\infty} f_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right)<0 \tag{H3}
\end{equation*}
$$

for both $k=i-1$ and $k=i+1$ and all $x_{i}, x_{i-1}$ and $x_{i+1}$.
We state the main theorem of this paper.
THEOREM 1.1. The system (1) with assumptions (H1), (H2), (H3) admits a Lyapunov function.

The system (1) with assumption (H1) is a monotone dynamical system. There is an extensive literature on monotone dynamical systems, starting with the work of Hirsch [Hi1, Hi2, Hi3, Hi4] for monotone semiflows. The results of Hirsch and later improvements by Matano [M], Smith and Thieme [ST1, ST2], and Poláčik [P] established that most orbits of a strongly order-preserving semiflow converge to the set of equilibria. For references on the theory of monotone semiflows see the recent monograph by Smith [S2].

For the system (1) more is known: Smilie [Sm] has shown that all trajectories converge to the set of equilibria. He used an integer-valued Lyapunov function (nodal properties) to prove his result. The main consequence of the existence of real valued Lyapunov function $V$ for the system (1), namely that all trajectories of (1) converge to the set of equilibria, is not new and was proved by Smilie [Sm].

The importance of the existence of the Lyapunov function $V$ is that it can be used in a more general setting. We now consider the class of Kolmogorov systems, which model an interaction of populations, where every population interacts only with "neighboring" populations. They have the form

$$
\begin{align*}
\dot{x}_{1} & =x_{1} f_{1}\left(x_{1}, x_{2}\right), \\
\dot{x}_{i} & =x_{i} f_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right),  \tag{2}\\
\dot{x}_{n} & =x_{n} f_{n}\left(x_{n-1}, x_{n}\right)
\end{align*}
$$

for $i=2, \ldots, n-1$. We assume that the functions $f_{i}$ satisfy (H1), (H2), and (H3). Since $x_{i}$ 's represent population densities we restrict ourselves to the closed positive orthant

$$
\mathcal{O}:=\left\{x \in \mathbf{R}^{n} \mid x_{i} \geq 0 \text { for } i=1, \ldots, n\right\}
$$

For specific biological systems modeled by (2), see Freedman and Smith [F-S] and the references herein.

The results of Smilie do not apply to the system (2) directly. The crucial assumption (H1) for the right-hand side of (2) holds only in the interior of the positive orthant. We also notice that $x_{j}(0)=0$ implies $x_{j}(t)=0$ for all $t$. Therefore every boundary hyperplane of the first orthant is invariant under (2). Furthermore, if we restrict the set of equations to such a boundary hyperplane, we obtain a decoupled system of the same type as (2). Consequently, all faces and subfaces of the boundary of the positive orthant are invariant under (2); the restriction of the system (2) to such a set is of the same type as the system (2) itself. The assumption (H1) is satisfied only in the interior of the positive orthant and by the previous argument in the interior of every face and subface of the boundary of the positive orthant.

The question arises whether all trajectories still converge to the set of equilibria in this case. The result is obviously true if the trajectory stays bounded away from the boundary of the region where it starts, which may be the positive orthant $\mathcal{O}$ itself, or a face or subface of the boundary. But in the context of population dynamics, the trajectories approaching the boundary of a given region are important, since they represent a situation whereby a certain population goes extinct.

This problem was studied by Freedman and Smith [F-S]. Under some nondegeneracy assumptions they were able to show that every bounded orbit converges either to an equilibrium, or to a cycle of equilibria on the boundary of $\mathcal{O}$. A cycle of equilibria is a nonempty finite set of equilibria $\left\{E_{1}, \ldots, E_{n}\right\}$ such that

$$
E_{1} \rightarrow E_{2} \rightarrow \cdots \rightarrow E_{n} \rightarrow E_{1} .
$$

Here we write $E_{1} \rightarrow E_{2}$ if $E_{1}$ and $E_{2}$ are equilibria of (2), not necessarily distinct, such that there exists a solution $x \in \mathcal{O}$ with $\lim _{t \rightarrow-\infty} x(t)=E_{1}$ and $\lim _{t \rightarrow \infty} x(t)=E_{2}$. For illustration of such a boundary cycle of equilibria see Figure 1.

In every boundary component the flow is convergent to the set of equilibria, but the boundary components are assembled together in such a way that they produce a cycle of equilibria.

The Lyapunov function $V$ constructed in Theorem 1.1 turns out to be a Lyapunov function for system (2). Furthermore, $V$ is defined, continuous on the boundary of $\mathcal{O}$, and restricts to the Lyapunov function on every face and subface of the boundary of $\mathcal{O}$.

Theorem 1.2. Consider system (2) on the closed positive orthant $\mathcal{O}$. Assume that the functions $f_{i}$ satisfy the assumptions (H1), (H2), and (H3). Then there is a Lyapunov function $V: \mathcal{O} \rightarrow \mathbf{R}$, which is strictly decreasing outside the set of equilibria.

We can now rule out the existence of the cycles of equilibria on the boundary of $\mathcal{O}$.

Corollary 1.3. Consider system (2) on the closed positive orthant $\mathcal{O}$. Assume that the functions $f_{i}$ satisfy the assumptions (H1), (H2), and (H3). Then every bounded trajectory with initial data in the closed positive orthant $\mathcal{O}$ converges to the set of equilibria. If the set of equilibria is finite, every trajectory converges to a single equilibrium. Moreover, cycles of equilibria in $\mathcal{O}$ do not exist.

The cycles of equilibria do not exist in the large class of Lotka-Voltera systems. We now briefly describe results of Fiedler and Gedeon [FG].


Fig. 1. Heteroclinic cycle on the boundary of the positive orthant.

Consider the system

$$
\begin{equation*}
\dot{x}_{i}=x_{i}\left(c_{i}-\sum_{j=1}^{n} \beta_{i j} f_{j}\left(x_{j}\right)\right) \tag{3}
\end{equation*}
$$

on the positive orthant $\mathcal{O}$ in $\mathbf{R}^{n}$. If $x_{i}$ describes the population size of a certain species, then the constants $\beta_{i j}$ describe the interaction between the species. Let $\Upsilon$ be the undirected graph with $n$ vertices, where the edge $j$ is connected to the vertex $i$ by the edge $e_{i j}$ if and only if $\beta_{i j} \neq 0$. We assume $\beta_{i j} \beta_{j i}>0$ for every edge $e_{i j}$. Therefore the definition of $\Upsilon$ makes sense.

Consider the system (3) and assume that $\frac{d f_{j}}{d x_{j}}>0$ for all $j$, that the interaction graph $\Upsilon$ is a tree, and that $\beta_{i j} \beta_{j i}>0$ for every edge $e_{i j}$. Then, by the results of Fiedler and Gedeon [FG], every bounded trajectory of system (3) converges to the set of equilibria and boundary cycles of equilibria do not exist.

## 2. Proofs.

Proof of Theorem 1.1. Motivated by a somewhat analogous result of Matano [M] concerning parabolic partial differential equations with gradient dependence, we seek a Lyapunov function $V: \mathbf{R}^{n} \rightarrow \mathbf{R}$ of the form $V=-\sum_{i=1}^{n-1} g_{i}\left(x_{i}, x_{i+1}\right)$. By differentiating and collecting terms we get

$$
\dot{V}=-\sum_{i=1}^{n} \dot{x}_{i}\left(\partial_{i} g_{i}+\partial_{i} g_{i-1}\right)
$$

where we used the notation $\partial_{i}:=\frac{\partial}{\partial x_{i}}$. We also note that $\partial_{1} g_{0}=0$ and $\partial_{n} g_{n}=0$ in the expression for $\dot{V}$. Below, we will construct functions $a_{i}$ such that
(a) $a_{i} f_{i}=\partial_{i} g_{i}+\partial_{i} g_{i-1}$ and $a_{i}>0$ for $i=1, \ldots, n$,
(b) $\partial_{i-1}\left(a_{i} f_{i}\right)=\partial_{i}\left(a_{i-1} f_{i-1}\right)$ for $i=2, \ldots, n$.

It follows from (a) that $a_{i}=a_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right)$ are functions of $x_{i-1}, x_{i}, x_{i+1}$ for $i=$ $2, \ldots, n-1, a_{1}=a_{1}\left(x_{1}, x_{2}\right)$, and $a_{n}=a_{n}\left(x_{n-1}, x_{n}\right)$. Property (a) also implies that

$$
\begin{aligned}
\dot{V} & =-\sum_{i} \dot{x}_{i}\left(\partial_{i} g_{i}+\partial_{i} g_{i-1}\right) \\
& =-\sum_{i} \dot{x}_{i} a_{i} f_{i} \\
& =-\sum_{i} a_{i}\left(\dot{x}_{i}\right)^{2} \leq 0
\end{aligned}
$$

since $a_{i}>0$ for all $i$. Also $\dot{V}(x(t))=0$ if and only if $\dot{x}_{i}(t)=0$ for all $i$. This implies that $\dot{V}(x(t))=0$ if and only if $x(t)$ is an equilibrium. Therefore $V$ is a Lyapunov function.

We see that we have to construct functions $a_{i}, i=1, \ldots, n$, which satisfy property (a).

Condition (b) is a consequence of (a) and the form of the function $V$. Indeed, (a) implies that

$$
\partial_{i}\left(a_{i-1} f_{i-1}\right)=\partial_{i} \partial_{i-1} g_{i-1}+\partial_{i} \partial_{i-1} g_{i-2}=\partial_{i} \partial_{i-1} g_{i-1}
$$

since $g_{i-2}\left(x_{i-2}, x_{i-1}\right)$ does not depend on $x_{i}$. A similar computation leads to

$$
\partial_{i-1}\left(a_{i} f_{i}\right)=\partial_{i} \partial_{i-1} g_{i-1}
$$

Therefore, if (a) is satisfied and $g_{i}$ is a function of $x_{i}$ and $x_{i+1}$ only, then condition (b) must hold. In the inductive argument below we shall first construct functions $a_{i}>0$ which satisfy (b), and then use (b) to construct functions $g_{i}$ with property (a).

We construct the functions $a_{i}, i=1, \ldots n$, by induction. The first step of the induction will be to construct functions $a_{1}, g_{0}$, and $g_{1}$ such that (a) and (b) are satisfied. We set $g_{0} \equiv 0$ and $a_{1} \equiv 1$. To determine $g_{1}\left(x_{1}, x_{2}\right)$ we set

$$
\partial_{1} g_{1}:=a_{1} f_{1}=f_{1}\left(x_{1}, x_{2}\right)
$$

or more explicitly,

$$
g_{1}\left(x_{1}, x_{2}\right)=\int_{0}^{x_{1}} f_{1}\left(\zeta_{1}, x_{2}\right) d \zeta_{1}
$$

This choice of $a_{1}, g_{0}$, and $g_{1}$ satisfies conditions (a) above. Observe that $\partial_{2} \partial_{1} g_{1}\left(x_{1}, x_{2}\right)$ exists and is continuous. Condition (b) is vacuous for $i=1$.

Having defined $a_{1}$, the condition (b) with $i=2$ poses a restriction on $a_{2}$. The function $a_{2}$ must satisfy

$$
\partial_{1}\left(a_{2} f_{2}\right)=\partial_{2}\left(a_{1} f_{1}\right)
$$

Similarly, once the function $a_{i-1}$ has been defined, the function $a_{i}$ to be constructed in the next step of the induction must satisfy

$$
\partial_{i-1}\left(a_{i} f_{i}\right)=\partial_{i}\left(a_{i-1} f_{i-1}\right)
$$

With this in mind we define an auxiliary function

$$
\gamma_{1}\left(x_{1}, x_{2}\right):=\partial_{2}\left(a_{1} f_{1}\right)
$$

Observe that $\partial_{2}\left(a_{1} f_{1}\right)=\partial_{2} f_{1}>0$, by assumption on function $f_{1}$, and so $\gamma_{1}=$ $\gamma_{1}\left(x_{1}, x_{2}\right)>0$. So far, we have defined functions $a_{1}, g_{0}, g_{1}$ which satisfy (a), (b) for $i=1$ and $\gamma_{1}$.

Now we proceed with the induction step. For technical reasons our induction hypothesis will not be statements (a) and (b) above but a slightly more complicated set of assumptions. We assume that we have constructed functions $a_{k}, g_{k}$, and $\gamma_{k}$, where $\gamma_{k}=\partial_{k+1}\left(a_{k} f_{k}\right)$ for $k=1, \ldots, i-1$ with the following properties:
(A1) $a_{k}>0$ are continuous; $\partial_{k-1}\left(a_{k} f_{k}\right)$ and $\partial_{k+1}\left(a_{k} f_{k}\right)$ exist and are continuous.
(A2) $\partial_{k-1}\left(a_{k} f_{k}\right)=\partial_{k}\left(a_{k-1} f_{k-1}\right)$.
(B) $a_{k} f_{k}=\partial_{k} g_{k}+\partial_{k} g_{k-1}, g_{k}=g_{k}\left(x_{k}, x_{k+1}\right)$, and $\partial_{k+1} \partial_{k} g_{k}$ exists and is continuous.
(C) $\gamma_{k}\left(x_{k}, x_{k+1}\right)>0$.

Observe that these conditions are satisfied for $k=1$ by the above construction. Observe that (A2) is equivalent to (b), and (A1), (B) are equivalent to (a). Condition (C) is needed in the induction process.

Before we proceed with the induction step we introduce some notation. We denote $z\left(f_{i}\right):=\left\{x \mid f_{i}(x)=0\right\}$ the zero set of the function $f_{i}$. In $\mathbf{R}^{3}$, spanned by coordinate axis $x_{i-1}, x_{i}, x_{i+1}$, the zero set $z\left(f_{i}\right)$ is a graph over the ( $x_{i-1}, x_{i}$ ) plane. Indeed, the equation $f_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right)=0$ can be solved for

$$
x_{i+1}=y_{i+1}\left(x_{i-1}, x_{i}\right),
$$

since $\partial_{i+1} f_{i}>0$. Similarly, since $\partial_{i-1} f_{i}>0$, there is a function $\eta_{i-1}$ with $x_{i-1}=$ $\eta_{i-1}\left(x_{i}, x_{i+1}\right)$ solving

$$
f_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, x_{i-1}\right)=0 .
$$

The assumption (H3) implies that both functions $\eta_{i-1}$ and $y_{i+1}$ are defined on the whole real line $\mathbf{R}$. We shall need this fact below in the construction of functions $a_{i}$. It is easy to see that $\partial_{i-1} y_{i+1}\left(x_{i}, x_{i-1}\right)<0$ and

$$
\begin{equation*}
\partial_{i+1} \eta_{i-1}\left(x_{i}, x_{i+1}\right)<0 . \tag{4}
\end{equation*}
$$

We now proceed with the induction step. We construct functions $a_{i}, g_{i}$ and $\gamma_{i}$ satisfying properties (A1)-(A2), (B) and (C) for $k:=i$. The construction will be achieved in three steps. In the first step we will define $a_{i}$ and verify properties (A1)(A2). In the second step we will define $g_{i}$ and show that (B) holds. The last step will be to check that $\gamma_{i}=\partial_{i+1}\left(a_{i} f_{i}\right)$ satisfies (C).

Step 1. Construction of $a_{i}$.
The function $a_{i}$ must satisfy condition (A2) where the right-hand side $\partial_{i}\left(a_{i-1} f_{i-1}\right)$ is the function $\gamma_{i-1}$ already constructed in the previous step of the induction.

We first define $a_{i}$ on the zero set $z\left(f_{i}\right)$ of $f_{i}$. On $z\left(f_{i}\right)$, which can be written as $x_{i+1}=y_{i+1}\left(x_{i-1}, x_{i}\right)$, the condition (A2) takes the form

$$
\gamma_{i-1}=\partial_{i-1}\left(a_{i} f_{i}\right)=a_{i}\left(x_{i-1}, x_{i}, y_{i+1}\left(x_{i-1}, x_{i}\right)\right) \cdot \partial_{i-1} f_{i}\left(x_{i-1}, x_{i}, y_{i+1}\left(x_{i-1}, x_{i}\right)\right),
$$

because $f_{i}=0$. In order to satisfy (A2) we must therefore define the function $a_{i}$ on the set $z\left(f_{i}\right)$ by the identity

$$
\begin{equation*}
a_{i}\left(x_{i-1}, x_{i}, y_{i+1}\left(x_{i-1}, x_{i}\right)\right) \cdot \partial_{i-1} f_{i}\left(x_{i-1}, x_{i}, y_{i+1}\left(x_{i-1}, x_{i}\right)\right)=\gamma_{i-1}\left(x_{i-1}, x_{i}\right) . \tag{5}
\end{equation*}
$$

To simplify notation we denote $\alpha_{i}\left(x_{i-1}, x_{i}\right):=a_{i}\left(x_{i-1}, x_{i}, y_{i+1}\left(x_{i-1}, x_{i}\right)\right)$. Observe that

$$
\begin{equation*}
\alpha_{i}>0 \tag{6}
\end{equation*}
$$

since $\partial_{i-1} f_{i}>0$ by assumption (H1) and $\gamma_{i-1}>0$ by induction hypothesis.
Now we want to define $a_{i}$ outside the zero set $z\left(f_{i}\right)$ of $f_{i}$. We set

$$
\begin{equation*}
a_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right)=\frac{1}{f_{i}} \int_{\eta_{i-1}\left(x_{i}, x_{i+1}\right)}^{x_{i-1}} \partial_{i-1} f_{i}\left(\zeta_{i-1}, x_{i}, y_{i+1}\left(\zeta_{i-1}, x_{i}\right)\right) \alpha_{i}\left(\zeta_{i-1}, x_{i}\right) d \zeta_{i-1} \tag{7}
\end{equation*}
$$

Observe that this definition makes sense only for those $\left(x_{i-1}, x_{i}, x_{i+1}\right)$ for which $y_{i+1}\left(\zeta_{i-1}, x_{i}\right)$ and $\eta_{i-1}\left(x_{i}, x_{i+1}\right)$ are defined. By assumption (H3), these functions are defined for all $\left(x_{i-1}, x_{i}, x_{i+1}\right) \in \mathbf{R}^{3}$. So the definition of $a_{i}$ does make sense, and $a_{i}$ is defined for all $\left(x_{i-1}, x_{i}, x_{i+1}\right) \in \mathbf{R}^{3}$.

We now check properties (A1) and (A2) for $a_{i}$. We show first that $a_{i}$ is continuous and that $\partial_{i-1}\left(a_{i} f_{i}\right)$ and $\partial_{i+1}\left(a_{i} f_{i}\right)$ exist and are continuous. These properties obviously hold at points $\left(x_{i-1}, x_{i}, x_{i+1}\right)$ which do not belong to the zero set $z\left(f_{i}\right)$ of the function $f_{i}$. The calculation for the points in the set $z\left(f_{i}\right)$ is straightforward, but tedious. In order not to disrupt the argument we postpone the proof to the Appendix.

Now we show that $a_{i}$ is positive. By assumption $\partial_{i-1} f_{i}>0$ and by (6) also $\alpha_{i}>0$. Furthermore, $f_{i}=f_{i}\left(x_{i-1}, x_{i}, x_{i+1}\right)$ is positive for $x_{i-1}>\eta_{i}\left(x_{i}, x_{i+1}\right)$, and negative when $x_{i-1}<\eta_{i-1}\left(x_{i}, x_{i+1}\right)$. In the first case the right-hand side of (7) is positive since all the entries are positive; in the second case $f_{i}<0$ but since the order of integration changes, the right-hand side is still positive. For $x_{i-1}=\eta_{i}\left(x_{i}, x_{i+1}\right)$ the function $a_{i}$ is positive by (6). Therefore $a_{i}>0$ for all $\left(x_{i-1}, x_{i}, x_{i+1}\right) \in \mathbf{R}^{3}$. Thus $a_{i}$ satisfies (A1).

Now we check condition (A2) at an arbitrary point ( $x_{i-1}, x_{i}, x_{i+1}$ ). For any point $\left(x_{i-1}, x_{i}, x_{i+1}\right) \notin z\left(f_{i}\right)$ we have

$$
\begin{align*}
\partial_{i-1}\left(a_{i} f_{i}\right) & \stackrel{(7)}{=} \partial_{i-1} f_{i}\left(x_{i-1}, x_{i}, y_{i+1}\left(x_{i-1}, x_{i}\right)\right) \alpha_{i}\left(x_{i-1}, x_{i}\right) \\
& =a_{i}\left(x_{i-1}, x_{i}, y_{i+1}\left(x_{i-1}, x_{i}\right)\right) \partial_{i-1} f_{i}\left(x_{i-1}, x_{i}, y_{i+1}\left(x_{i-1}, x_{i}\right)\right) \\
& \stackrel{(5)}{=} \gamma_{i-1}\left(x_{i-1}, x_{i}\right)  \tag{8}\\
& =\partial_{i}\left(a_{i-1} f_{i-1}\right)
\end{align*}
$$

where the last equality is the definition of $\gamma_{i-1}$. Since $\partial_{i-1}\left(a_{i} f_{i}\right)$ and $\partial_{i+1}\left(a_{i} f_{i}\right)$ are continuous, (8) holds for all $\left(x_{i-1}, x_{i}, x_{i+1}\right)$. This verifies (A2).

Therefore $a_{i}$, as defined in $(5,7)$ indeed satisfies (A1)-(A2).
Step 2. Construction of $g_{i}$. The goal in this step is to define the function $g_{i}$ such that (B) holds. Condition (B) requires that $\partial_{i} g_{i}=a_{i} f_{i}-\partial_{i} g_{i-1}$. The function $g_{i-1}$ is already constructed, by the induction hypothesis, and $a_{i} f_{i}$ has been constructed in Step 1. Our expression for $\partial_{i} g_{i}$ does not depend on $x_{i-1}$ since

$$
\begin{aligned}
\partial_{i-1}\left(a_{i} f_{i}-\partial_{i} g_{i-1}\right) & =\partial_{i}\left(a_{i-1} f_{i-1}\right)-\partial_{i-1} \partial_{i} g_{i-1} \\
& =\partial_{i}\left(\partial_{i-1} g_{i-1}+\partial_{i-1} g_{i-2}\right)-\partial_{i-1} \partial_{i} g_{i-1} \\
& =\partial_{i-1} \partial_{i} g_{i-2}\left(x_{i-2}, x_{i-1}\right)=0
\end{aligned}
$$

In the first line, we used that $\partial_{i-1}\left(a_{i} f_{i}\right)=\partial_{i}\left(a_{i-1} f_{i-1}\right)$, which is (A2) for $k=i$ and was verified in (8). The induction hypothesis (B) for $k=i-1$ gives that $a_{i-1} f_{i-1}=$
$\partial_{i-1} g_{i-1}+\partial_{i-1} g_{i-2}$. Also $\partial_{i-1} \partial_{i} g_{i-1}=\partial_{i} \partial_{i-1} g_{i-1}$ follows from the continuity of $\partial_{i} \partial_{i-1} g_{i-1}$, which is guaranteed by induction hypothesis (B) for $k=i-1$.

Therefore we define

$$
g_{i}=g_{i}\left(x_{i}, x_{i+1}\right):=\int_{0}^{x_{i}}\left(\left(a_{i} f_{i}\right)\left(x_{i-1}, \zeta_{i}, x_{i+1}\right)-\partial_{i} g_{i-1}\left(x_{i-1}, \zeta_{i}\right)\right) d \zeta_{i}
$$

Since $\partial_{i+1} \partial_{i} g_{i}=\partial_{i+1}\left(a_{i} f_{i}\right)$ and $\partial_{i+1}\left(a_{i} f_{i}\right)$ is continuous by step 1 , the condition (B) holds for $k=i$.

Step 3. $\gamma_{i}>0$.
The remaining step in the induction is to show (C) for $\gamma_{i}:=\partial_{i+1}\left(a_{i} f_{i}\right)$, i.e., that $\gamma_{i}>0$.

We differentiate

$$
\begin{aligned}
\gamma_{i} & =\partial_{i+1}\left(a_{i} f_{i}\right)=\partial_{i+1} \int_{\eta_{i-1}\left(x_{i}, x_{i+1}\right)}^{x_{i-1}} \partial_{i-1} f_{i}\left(\zeta_{i-1}, x_{i}, y_{i+1}\left(\zeta_{i-1}, x_{i}\right)\right) \alpha_{i}\left(\zeta_{i-1}, x_{i}\right) d \zeta_{i-1} \\
& =-\partial_{i+1} \eta_{i-1}\left(x_{i}, x_{i+1}\right) \cdot \partial_{i-1} f_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, y_{i+1}\left(\eta_{i-1}, x_{i}\right)\right) \alpha_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}\right) \\
& =-\partial_{i+1} \eta_{i-1}\left(x_{i}, x_{i+1}\right) \cdot \partial_{i-1} f_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, x_{i+1}\right) \alpha_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}\right)
\end{aligned}
$$

since $x_{i+1}=y_{i+1}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}\right)$. We see that the function $\gamma_{i}$ is a function of $x_{i}$ and $x_{i+1}$ only. Furthermore, since $-\partial_{i+1} \eta_{i-1}>0$ by (4), $\partial_{i-1} f_{i}>0$ by assumption (H1), and $\alpha_{i}>0$ by (6), we see that

$$
\gamma_{i}=\partial_{i+1}\left(a_{i} f_{i}\right)>0
$$

This finishes the induction step and thus proves existence of the Lyapunov function $V$.

Proof of Theorem 1.2. The Lyapunov function $V$ constructed in Theorem 1.1 is also a Lyapunov function for the system (2) on the closed positive orthant $\mathcal{O}$. Indeed,

$$
\begin{aligned}
\dot{V} & =-\sum_{i} \dot{x}_{i}\left(\partial_{i} g_{i}+\partial_{i} g_{i-1}\right) \\
& =-\sum_{i} \dot{x}_{i} a_{i} f_{i} \\
& =-\sum_{i} a_{i} x_{i}\left(f_{i}\right)^{2} \leq 0
\end{aligned}
$$

since $a_{i}>0$ and $x_{i} \geq 0$ in the positive orthant $\mathcal{O}$. The derivative $\dot{V}=0$ if and only if $x_{i}\left(f_{i}\right)^{2}=0$ for all $i$. This is equivalent to $x_{i} f_{i}=0$ for all $i$. Since $\dot{x}_{i}=x_{i} f_{i}$, we have $\dot{V}=0$ if and only if $\dot{x}_{i}=0$ for all $i$. This implies that $\dot{V}(x)=0$ if and only if $x$ is an equilibrium. Therefore $V$ is a Lyapunov function for (2).

Proof of Theorem 1.3. Observe that the Lyapunov function $V=-\sum g_{i}\left(x_{i}, x_{i+1}\right)$ is defined on the closed positive orthant $\mathcal{O}$. Since we assume (H2) for the functions $f_{i}$ in (2), we see immediately that $\left|x_{i}\right|>C$ for the maximal $\left|x_{i}\right|$ implies $\dot{x}_{i}<0$. It follows that each trajectory enters the positively invariant box $Q:=\left\{x \in \mathbf{R}^{n}| | x_{i} \mid \leq C\right\}$ in finite time. Since the positive orthant $\mathcal{O}$ is invariant under (2), each trajectory starting in $\mathcal{O}$ enters the set $\mathcal{O} \cap Q$ in finite time. By the LaSalle's invariance principle each trajectory in $\mathcal{O} \cap Q$ converges to the set where $\dot{V}=0$, which is the set of equilibria.

So there is no chain recurrent set in $\mathcal{O}$, apart from the set of equilibria. In particular, there are no cycles of equilibria in $\mathcal{O}$.

Remark 2.1. We assume (H3) in the definition of the function $a_{i}$; it guarantees that we can define $a_{i}$ for all points $\left(x_{i-1}, x_{i}, x_{i+1}\right)$, since for each such point the values $\eta_{i-i}\left(x_{i}, x_{i+1}\right)$ and $y_{i+1}\left(x_{i-1}, x_{i}\right)$ are defined. Suppose now that (H3) is violated and that for some fixed $x_{i}=x_{i}^{*}$ the zero set $z\left(f_{i}, x_{i}^{*}\right)$ of $f_{i}$ with $x_{i}=x_{i}^{*}$ fixed is a curve which satisfies

$$
\lim _{x_{i-1} \rightarrow-\infty} z\left(f_{i}, x_{i}^{*}\right)=a_{i}^{-}\left(x_{i}^{*}\right)>-\infty, \quad \lim _{x_{i-1} \rightarrow \infty} z\left(f_{i}, x_{i}^{*}\right)=a_{i}^{+}\left(x_{i}^{*}\right)<\infty .
$$

Then the function $a_{i}$ can only be defined in points $\left(x_{i-1}, x_{i}, x_{i+1}\right)$ for which $a_{i}^{-}\left(x_{i}^{*}\right)<$ $x_{i+1}<a_{i}^{+}\left(x_{i}^{*}\right)$. We also observe that the absolute value $\left|a_{i}\right|$ grows without bounds as $\left(x_{i-1}, x_{i}, x_{i+1}\right)$ approaches the boundary of this region. Similar restrictions occur if we assume that

$$
\lim _{x_{i+1} \rightarrow-\infty} z\left(f_{i}, x_{i}^{*}\right)=a_{i}^{-}\left(x_{i}^{*}\right)>-\infty, \quad \lim _{x_{i+1} \rightarrow \infty} z\left(f_{i}, x_{i}^{*}\right)=a_{i}^{+}\left(x_{i}^{*}\right)<\infty .
$$

However, observe that we do not need to define the Lyapunov function on all of $\mathbf{R}^{n}$. It follows from the dissipativeness assumption (H2) that each trajectory enters the box $Q:=\left\{x \in \mathbf{R}^{n}| | x_{i} \mid \leq C\right\}$ in finite time. We need to define our Lyapunov function $V$ and thus functions $a_{i}$ only for $x \in Q$. Thus we can still construct the Lyapunov function $V$ provided that $\left|a_{i}^{+}\left(x_{i}^{*}\right)\right|>C$ and $\left|a_{i}^{-}\left(x_{i}^{*}\right)\right|>C$ for all $i$, with $C$ given in assumption (H2).

Appendix. We show that the function $a_{i}$ is continuous and the partial derivatives $\partial_{i-1}\left(a_{i} f_{i}\right)$ and $\partial_{i+1}\left(a_{i} f_{i}\right)$ exist and are continuous.

For all $\left(x_{i-1}, x_{i}, x_{i+1}\right) \notin z\left(f_{i}\right)$ this follows from the definition of $a_{i}$. We hence consider $\left(x_{i-1}, x_{i}, x_{i+1}\right) \in z\left(f_{i}\right)$.

We first prove continuity of $a_{i}$. Write $x_{i-1}=\eta_{i-1}\left(x_{i}, x_{i+1}\right)+h$ and expand $f_{i}$ with respect to $h$ at the point $\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, x_{i+1}\right) \in z\left(f_{i}\right)$ :

$$
\begin{align*}
f_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right)\right. & \left.+h, x_{i}, x_{i+1}\right) \\
& =h\left(\partial_{i-1} f_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, x_{i+1}\right)+\tau\left(h, x_{i}, x_{i+1}\right)\right) \tag{9}
\end{align*}
$$

Here the remainder $\tau\left(h, x_{i}, x_{i+1}\right)$ is a continuous function with $\tau\left(0, x_{i}, x_{i+1}\right)=0$.
The integral in definition (7) of $a_{i}$ becomes

$$
\int_{\eta_{i-1}\left(x_{i}, x_{i+1}\right)}^{\eta_{i-1}\left(x_{i}, x_{i+1}\right)+h} \partial_{i-1} f_{i-1}\left(\zeta_{i-1}, x_{i}, y_{i+1}\left(\zeta_{i-1}, x_{i}\right)\right) \alpha_{i}\left(\zeta_{i-1}, x_{i}\right) d \zeta_{i-1}
$$

for $h \neq 0$ with a (uniformly) continuous integrand. Indeed, $\alpha_{i}$, which is the restriction of $a_{i}$ to $z\left(f_{i}\right)$, is continuous by definition (5). From the standard integration theory, we immediately obtain

$$
\begin{aligned}
\lim _{h \rightarrow 0, h \neq 0} & \frac{1}{h} \int_{\eta_{i-1}\left(x_{i}, x_{i+1}\right)}^{\eta_{i-1}\left(x_{i}, x_{i+1}\right)+h} \partial_{i-1} f_{i-1}\left(\zeta_{i-1}, x_{i}, y_{i+1}\left(\zeta_{i-1}, x_{i}\right)\right) \alpha_{i}\left(\zeta_{i-1}, x_{i}\right) d \zeta_{i-1} \\
= & \left(a_{i} \partial_{i-1} f_{i}\right)\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, y_{i+1}\left(\eta_{i-1}, x_{i}\right)\right) \\
= & \left(a_{i} \partial_{i-1} f_{i}\right)\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, x_{i+1}\right) .
\end{aligned}
$$

The limit is locally uniform with respect to $x_{i}, x_{i+1}$ by continuity of all functions involved. Inserting the expansion (9) of $f_{i}$, we obtain

$$
\begin{aligned}
\lim _{h \rightarrow 0, h \neq 0} & \frac{1}{f_{i}} \int_{\eta_{i-1}\left(x_{i}, x_{i+1}\right)}^{\eta_{i-1}\left(x_{i}, x_{i+1}\right)+h} \partial_{i-1} f_{i-1}\left(\zeta_{i-1}, x_{i}, x_{i+1}\right) \alpha_{i}\left(\zeta_{i-1}, x_{i}\right) d \zeta_{i-1} \\
= & \lim _{h \rightarrow 0, h \neq 0} \frac{h \cdot\left(a_{i} \partial_{i-1} f_{i}\right)\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, x_{i+1}\right)}{h \cdot\left(\partial_{i-1} f_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, x_{i+1}\right)+\tau\left(h, x_{i}, x_{i+1}\right)\right)} \\
= & a_{i}\left(\eta_{i-1}\left(x_{i}, x_{i+1}\right), x_{i}, x_{i+1}\right)
\end{aligned}
$$

locally uniformly with respect to $x_{i}, x_{i+1}$. This proves the continuity of $a_{i}$, defined by (5) and (7).

Now we show that the partial derivatives $\partial_{i-1}\left(a_{i} f_{i}\right)$ and $\partial_{i+1}\left(a_{i} f_{i}\right)$ exist and are continuous.

This is immediate from the integral representation (7) of $a_{i} f_{i}$, which holds for all $\left(x_{i-1}, x_{i}, x_{i+1}\right)$; from continuity of the integrand, which does not contain $x_{i+1}$ and $x_{i-1}$; from differentiability of $\eta_{i-1}$; and from the fundamental theorem of calculus.

Acknowledgments. T.G. wants to thank Mary Silber and Vivien Kirk for the useful discussion, which showed him the futility of the previous attempt to solve the problem.

## REFERENCES

[FG] B. Fiedler and T. Gedeon, A class of convergent neural network dynamics, Phys. D, 111 (1998), pp. 288-294.
[HK] J. Hale and H. Koçak, Dynamics and Bifurcations, Springer-Verlag, Berlin, 1991.
[Hi1] M. Hirsch, Systems of differential equations which are competitive or cooperative I: Limit sets, SIAM J. Math. Anal., 13 (1982), pp. 167-179.
[Hi2] M. Hirsch, Systems of differential equations that are competitive or cooperative II: Convergence almost everywhere, SIAM J. Math. Anal., 16 (1985), pp. 432-439.
[Hi3] M. Hirsch, Systems of differential equations which are competitive or cooperative III: Competing species, Nonlinearity, 1 (1988), pp. 51-71.
[Hi4] M. Hirsch, Stability and convergence in strongly monotone dynamical systems, J. Reine Angew. Math., 383 (1988), pp. 1-53.
[F-S] H. I. Freedman and H. L. Smith, Tridiagonal competitive-cooperative Kolmogorov systems, Differential Equations Dynam. Systems, 3 (1995), pp. 367-382.
[M] H. Matano, Strong comparison principle in nonlinear parabolic equations, in Nonlinear Parabolic Equations: Qualitative Properties of Solutions, L. Boccardo and A. Tesei, eds., Pitman Res. Notes in Math., Ser. 149, Longman Scientific and Technical, London, 1987, pp. 148-155.
[P] P. PolÁČIK, Convergence in smooth strongly monotone flows defined by semilinear parabolic equations, J. Differential Equations, 79 (1989), pp. 89-110.
[Sm] J. Smillie, Competitive and cooperative tridiagonal systems of differential equations, SIAM J. Math. Anal, 15 (1984), pp. 530-534.
[S1] H. L. Smith, Periodic tridiagonal competitive and cooperative systems of differential equations, SIAM J. Math. Anal., 22 (1991), pp. 1102-1109.
[S2] H. L. Smith, Monotone Dynamical Systems, Math. Surveys Monogr. 41, AMS, Providence, RI, 1995.
[ST1] H. L. Smith and H. Thieme, Quasi convergence and stability for strongly order-preserving semiflows, SIAM J. Math. Anal., 21 (1990), pp. 673-692.
[ST2] H. L. Smith and H. Thieme, Convergence for strongly order-preserving semiflows, SIAM J. Math. Anal, 22 (1991), pp. 1081-1100.

# LOGARITHMIC CONVEXITY AND THE "SLOW EVOLUTION" CONSTRAINT IN ILL-POSED INITIAL VALUE PROBLEMS* 
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#### Abstract

This paper examines a wide class of ill-posed initial value problems for partial differential equations, and surveys logarithmic convexity results leading to Hölder-continuous dependence on data for solutions satisfying prescribed bounds. The discussion includes analytic continuation in the unit disc, time-reversed parabolic equations in $L^{p}$ spaces, the time-reversed Navier-Stokes equations, as well as a large class of nonlocal evolution equations that can be obtained by randomizing the time variable in abstract Cauchy problems. It is shown that in many cases, the resulting Höldercontinuity is too weak to permit useful continuation from imperfect data. However, considerable reduction in the growth of errors occurs, and continuation becomes feasible, for solutions satisfying the slow evolution from the continuation boundary constraint, previously introduced by the author.
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1. Introduction. The problem of reconstructing the past behavior of a system, given knowledge of its current state, is of interest to many branches of science. For evolution equations, such backwards in time continuation is typically ill-posed in the presence of dissipative terms. Other spatial continuation problems in elliptic or parabolic equations exhibit similar characteristics. This paper is concerned with the Hölder-continuous dependence on data that results when certain ill-posed continuation problems in partial differential equations are stabilized by prescribed bounds [14], [21].

Because the Hölder exponent must decay to zero as the continuation boundary is approached, there is an unavoidable growth of errors originating from imperfect data. In some cases, such errors may preclude continuation into a region of particular interest. The slow evolution from the continuation boundary (SECB) constraint introduced in [6], [7] is an a priori statement about the rate of change of the desired solution near the continuation boundary. This information supplements information provided by prescribed bounds on the solution. As a consequence, stronger stability estimates can be obtained for solutions satisfying the SECB constraint than is otherwise possible. This constraint was shown to be effective in controlling the growth of noise in certain image deblurring problems, in which backwards in time continuation in diffusion equations involving fractional Laplacians plays a key role. In these problems, the Hölder exponent decays linearly to zero.

The present self-contained paper deals with a much wider class of problems. We survey important classes of equations, including the Navier-Stokes equations, where logarithmic convexity inequalities can be shown to hold. Using the theory of holomorphic semigroups, we consider parabolic equations in $L^{p}$ spaces, as well as a large class of nonparabolic problems, typically involving nonlocal differential operators, that can

[^24]be constructed by subordination [8]. The resulting Hölder exponents are particularly instructive in their dependence on the continuation variable. Linear decay to zero is the exception, the behavior being generally sublinear, and rapid exponential decay is possible in some cases. In time-dependent problems, such Hölder exponents are indicative of the rate at which the evolution equation has forgotten the past, and hence, of the subsequent difficulty of reconstructing the past from imperfect knowledge of the present.

It is shown that the SECB constraint, when applicable, becomes progressively more significant the faster the Hölder exponent decays to zero. Considerable error reduction is possible in many cases. Indeed, continuation problems that were heretofore intractable may become amenable to numerical computation, provided their solutions satisfy an SECB constraint. The paper concludes with a simple, explicit example of backwards in time continuation in an evolution equation with exponentially decaying Hölder exponent.

The following problem is important in its own right and serves to motivate the subsequent discussion.
1.1. Analytic continuation in the unit disc. Let $\mathcal{A}$ be the class of complexvalued functions $u(z)$ that are continuous in the closed unit disc and holomorphic in its interior, and let

$$
\begin{equation*}
\|u(r)\|_{\infty}=\max _{0 \leq \theta \leq 2 \pi}\left|u\left(r e^{i \theta}\right)\right| \tag{1}
\end{equation*}
$$

Fix $a$ with $0<a<1$, and consider the problem of determining $u\left(r e^{i \theta}\right)$ for $a<r<1$ from approximate knowledge of $u(z)$ on the circle $r=a$. Hadamard's three-circle theorem asserts that $\log \|u(r)\|_{\infty}$ is a convex function of $\log r$ for $a \leq r \leq 1$. If

$$
\begin{equation*}
\omega(r)=\log r / \log a, \quad 0<a \leq r \leq 1 \tag{2}
\end{equation*}
$$

then

$$
\begin{equation*}
\|u(r)\|_{\infty} \leq\|u(1)\|_{\infty}^{1-\omega(r)}\|u(a)\|_{\infty}^{\omega(r)}, \quad 0<a \leq r \leq 1 \tag{3}
\end{equation*}
$$

We have equality in (3) for $u(z)=z^{n}$. This convexity inequality is the basis for stabilizing the ill-posed continuation problem when noisy data are given on $r=a$. Restrict the class of admissible continuations to functions $u(z) \in \mathcal{A}$ satisfying a prescribed bound,

$$
\begin{equation*}
\|u(1)\|_{\infty} \leq M \tag{4}
\end{equation*}
$$

Fix $\epsilon>0, \epsilon \ll M$, and let data $f(\theta)$ be given on $r=a$ such that for some $u(z) \in \mathcal{A}$ satisfying (4), we have

$$
\begin{equation*}
\|u(a)-f\|_{\infty} \leq \epsilon \tag{5}
\end{equation*}
$$

If now $u_{1}(z), u_{2}(z) \in \mathcal{A}$ are any two objects satisfying (4) and (5), we get from (3)

$$
\begin{equation*}
\left\|u_{1}(r)-u_{2}(r)\right\|_{\infty} \leq 2 M^{1-\omega(r)} \epsilon^{\omega(r)}, \quad a \leq r \leq 1 \tag{6}
\end{equation*}
$$

For fixed $r_{0}<1$, the difference between any two possible continuations at $r=r_{0}$ can be made arbitrarily small in the $L^{\infty}$ norm by giving sufficiently accurate data at $r=a$, i.e., by making $\epsilon>0$ sufficiently small in (5). On the other hand, no
matter how small one chooses $\epsilon$ in (5), the inequality (6) cannot ensure accurate results at the continuation boundary $r=1$, since $\omega(1)=0$. Indeed, with $M$ given in (4), and $\epsilon>0$ given in (5), consider continuing the function $u(z) \equiv M / 2$ from data $f(\theta)=M\left(1+a^{n} e^{i n \theta}\right) / 2$ at $r=a$, where $n$ is such that $a^{n}<2 \epsilon / M$. At $r=1$, the continuation $v(z)=M\left(1+z^{n}\right) / 2$ satisfies the prescribed bound, but approximates the desired continuation $u(z) \equiv M / 2$ with a relative error of $100 \%$ in the $L^{\infty}$ norm. The inequality (6) establishes Hölder-continuous dependence on the data only on compact subsets of the region where bounds are prescribed. This situation prevails in diverse classes of improperly posed problems in partial differential equations stabilized by a priori bounds. Use of such bounds, together with the analysis of the resulting continuity with respect to the data, was pioneered by Fritz John in a landmark paper [14].

A basic difficulty with the above Hölder-continuity is the following. In most applications, $\epsilon>0$ is determined by the accuracy of the instrumentation used to acquire the data. While $\epsilon$ is usually small, it is fixed and cannot be made arbitrarily small. In such applications, the dependence of the Hölder exponent $\mu(t)$ on the continuation variable $t$ plays a crucial role. In some cases, such as backwards in time continuation in the heat equation, we have $\mu(t)=t / T$, so that $\mu(t)$ decays linearly to zero as continuation progresses from $t=T>0$ to the continuation boundary $t=0$. More typically, $\mu$ is sublinear in the continuation variable. If $\mu$ decays too rapidly to zero, useful continuation becomes impossible, even in regions well away from the continuation boundary. This is the case in (2), for example, when $a>0$ is small. In the case of evolution equations, as will be seen below, rapid decay of $\mu$ to zero can be brought about by various factors, including nonlinearity, non-self-adjointness, diffusion coefficients that grow with time, or adverse spectral properties in the spatial differential operator.

It develops that while prescribed bounds are necessary to stabilize ill-posed initial value problems, they are frequently insufficient to allow continuation far enough into the region of interest. Further a priori information must be provided for this purpose. In this paper we show that knowing the rate of change of the desired solution near the continuation boundary is slow can be very helpful.
2. Slow evolution from the continuation boundary (SECB). We consider linear or nonlinear continuation problems in a single variable $t, 0 \leq t \leq T$, with continuation boundary at $t=0$. In spatial continuation problems with radial symmetry, $t$ is a radial coordinate, e.g., $t=1-r$ in (1). In applications involving continuation in the time variable, $t$ is related to time. In an appropriate Banach space $X$ with norm \| \|, the continuation $u(t)$ is an $X$-valued function with norm $\|u(t)\|$ for fixed $t$. Let $u_{1}(t), u_{2}(t)$, be any two continuations from the given data $f(x)$ at $t=T$, with $\left\|u_{i}(T)-f\right\| \leq \epsilon$, and satisfying a prescribed bound, $\left\|u_{i}(0)\right\| \leq M$ at $t=0$. Here, $\epsilon, M>0$ are both known, and $\epsilon \ll M$. Let $w(t)=u_{1}(t)-u_{2}(t)$. We assume $w(t)$ satisfies a convexity inequality

$$
\begin{equation*}
\|w(t)\| \leq\|w(0)\|^{1-\mu(t)}\|w(T)\|^{\mu(t)}, \quad 0 \leq t \leq T \tag{7}
\end{equation*}
$$

with known exponent $\mu(t), 0 \leq \mu(t) \leq 1$. For given $K$ with $0<K \ll M / \epsilon$, define $\mu^{*}$ by

$$
\begin{equation*}
\mu^{*}=\log \{M /(M-K \epsilon)\} / \log (M / \epsilon) \tag{8}
\end{equation*}
$$

The SECB constraint is expressed as follows: There exists a known small constant $K>0$, and a known fixed $s>0$, with $\mu(s)>\mu^{*}$, such that $\|u(s)-u(0)\| \leq K \epsilon$.

By continuity as $t \downarrow 0$, given any $\epsilon>0$, there always exists a sufficiently small $s>0$ such that the last inequality holds with a small $K$. However, the requirement that $s$ be known and be such that $\mu(s)>\mu^{*}$, constitutes further a priori information about the continuation problem. It will turn out to be desirable that $\mu(s) \gg \mu^{*}$.

There are several sets of circumstances that can result in solutions satisfying SECB. As an example, consider linear parabolic initial value problems with timeindependent coefficients, homogeneous boundary conditions, and no forcing term. If the coefficients are small and the initial values are not dominated by very high frequency components, the solution will evolve slowly from these data at the continuation boundary $t=0$. This situation prevails in some important biomedical image deblurring problems, where the blurring kernel is a Gaussian distribution with small variance. In that case, the blurred image can be viewed as the solution at time $t=T>0$, of an initial value problem for a diffusion equation with a small diffusivity, the data at $t=0$ being the desired unblurred image. See [6], [7, Fig. 2]. Despite the small diffusivity, fine scale information that may be of vital significance typically cannot be discerned in the blurred image. Hence the need for deblurring. More generally, in parabolic problems with time-dependent coefficients, consider the case where the coefficients are initially small but grow with time. Again, the solution will evolve slowly from the initial values, while it may change rapidly at later times. See the example in section 8 below. Inhomogeneous boundary conditions provide another mechanism that can produce solutions satisfying SECB, even when the coefficients are not small. Thus, if a body in thermal equilibrium at $t=0$ is subjected to a boundary heat flux $b(t)$, where, with $b(0)=0, b(t)$ increases slowly in the interval $0 \leq t \leq T / 4$; increases rapidly between $T / 4$ and $T / 2$; and decreases rapidly to zero between $T / 2$ and $3 T / 4$, the solution at time $T$ will differ considerably from its initial values, while evolving slowly near $t=0$. Similar behavior can occur in the Navier-Stokes initial value problem. Consider flows in lid-driven cavities as in [20] and the references therein. If the velocity of the driving lid has a time dependence similar to that in the heat flux $b(t)$ above, the solution of the Navier-Stokes system at time $T>0$ will differ substantially from its initial state, while having evolved slowly near $t=0$. Examples of SECB may likewise be found in spatial continuation problems. ${ }^{1}$

Lemma 1. For $1>\mu(s)>\mu^{*}$, let $\Gamma(K, s)$ be the unique root of the transcendental equation

$$
\begin{equation*}
x=K+x^{1-\mu(s)} \tag{9}
\end{equation*}
$$

Then

$$
\begin{align*}
& K+1<\Gamma<M / \epsilon \\
& \{K / \mu(s)\} \leq \Gamma \log \Gamma \leq\{K / \mu(s)\}\{\Gamma /(\Gamma-K)\} \tag{10}
\end{align*}
$$

$$
\Gamma \log \Gamma \approx K / \mu(s) \leq\left\{\mu^{*} / \mu(s)\right\}(M / \epsilon) \log M / \epsilon, \quad K \ll \Gamma
$$

Moreover, if $K+1 \leq x_{0} \leq M / \epsilon$, the iteration $x_{n+1}=K+x_{n}^{1-\mu(s)}$ converges to $\Gamma$.
Proof. The curve $y=x$ intersects the curve $y=K+x^{1-\mu(s)}$ at a single point, $\Gamma$. From (8), we have $M / \epsilon=K+(M / \epsilon)^{1-\mu^{*}}$, so that $M / \epsilon$ is the root of (9) when

[^25]$\mu(s)=\mu^{*}$. The roots of (9) decrease monotonically as $\mu(s)$ increases. Therefore, $\Gamma<M / \epsilon$. Evidently, $\Gamma>1$, which implies $\Gamma>K+1$. Using the inequality $w \leq$ $\log \{1 /(1-w)\} \leq w /(1-w), 0 \leq w<1$, we get $K / \Gamma \leq \mu(s) \log \Gamma \leq K /(\Gamma-K)$. Thus, $\Gamma \log \Gamma \approx K / \mu(s)$ if $K \ll \Gamma$. Next, $K \epsilon / M \leq \mu^{*} \log (M / \epsilon)$, which leads to the last inequality in (10). The last statement in Lemma 1 is a standard result called "fixed point iteration."

Theorem 1. Let $\epsilon, M, K$ be given positive constants with $\epsilon<M$ and $K \epsilon<M$. Let $X$ be a Banach space with norm $\|\|$, and let $f \in X$. Let $\mathcal{C}$ be a linear or nonlinear continuation problem from the data for the $X$-valued function $u(t), 0 \leq t \leq T$, where $\|u(0)\| \leq M$ and $\|u(T)-f\| \leq \epsilon$. Let $\mathcal{C}$ be such that the difference $w(t)$ of any two possible continuations satisfies

$$
\begin{equation*}
\|w(t)\| \leq\|w(0)\|^{1-\mu(t)}\|w(T)\|^{\mu(t)}, \quad 0 \leq t \leq T \tag{11}
\end{equation*}
$$

with known $\mu(t), 0 \leq \mu(t) \leq 1$. If the solutions of $\mathcal{C}$ also satisfy $\|u(s)-u(0)\| \leq K \epsilon$ for some known $s>0$ with $\mu(s)>\mu^{*}$, where $\mu^{*}$ is defined in (8), then

$$
\begin{equation*}
\|w(t)\| \leq 2 \Gamma^{1-\mu(t)} \epsilon, \quad 0 \leq t \leq T \tag{12}
\end{equation*}
$$

where $\Gamma$ is the constant defined in Lemma 1. Moreover, $\Gamma \ll M / \epsilon$ if $\mu^{*} \ll \mu(s)$.
Proof. From (11), the difference of any two continuations satisfies

$$
\begin{align*}
& \|w(t)\| \leq \Lambda^{1-\mu(t)} \delta^{\mu(t)}, \quad 0 \leq t \leq T \\
& \|w(s)-w(0)\| \leq K \delta, \quad s>0, \quad \mu(s)>\mu^{*} \tag{13}
\end{align*}
$$

where $\Lambda=2 M, \delta=2 \epsilon$. From

$$
\begin{align*}
\|w(t)\| & \leq\|w(0)\|^{1-\mu(t)}\|w(T)\|^{\mu(t)} \\
& \leq\{\|w(s)-w(0)\|+\|w(s)\|\}^{1-\mu(t)}\|w(T)\|^{\mu(t)} \tag{14}
\end{align*}
$$

together with (13), we get

$$
\begin{equation*}
\|w(s)\| \leq\left\{K \delta+\Lambda^{1-\mu(s)} \delta^{\mu(s)}\right\}^{1-\mu(s)} \delta^{\mu(s)} \tag{15}
\end{equation*}
$$

The initial estimate for $w(s),\left\|w^{1}(s)\right\| \leq \Lambda^{1-\mu(s)} \delta^{\mu(s)}$, has been used in (14) to produce a new estimate, $\left\|w^{2}(s)\right\|$, given by (15). We may insert (15) back into (14) to produce a third estimate for $w(s)$, and so on. At the $n$th step of that iteration, we get $\left\|w^{n}(s)\right\| \leq Z_{n}^{1-\mu(s)} \delta^{\mu(s)}$, where

$$
\begin{equation*}
Z_{1}=\Lambda, \quad Z_{k} / \delta=K+\left(Z_{k-1} / \delta\right)^{1-\mu(s)}, \quad k>1 \tag{16}
\end{equation*}
$$

We have $Z_{n} \rightarrow \Gamma \delta$ as $n \uparrow \infty$, where $\Gamma$ is defined in Lemma 1. Thus, $\|w(s)\| \leq \Gamma^{1-\mu(s)} \delta$. Inserting this back into (14), and using (13), we get

$$
\begin{equation*}
\|w(t)\| \leq 2 \Gamma^{1-\mu(t)} \epsilon, \quad 0 \leq t \leq T \tag{17}
\end{equation*}
$$

Finally, the last inequality in (10) shows that $\Gamma \log \Gamma \ll(M / \epsilon) \log (M / \epsilon)$ provided $\mu(s) \gg \mu^{*}$.

To illustrate the SECB constraint, we return to analytic continuation in the unit disc, as discussed in the Introduction. Let $M=4, \epsilon=10^{-5}, a=0.1$, and consider
continuing the function $u(z)=1+0.1 z$ from data $f(\theta)=1+0.1 a e^{i \theta}+2 a^{6} e^{6 i \theta}$ at $r=a$. Let $v(z)=1+0.1 z+2 z^{6}$. Then,

$$
\begin{array}{ll}
\|u(1)\|_{\infty}=1.1<M, & \|u(a)-f\|_{\infty}=2 \times 10^{-6}<\epsilon \\
\|v(1)\|_{\infty}=3.1<M, & \|v(a)-f\|_{\infty}=0<\epsilon \tag{18}
\end{array}
$$

Thus, both $u(z)$ and $v(z)$ satisfy the a priori constraints (4), (5). However, at $r=3 / 4$, we find $\|u(3 / 4)-v(3 / 4)\|_{\infty} /\|u(3 / 4)\|_{\infty}=33 \%$, and $\|u(1)-v(1)\|_{\infty} /\|u(1)\|_{\infty}=$ $182 \%$ at $r=1$. These are unacceptable relative errors. Additional a priori information about $u(z)$ near the continuation boundary $r=1$ can reduce this uncertainty. With $K=12$ and $s=0.001$, we have

$$
\begin{equation*}
\|u(1)-u(1-s)\|_{\infty}=0.1 s \leq K \epsilon \tag{19}
\end{equation*}
$$

while

$$
\begin{align*}
\|v(1)-v(1-s)\|_{\infty} & =\max _{\theta}\left|0.1 s e^{i \theta}+2\left\{1-(1-s)^{6}\right\} e^{6 i \theta}\right| \\
& =\max _{\theta}\left|10^{-4} e^{i \theta}+1.197 \times 10^{-2} e^{6 i \theta}\right| \\
& >10^{-2}>K \epsilon \tag{20}
\end{align*}
$$

Therefore, the SECB constraint (19), with $s=0.001$ and $K=12$, eliminates $v(z)$ as a possible continuation. With $\omega(r)$ as in $(2)$, let $\mu(t)=\omega(1-t), 0 \leq t \leq 1-a$. Since $\mu(s)=4.345 \times 10^{-4}$, while $\mu^{*}=2.326 \times 10^{-6}$, we have $\mu(s) / \mu^{*}=187$, and $\Gamma \log \Gamma \approx K / \mu(s)=27618$. This gives $\Gamma=3397$ while $M / \epsilon=400,000=118 \Gamma$. Let $w(r, \theta)$ be the difference between any two possible continuations from data at $r=a=0.1$ satisfying (4), (5), with $M=4$ and $\epsilon=10^{-5}$. Without the SECB constraint (19), we have $\|w(1)\|_{\infty} \leq 2 M=8$. With the SECB constraint, we have $\|w(1)\|_{\infty} \leq 2 \Gamma \epsilon=0.0679$.

Theorem 1 leads to the following corollary to the Hadamard three-circle theorem.
THEOREM 2 (corollary). In the analytic continuation problem in the unit disc, let $u_{1}(z), u_{2}(z)$ be as in (6), let $0<s<1-a$, let $\omega(r)$ be as in (2), and let $\mu(s)=\omega(1-s)$. If

$$
\begin{equation*}
\left\|u_{i}(1)-u_{i}(1-s)\right\|_{\infty} \leq K \epsilon, \quad i=1,2 \tag{21}
\end{equation*}
$$

with known $K, 0<K<M / \epsilon$, and known such that $\mu(s)>\mu^{*}$, where $\mu^{*}$ is defined in (8), then

$$
\begin{equation*}
\left\|u_{1}(r)-u_{2}(r)\right\|_{\infty} \leq 2 \Gamma^{1-\omega(r)} \epsilon, \quad a \leq r \leq 1 \tag{22}
\end{equation*}
$$

where $\Gamma<M / \epsilon$ is the constant in Lemma 1. Moreover, $\Gamma \ll M / \epsilon$ if $\omega(1-s) \gg \mu^{*}$.
Remark 1. The SECB constraint does not imply differentiability of $u(1, \theta)$, as a function of $\theta$, on the circle $r=1$. More generally, at the continuation boundary $t=0$, $u(t)$ need not be differentiable in its remaining variables in order to satisfy an SECB constraint. This point is emphasized in [6], [7, Fig. 2], and again in the example in section 8 below.
3. An approach to logarithmic convexity. The following method has been widely used to obtain continuous dependence inequalities in linear and nonlinear initial value problems, typically in a Hilbert space setting [2], [16], [17]. Let $H$ be a

Hilbert space, and let $\mathcal{S}$ be an initial value problem for a system of partial differential equations, with solutions $u(t) \in H$ for each $t \in(0, T]$. Let $F(t)$ be a real-valued twice continuously differentiable function of $t$, defined on the set of solutions $u(t)$ of $\mathcal{S}$ and satisfying

$$
\begin{align*}
& F(t) \geq 0, \quad F(t)=0 \Longleftrightarrow u(t)=0, \quad 0 \leq t \leq T, \\
& F(t) F^{\prime \prime}(t)-\left\{F^{\prime}(t)\right\}^{2} \geq-a_{1} F(t) F^{\prime}(t)-a_{2} F^{2}(t), \quad 0<t<T, \tag{23}
\end{align*}
$$

where $a_{1}$ and $a_{2}$ are constants. If $a_{1}=a_{2}=0$ in (23), then

$$
\begin{equation*}
F(t) \leq\{F(0)\}^{(T-t) / T}\{F(T)\}^{t / T}, \quad 0 \leq t \leq T \tag{24}
\end{equation*}
$$

More typically, $a_{1} \neq 0$ in (23). In that case, let

$$
\begin{equation*}
m=-a_{2} / a_{1}, \quad \mu(t)=\left\{e^{-a_{1} t}-1\right\}\left\{e^{-a_{1} T}-1\right\}^{-1}, \quad 0 \leq t \leq T . \tag{25}
\end{equation*}
$$

Then (see [2], [17])

$$
\begin{equation*}
e^{-m t} F(t) \leq\{F(0)\}^{1-\mu(t)}\left\{e^{-m T} F(T)\right\}^{\mu(t)}, \quad 0 \leq t \leq T \tag{26}
\end{equation*}
$$

We now give two examples of the use of this technique in $L^{2}$, with $F(t)=\|u(t)\|^{2}$. Many other examples, and choices for $F(t)$, may be found in [2], [16], [24], and the references therein.
4. Self-adjoint parabolic problems with time-dependent coefficients. Let $\Omega$ be a bounded domain in $R^{n}$ with sufficiently smooth boundary $\partial \Omega$. For $x \in R^{n}$ and $t \geq 0$, let $a(t ; u, v)$ and $\dot{a}(t ; u, v)$ be symmetric bilinear forms on $H_{0}^{m}(\Omega)$ given by

$$
\begin{align*}
& a(t ; u, v)=\sum_{|p p|,|q| \leq m} \int_{\Omega} a_{p q}(x, t) D^{q} u \overline{D^{p} v} d x, \\
& \dot{a}(t ; u, v)=\sum_{|p|,|q| \leq m} \int_{\Omega} \dot{a}_{p q}(x, t) D^{q} u \overline{D^{p} v} d x, \tag{27}
\end{align*}
$$

where the coefficients $a_{p q}$ depend smoothly on $x$ and $t, \bar{a}_{p q}=a_{q p}$, and $\dot{a}_{p q}$ denotes $\partial a_{p q} / \partial t$. We assume $a(t ; u, v)$ to be uniformly strongly coercive on $H_{0}^{m}(\Omega)$, i.e., there exists $\alpha>0$, independent of $t$, such that

$$
\begin{equation*}
a(t ; v, v) \geq \alpha\|v\|_{m}^{2}, \quad v \in H_{0}^{m}(\Omega) \tag{28}
\end{equation*}
$$

Both $a(t ; u, v)$ and $\dot{a}(t, u, v)$ are continuous on $H_{0}^{m}(\Omega) \times H_{0}^{m}(\Omega)$, uniformly in $t$; i.e., there exist $\beta, \gamma>0$, independent of $t$, such that

$$
\begin{equation*}
|a(t ; u, v)| \leq \beta\|u\|_{m}\|v\|_{m}, \quad|\dot{a}(t ; u, v)| \leq \gamma\|u\|_{m}\|v\|_{m}, \quad u, v \in H_{0}^{m}(\Omega) \tag{29}
\end{equation*}
$$

The bilinear form $a(t, u, v)$ defines a positive self-adjoint operator $A(t)$ in $L^{2}(\Omega),[28]$, with domain $D_{A}=H^{2 m}(\Omega) \cap H_{0}^{m}(\Omega)$ such that

$$
\begin{align*}
& (A(t) v, v)=a(t: v, v), \quad(\dot{A}(t) v, v)=\dot{a}(t ; v, v), \quad v \in D_{A},  \tag{30}\\
& |(\dot{A}(t) v, v)| \leq(\gamma / \alpha)(A(t) v, v), \quad v \in D_{A},
\end{align*}
$$

where (, ) denotes the scalar product in $L^{2}(\Omega)$. The operator $A(t)$ is the closed extension of the strongly elliptic symmetric differential operator

$$
\begin{equation*}
A(x, t, D) u=\sum_{|p|,|q| \leq m}(-1)^{|p|} D^{p}\left(a_{p q}(x, t) D^{q} u\right), \quad x \in \Omega, \quad t>0, \tag{31}
\end{equation*}
$$

with zero Dirichlet data on $\partial \Omega$. We distinguish two cases: a) the case where diffusion is constant or decreases with time and $(\dot{A}(t) v, v) \leq 0$, and b) the case where diffusion increases at least some of the time and $(\dot{A}(t) v, v) \leq \gamma\|v\|_{m}^{2}$. The theorem below is due to Agmon and Nirenberg [1].

Theorem 3. Let $\alpha$ and $\gamma$ be the positive constants in (28) and (29). Let $u(t) \in$ $L^{2}(\Omega)$ be a solution of $u_{t}=-A(t) u, t>0$. If $(\dot{A}(t) v, v) \leq 0,0<t \leq T$, let $\mu(t)=t / T$. If $(\dot{A}(t) v, v) \leq \gamma\|v\|_{m}^{2}, \quad 0<t \leq T$, let $c=\gamma / \alpha$ and let $\mu(t)=$ $\left\{e^{c t}-1\right\}\left\{e^{c T}-1\right\}^{-1}$. Then,

$$
\begin{equation*}
\|u(t)\| \leq\|u(0)\|^{1-\mu(t)}\|u(T)\|^{\mu(t)}, \quad 0 \leq t \leq T \tag{32}
\end{equation*}
$$

Proof. With $F(t)=\|u(t)\|^{2}$, we have $F^{\prime}(t)=-2(A(t) u, u)$, and

$$
\begin{align*}
F F^{\prime \prime}-\left\{F^{\prime}\right\}^{2} & =-2(\dot{A}(t) u, u) F+4\|A(t) u\|^{2}\|u\|^{2}-4|(A(t) u, u)|^{2} \\
& \geq-2(\dot{A}(t) u, u) F \tag{33}
\end{align*}
$$

on using Schwarz's inequality. If $(\dot{A}(t) u, u) \leq 0$, we have the case $a_{1}=a_{2}=0$ in (23) and the result follows from (24). If $(\dot{A}(t) u, u) \leq \gamma\|u\|_{m}^{2}$, we use (30) to obtain $-2(\dot{A}(t) u, u) F \geq(\gamma / \alpha) F F^{\prime}$ in (33). This is the case $a_{2}=0, a_{1}=-\gamma / \alpha$ in (23), and the result follows from (26) with $m=0$.

Evidently, growing diffusion coefficients can result in exponential decay in $\mu(t)$. In section 8 below, we study a simple explicit example where this is indeed the case. Applying Theorem 1 to the Agmon-Nirenberg result, we have the following corollary.

Theorem 4 (corollary). In Theorem 3, let positive constants $\epsilon, M$, be given, with $\epsilon<M$. Let $f \in L^{2}(\Omega)$ be given data at time $T>0$, and let $u_{1}(t), u_{2}(t)$ be two solutions of $u_{t}=-A(t) u+g(t), 0<t \leq T$, such that $\left\|u_{i}(T)-f\right\| \leq \epsilon$, and $\left\|u_{i}(0)\right\| \leq M, i=1,2$. Let $w(t)=u_{1}(t)-u_{2}(t)$. Then, with $\mu(t)$ as in Theorem 3 ,

$$
\begin{equation*}
\|w(t)\| \leq 2 M^{1-\mu(t)} \epsilon^{\mu(t)}, \quad 0 \leq t \leq T . \tag{34}
\end{equation*}
$$

If, in addition, $\left\|u_{i}(s)-u_{i}(0)\right\| \leq K \epsilon, i=1,2$, with known $K, 0<K<M / \epsilon$, and known $s>0$ such that $\mu(s)>\mu^{*}$, where $\mu^{*}$ is defined in (8), then

$$
\begin{equation*}
\|w(t)\| \leq 2 \Gamma^{1-\mu(t)} \epsilon, \quad 0 \leq t \leq T \tag{35}
\end{equation*}
$$

where $\Gamma<M / \epsilon$ is the constant in Lemma 1. Moreover, $\Gamma \ll M / \epsilon$ if $\mu(s) \gg \mu^{*}$.
5. Navier-Stokes equations backwards in time. With $i=1,3$, and summation convention understood, consider the Navier-Stokes system in a bounded domain $\Omega \subset R^{3}$, with smooth boundary $\partial \Omega$,

$$
\begin{align*}
& \left.\begin{array}{l}
u_{i, t}=\nu \Delta u_{i}-u_{j} u_{i, j}-\rho^{-1} p_{, i}+G_{i}(x, t) \\
u_{j, j}=0
\end{array}\right\} \quad(x, t) \in \Omega \times(0, T],  \tag{36}\\
& u_{i}(x, T)=f_{i}(x), \quad x \in \Omega, \quad u_{i}=g_{i}(x, t), \quad(x, t) \in \partial \Omega \times[0, T] .
\end{align*}
$$

Here, differentiation is denoted by a comma, $\nu$ is the kinematic viscosity, $\rho$ is the constant density, $p$ the unknown pressure, $u_{i}(x, t)$ is the $i$ th component of fluid velocity,
$G_{i}(x, t)$ is a prescribed body force per unit mass, and $g_{i}(x, t)$ are prescribed boundary values. In [18], Knops and Payne study the stability of reconstructing the solution of (36) on $[0, T)$, under small perturbations of the solution values $f_{i}(x)$ at some positive time $T$. Let $P$ and $Q$ be prescribed positive constants. A function $u_{i}(x, t)$ is said to belong to the set $\mathcal{P}$ provided

$$
\begin{equation*}
\sup _{\Omega \times[0, T]} u_{i} u_{i} \leq P^{2} \tag{37}
\end{equation*}
$$

while it belongs to the set $\mathcal{Q}$ whenever

$$
\begin{equation*}
\sup _{\Omega \times[0, T]}\left\{u_{i} u_{i}+\left(u_{i, j}-u_{j, i}\right)\left(u_{i, j}-u_{j, i}\right)+u_{i, t} u_{i, t}\right\} \leq Q^{2} \tag{38}
\end{equation*}
$$

In [25], the same stability problem is studied under weaker constraints. Let $u_{i}^{1}(x, t)$ and $u_{i}^{2}(x, t)$ denote classical solutions of (36) corresponding to terminal data $f_{i}^{1}(x)$ and $f_{i}^{2}(x)$ at time $T>0$. Let $v_{i}(x, t)=\left(u_{i}^{1}-u_{i}^{2}\right)(x, t)$. Define the spatial $L^{2}$ norm of $v_{i}(x, t)$ at time $t$ by

$$
\begin{equation*}
\|v(t)\|=\left\{\int_{\Omega} v_{i}(x, t) v_{i}(x, t) d x\right\}^{1 / 2} \tag{39}
\end{equation*}
$$

Knops and Payne [18] show that if $u_{i}^{1}(x, t) \in \mathcal{P}$ and $u_{i}^{2}(x, t) \in \mathcal{Q}$, and if $F(t)=$ $\|v(t)\|^{2}$,

$$
\begin{align*}
F(t) F^{\prime \prime}(t)-\left\{F^{\prime}(t)\right\}^{2} & \geq 2 \nu^{-1}\left(P^{2}+1\right) F(t) F^{\prime}(t)-Q^{2}\left\{2 \nu^{-2}\left(P^{2}+1\right)+1\right\} F^{2}(t) \\
& =-a_{1} F(t) F^{\prime}(t)-a_{2} F^{2}(t) \tag{40}
\end{align*}
$$

Hence, with

$$
\begin{align*}
& c=-a_{1}=2 \nu^{-1}\left(P^{2}+1\right) \\
& \mu(t)=\left(e^{c t}-1\right)\left(e^{c T}-1\right)^{-1}  \tag{41}\\
& w_{i}(x, t)=e^{-m t} v_{i}(x, t), \quad m=-a_{2} / 2 a_{1}, \quad 0 \leq t \leq T
\end{align*}
$$

it follows from (40) and (26) that

$$
\begin{equation*}
\|w(t)\| \leq\|w(0)\|^{1-\mu(t)}\|w(T)\|^{\mu(t)}, \quad 0 \leq t \leq T \tag{42}
\end{equation*}
$$

Applying Theorem 1 to the Knops-Payne result (42), we have the following corollary.
Theorem 5 (corollary). For the given positive $\epsilon, M$, with $\epsilon<M$, let $w_{i}(x, t)$ in (41) satisfy $\|w(0)\| \leq M,\|w(T)\| \leq \epsilon$, and let $\mu(t)$ be as in (41). Then

$$
\begin{equation*}
\|w(t)\| \leq M^{1-\mu(t)} \epsilon^{\mu(t)}, \quad 0 \leq t \leq T \tag{43}
\end{equation*}
$$

If, in addition, $\|w(s)-w(0)\| \leq K \epsilon$, with known $K, 0<K<M / \epsilon$, and known $s>0$ such that $\mu(s)>\mu^{*} \equiv \log \{M /(M-K \epsilon)\} / \log (M / \epsilon)$, then

$$
\begin{equation*}
\|w(t)\| \leq \Gamma^{1-\mu(t)} \epsilon, \quad 0 \leq t \leq T \tag{44}
\end{equation*}
$$

where $\Gamma<M / \epsilon$ is the unique root of $x-x^{1-\mu(s)}-K=0$. Moreover, $\Gamma \ll M / \epsilon$ if $\mu(s) \gg \mu^{*}$.

For large $c$, the rapid exponential decay of $\mu(t)$ as $t$ decreases from $t=T$ makes it unlikely that the most general solutions satisfying the constraints (37) or (38) can be continued very far into the past. However, it may be possible to continue solutions that have evolved slowly near $t=0$. Consider the following example. Let $P=1, \nu=10^{-1}, T=0.25, M=20$, and $\epsilon=10^{-6}$. Then, $c=40$ and $\mu(t)=$ $\left\{e^{40 t}-1\right\}\left\{e^{10}-1\right\}^{-1}, 0 \leq t \leq 0.25$. In particular, $\mu(T / 2)=6.693 \times 10^{-3}$. Consequently, (43) gives

$$
\begin{equation*}
\|w(T / 2)\| \leq 19.603 \times 0.911681=17.872 \tag{45}
\end{equation*}
$$

On the other hand, suppose that the solutions to be reconstructed are known to have evolved slowly enough near $t=0$ that with $s=0.01 T$ and $K=10$, we have $\|w(s)-w(0)\| \leq K \epsilon$. Then $\mu(s)=4.775 \times 10^{-6}$, while $\mu^{*}=2.974 \times 10^{-8}$. Thus, $\left\{\mu(s) / \mu^{*}\right\}=160.55$. From $\Gamma \log \Gamma \approx K / \mu(s)$, we find $\Gamma \approx 173,600$ and $M / \epsilon=115 \Gamma$. From (44), we get

$$
\begin{equation*}
\|w(T / 2)\| \leq 160,134 \times 10^{-6}=0.16 \tag{46}
\end{equation*}
$$

Thus, the difference between any two solutions satisfying the SECB constraint is over one hundred times smaller at $t=T / 2$ than it is in the more general case of (45).
6. Holomorphic semigroups and evolution equations. Let $X$ be a complex Banach space, let $A$ be a closed linear operator with domain $D_{A}$ dense in $X$, and consider the evolution equation $u_{t}=-A u, \quad t>0$, for the $X$-valued function $u(t)$. We assume that $-A$ generates a holomorphic semigroup $e^{-t A}$ in an open sector of the complex $t$-plane, $\Sigma_{\phi}=\{\operatorname{Re} t>0, \quad|\operatorname{Arg} t|<\phi\}$, for some fixed $\phi, 0<\phi \leq \pi / 2$. Moreover, for any $0<\sigma<\phi, \quad e^{-t A}$ is strongly continuous at $t=0$ within $\Sigma_{\phi-\sigma}$, reduces to the identity operator at $t=0$, and satisfies $\left\|e^{-t A}\right\| \leq B_{\sigma}<\infty$ for $t \in \bar{\Sigma}_{\phi-\sigma}$. Thus, $e^{-t A}$ is a bounded holomorphic semigroup as defined in [15].

Parabolic initial boundary value problems constitute the best-known area of application of holomorphic semigroups. We briefly sketch this connection below, and refer the reader to [12] and [28] for a complete treatment. Less well known are applications to a wide class of nonparabolic equations, typically involving nonlocal partial differential operators, that are obtained by "subordination" in well-posed Cauchy problems [4], [11], [8]. This class of problems, mentioned in section 6.1, is drawing increasing interest from physical scientists working in certain areas of fractal analysis.

Let $\Omega$ be a bounded domain in $R^{n}$ with a sufficiently smooth boundary $\partial \Omega$. For $x \in R^{n}$, let $A(x, D)=\sum_{|\alpha| \leq 2 m} a_{\alpha}(x) D^{\alpha}$ be a linear partial differential operator with coefficients $a_{\alpha}(x)$ continuous in the closure of $\Omega$. If $A(x, D)$ is strongly elliptic, and zero Dirichlet data are given on $\partial \Omega$, a closed linear operator $A$ in $L^{2}(\Omega)$, with dense domain $D_{A}=H^{2 m}(\Omega) \cap H_{0}^{m}(\Omega)$, can be defined by

$$
\begin{equation*}
(A u)(x)=A(x, D) u(x), \quad u \in D_{A} \tag{47}
\end{equation*}
$$

Moreover, as shown in [12], [28], for some $k \geq 0$ the linear operator $-(A+k I)$ generates a bounded holomorphic semigroup in $L^{2}(\Omega)$. If $A(x, D)$ is a symmetric differential operator, then $A+k I$ is self-adjoint, and we may choose $\phi=\pi / 2$ in $\Sigma_{\phi}$.

More general boundary conditions can be handled and parabolic equations of order $2 m$ can be considered in $L^{p}(\Omega), \quad 1 \leq p<\infty$. Let $H^{j, p}(\Omega)$ denote the Sobolev space of functions in $L^{p}(\Omega)$ whose weak derivatives of order less than or equal to $j$ exist and belong to $L^{p}(\Omega)$. Let $\left\{B_{j}\right\}_{j=1}^{m}$ be $m$ boundary operators of respective orders $m_{j}<2 m$, given by

$$
\begin{equation*}
B_{j}(x, D)=\sum_{|\alpha| \leq m_{j}} b_{\alpha}^{j}(x) D^{\alpha} \tag{48}
\end{equation*}
$$

and consider the boundary value problem

$$
\begin{align*}
& A(x, D) u=g, \quad x \in \Omega  \tag{49}\\
& B_{j}(x, D) u=0, \quad x \in \partial \Omega, \quad 1 \leq j \leq m .
\end{align*}
$$

A closed linear operator $A$ with dense domain $D_{A}=H^{2 m, p}\left(\Omega ;\left\{B_{j}\right\}\right)$, consisting of the closure in $H^{2 m, p}(\Omega)$ of the set of functions $u \in C^{2 m}(\bar{\Omega})$ that satisfy the boundary conditions in (49), can be defined via

$$
\begin{equation*}
(A u)(x)=A(x, D) u, \quad u \in D_{A} \tag{50}
\end{equation*}
$$

If the system $B_{j}$ is normal, and satisfies further complementary conditions, and if $A(x, D)$ is strongly elliptic, one obtains a regular elliptic boundary value problem, $\left(A,\left\{B_{j}\right\}, \Omega\right)$, such that for some $k \geq 0$, the linear operator $-(A+k I)$ generates a bounded holomorphic semigroup in $L^{p}(\Omega)$. See [12], [28].
6.1. Subordinated semigroups. Let $H(y)$ denote the Heaviside unit step function, and consider the family $p_{y}(t)$ given by

$$
\begin{equation*}
p_{y}(t)=\frac{t H(y) e^{-t^{2} / 4 y}}{\sqrt{4 \pi y^{3}}}, \quad t>0 \tag{51}
\end{equation*}
$$

For each fixed $t>0, p_{y}(t)$ is a probability density function on $y \geq 0$, and $p_{y}(t)$ tends to the Dirac $\delta$-function $\delta(y)$ as $t \downarrow 0$. Moreover, if $*$ denotes convolution with respect to $y$, then $p_{y}(t) * p_{y}(s)=p_{y}(t+s)$, for $s, t \geq 0$. The Laplace transform with respect to $y$ of $p_{y}(t)$ is given by

$$
\begin{equation*}
\mathcal{L}\left\{p_{y}(t)\right\} \equiv \int_{0}^{\infty} e^{-y z} p_{y}(t) d y=e^{-t \sqrt{z}}, \quad \operatorname{Re} z>0 \tag{52}
\end{equation*}
$$

The "inverse Gaussian" family in (51) is just one example of an infinitely divisible family of probability density functions on the half-line $y \geq 0$, [11].

Let $T(t)=e^{-t A}, t \geq 0$, be a uniformly bounded, not necessarily holomorphic, $C_{0}$ semigroup on a complex Banach space $X$. Using (51), one may construct a new $C_{0}$ semigroup $U(t)$ on $X$, with $\|U(t)\| \leq\|T(t)\| \leq B<\infty, \quad t \geq 0$, by means of

$$
\begin{equation*}
U(0)=I, \quad U(t) g=\int_{0}^{\infty} p_{y}(t) T(y) g d y, \quad t>0, \quad g \in X \tag{53}
\end{equation*}
$$

Indeed, it turns out that $U(t)=e^{-t A^{1 / 2}}$ and that $U(t)$ can be extended to a bounded holomorphic semigroup in some sector $\Sigma_{\omega}$.

The construction in (53) amounts to randomization of the time variable $t$ in the original semigroup $T(t)$. A wide variety of infinitely divisible families $q_{y}(t)$ may be used in (53). The new semigroup $U(t)$ is said to be "subordinated" to $T(t)$ through the "directing process" $q_{y}(t)$ [11]. This concept originated in [4] and was subsequently refined into a functional calculus in [26], [23], and [3]. The observation that $U(t)$ is holomorphic whenever the directing process $q_{y}(t)=\mathcal{L}^{-1}\left\{e^{-t z^{\alpha}}\right\}, \quad 0<\alpha<1$, was made in [29]. In that case, $U(t)=e^{-t A^{\alpha}}$. Subordinated processes and fractional
differential operators are of interest in polymer science [9], while diffusion equations with fractional Laplacians play a role in image deblurring [6]. Further applications are discussed in [5, pp. 140-156] and [11].

An arbitrary infinitely divisible family $q_{y}(t)$ on $y \geq 0$ can be characterized in terms of its Laplace transform [11]. We have $\mathcal{L}\left\{q_{y}(t)\right\}=e^{-t \psi(z)}, t \geq 0$, where the exponent $\psi(z)$ is holomorphic for $\operatorname{Re} z>0$ and continuous for $\operatorname{Re} z \geq 0$, with $\operatorname{Re} \psi(z) \geq 0$. Moreover, $\psi(0)=0$, and $\psi^{\prime}(x)$ is completely monotone for $x>0$. In [8], the results of [29] are extended. A necessary and sufficient condition on $q_{y}(t)$ is given, in order that the subordinated semigroup $U(t)=e^{-t \psi(A)}$ be holomorphic on $X$, whenever $T(t)$ is $C_{0}$ and uniformly bounded on $X$. In addition, a necessary condition on the exponent $\psi(z)$ is obtained for that to be the case. In [13], a sufficient condition on $\psi(z)$ is given that ensures analyticity of $U(t)$. As a consequence of [29], [8], and [13], a rich class of exponents $\psi(z)$ is known, with the property that $-\psi(A)$ generates a bounded holomorphic semigroup on $X$ whenever $-A$ generates a uniformly bounded $C_{0}$ semigroup on $X$. As one example, consider the symmetric hyperbolic system,

$$
\begin{align*}
& u_{t}=\sum_{i=1}^{n} a_{i}(x) u_{x_{i}}+b(x) u, \quad x \in R^{n}, t>0,  \tag{54}\\
& u(x, 0)=f(x)
\end{align*}
$$

where $u(x)$ is an $N$-component vector, $a_{i}(x), b(x)$ are $N \times N$ matrices with boundedly differentiable entries on $R^{n}$, and $a_{i}(x)$ is Hermitian. The differential operator on the right-hand side of (54) can be extended into a closed densely defined linear operator $-A$ in $L^{2}\left(R^{n}\right)^{N}$. As shown in [28], for some $k \geq 0,-(A+k I)$ generates a contraction semigroup on $L^{2}\left(R^{n}\right)^{N}$. It follows from [29], [8] that if

$$
\begin{equation*}
\psi_{1}(A)=(A+k I)^{\alpha}, 0<\alpha<1, \quad \psi_{2}(A)=\log \{A+(k+1) I\} \tag{55}
\end{equation*}
$$

then each of $-\psi_{1}(A),-\psi_{2}(A)$, generates a holomorphic semigroup on $L^{2}\left(R^{n}\right)^{N}$. If $\left\{\alpha_{n}\right\}_{n=1}^{\infty}$ and $\left\{a_{n}\right\}_{n=1}^{\infty}$ are any two sequences satisfying $a_{n} \geq 0, a_{1}>0, \quad 1>\alpha_{1}>$ $\alpha_{2}>\cdots>\alpha_{n}>\cdots>0, \quad \sum_{n=1}^{\infty} a_{n} / \alpha_{n}<\infty$, and if

$$
\begin{equation*}
\psi_{3}(A)=\sum_{n=1}^{\infty} a_{n}(A+k I)^{\alpha_{n}} \tag{56}
\end{equation*}
$$

it follows from [13] that $-\psi_{3}(A)$ generates a holomorphic semigroup on $L^{2}\left(R^{n}\right)^{N}$. None of the $\psi_{i}(A), i=1,3$, are elliptic operators when $-A$ is the differential operator on the right-hand side of (54). This shows that holomorphic semigroup theory encompasses a class of initial value problems in partial differential equations that is considerably wider than the class of parabolic problems.
7. Logarithmic convexity and holomorphic semigroups. In Banach space, approaches different from those used in sections $3-5$ appear necessary to obtain logarithmic convexity inequalities. Following the basic work in [19], further convexity results were obtained in [1], [12], and [22]. Theorems 6 and 7 below are a reformulation of results originating with these authors.

For any $a \geq 0$, and $0<\xi \leq 1$, let $S(a, \xi)$ be the set in the complex $\tau$-plane given by

$$
\begin{equation*}
S(a, \xi)=\{\tau=t+i s ; \quad t \geq a ; \quad|s| \leq(t-a) \tan (\pi \xi / 2)\} \tag{57}
\end{equation*}
$$

Let $T>0$. Then, $S(T, \xi) \subset S(0, \xi)$. Let $G(T, \xi)=S(0, \xi) \backslash S(T, \xi)$, and let $\Lambda_{L}, \Lambda_{R}$ be, respectively, the left and right boundary $\operatorname{arcs}$ of $G(T, \xi)$. Let $\omega_{\xi}(t, s)$ be the unique bounded continuous function on $\bar{G}(T, \xi)$ which is harmonic in the interior of $G(T, \xi)$, equals zero on $\Lambda_{L}$, and equals one on $\Lambda_{R}$. Let $\mu_{\xi}(t)=\omega_{\xi}(t, 0), \quad 0 \leq t \leq T$.

LEMMA 2. $\mu_{1}(t)=t / T$, and, if $0<\xi<\eta \leq 1, \quad \mu_{\xi}(t)<\mu_{\eta}(t), \quad 0<t<T$.
Proof. Let $H(\xi, \eta)=S(0, \eta) \backslash S(T, \xi)$. Then $G(T, \xi) \subset H(\xi, \eta)$, and $G(T, \eta) \subset$ $H(\xi, \eta)$. Let $\Lambda_{L}^{\prime}$ be the left boundary arc of $H(\xi, \eta)$, and let $\Lambda_{R}^{\prime}$ be the right boundary arc of $G(T, \eta)$. Let $\tilde{\omega}(t, s)$ be the unique bounded continuous function on $\bar{H}(\xi, \eta)$ which is harmonic in the interior of $H(\xi, \eta)$, equals zero on $\Lambda_{L}^{\prime}$, and equals one on $\Lambda_{R}$. The harmonic function $\tilde{\omega}-\omega_{\xi}$ in $G(T, \xi)$ has value zero on $\Lambda_{R}$, is nonnegative on $\Lambda_{L}$ and hence must be strictly positive in the interior of $G(T, \xi)$. Therefore $\mu_{\xi}(t)<$ $\tilde{\omega}(t, 0), \quad 0<t<T$. A similar argument, applied to the harmonic function $\omega_{\eta}-\tilde{\omega}$ in $G(T, \eta)$, shows that $\mu_{\eta}(t)>\tilde{\omega}(t, 0), 0<t<T$. Finally, if $\xi=1$, then $\bar{G}(T, 1)$ is the vertical strip $0 \leq \operatorname{Re} \tau \leq T$, and $\omega_{1}(t, s)=t / T$.

We now consider the evolution equation $u_{t}=-A u, t>0$, in a complex Banach space $X$ with norm $\|\|$, under the assumption that $-A$ generates a bounded holomorphic semigroup in an open sector $\Sigma_{\phi}$ in the complex $\tau=t+i s$ plane. With $0<\alpha \pi / 2<\phi \leq \pi / 2$, let $S(0, \alpha)$, defined in (57), be a closed subsector of $\Sigma_{\phi}$, and let $\left\|e^{-\tau A}\right\| \leq B_{\alpha}<\infty, \quad \tau \in S(0, \alpha)$. Introduce the equivalent norm $\left\|\|_{\alpha}\right.$ on $X$ defined by

$$
\begin{equation*}
\|x\|_{\alpha} \equiv \sup _{\tau \in S(0, \alpha)}\left\|e^{-\tau A} x\right\|, \quad x \in X \tag{58}
\end{equation*}
$$

Then, as is easily verified,

$$
\begin{equation*}
\|x\| \leq\|x\|_{\alpha} \leq B_{\alpha}\|x\|, \quad x \in X, \quad\left\|e^{-\tau A}\right\|_{\alpha} \leq 1, \quad \tau \in S(0, \alpha) \tag{59}
\end{equation*}
$$

Theorem 6. Let $X$ be a complex Banach space with norm $\|\|$, let $u(t)$ be a solution of $u_{t}=-A u, \quad 0<t \leq T$, where $-A$ generates a bounded holomorphic semigroup on $X$. Then, with $\left\|\|_{\alpha}\right.$ as in (58) and $\mu_{\alpha}(t)$ as in Lemma 2,

$$
\begin{equation*}
\|u(t)\|_{\alpha} \leq\|u(0)\|_{\alpha}^{1-\mu_{\alpha}(t)}\|u(T)\|_{\alpha}^{\mu_{\alpha}(t)}, \quad 0 \leq t \leq T \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u(t)\| \leq B_{\alpha}\|u(0)\|^{1-\mu_{\alpha}(t)}\|u(T)\|^{\mu_{\alpha}(t)}, \quad 0 \leq t \leq T \tag{61}
\end{equation*}
$$

Proof. Let $l$ be a linear functional on $X$ with $|l|_{\alpha}=1$, where $\left|\left.\right|_{\alpha}\right.$ denotes the norm on $X^{*}$ corresponding to the norm $\left\|\|_{\alpha}\right.$ on $X$. Let $h(\tau)=l\left(e^{-\tau A} u(0)\right)$ for $\tau \in S(0, \alpha)$. We have that $h(\tau)$ is continuous and bounded on $S(0, \alpha)$, with $|h(\tau)| \leq\|u(0)\|_{\alpha}$, and $h(\tau)$ is holomorphic in the interior of $S(0, \alpha)$. The same is true for $h(\tau)$ in $S(T, \alpha)$, with $|h(\tau)| \leq\|u(T)\|_{\alpha}$. This follows from $e^{-\tau A}=e^{-(\tau-T) A} e^{-T A}$ for $\tau \in S(T, \alpha)$. Let $G(T, \alpha)$ and $\omega_{\alpha}(t, s)$ be as defined above, and consider the function $v(t, s)$ in $G(T, \alpha)$ where
(62) $\quad v(t, s)=\log |h(\tau)|-\omega_{\alpha}(t, s) \log \|u(T)\|_{\alpha}+\left(\omega_{\alpha}(t, s)-1\right) \log \|u(0)\|_{\alpha}$.

The function $v(t, s)$ is upper semicontinuous and bounded above on $G(T, \alpha)$, subharmonic in the interior of $G(T, \alpha)$, and nonpositive on the left and right boundary arcs of $G(T, \alpha)$. Therefore $v(t, s) \leq 0$ on $\bar{G}(T, \alpha)$. Using

$$
\begin{equation*}
\|u(\tau)\|_{\alpha}=\sup _{l \in X^{*},|l|_{\alpha}=1}|h(\tau)| \tag{63}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\|u(\tau)\|_{\alpha} \leq\|u(0)\|_{\alpha}^{1-\omega_{\alpha}(\tau)}\|u(T)\|_{\alpha}^{\omega_{\alpha}(\tau)}, \quad \tau \in \bar{G}(T, \alpha) \tag{64}
\end{equation*}
$$

which implies, on using (59),

$$
\begin{equation*}
\|u(\tau)\| \leq B_{\alpha}\|u(0)\|^{1-\omega_{\alpha}(\tau)}\|u(T)\|^{\omega_{\alpha}(\tau)}, \quad \tau \in \bar{G}(T, \alpha) \tag{65}
\end{equation*}
$$

Finally, (60), (61), follow from the above on putting $\tau=t$.
Remark 2. The inequality (61) follows from (60) but not vice versa. From Lemma 2 , we see that $\mu_{\alpha}(t)$ is sublinear in $t$, and this sublinearity becomes more severe as $\alpha$ becomes smaller. The choice of $\alpha$ depends on the spectrum of the spatial operator $A$. Since $-A$ generates a holomorphic semigroup in the open sector $\Sigma_{\phi}$, the spectrum of A must be contained in the closed sector $\operatorname{Arg}|z| \leq \beta=\pi / 2-\phi$ in the right half-plane. As $\beta$ increases, $\phi$, and hence $\alpha$, must decrease. Theorem 6 does not yield the explicit dependence of $\mu_{\alpha}(t)$ on $t$, which is necessary for applying the SECB constraint. The next result is more useful in that regard.

Theorem 7. With $u(t)$ and $\alpha$ as in Theorem 6, let $0<\sigma<\alpha<1$, and let

$$
\begin{align*}
& \lambda=\inf _{0 \leq \theta \leq \pi / 2}\left\{\cos \sigma \theta[1-\tan \sigma \theta / \tan (\alpha \pi / 2)] /(\cos \theta)^{\sigma}\right\}, \\
& \rho_{\sigma}(t)=(\lambda t / T)^{1 / \sigma}, \quad 0 \leq t \leq T . \tag{66}
\end{align*}
$$

Then,

$$
\begin{equation*}
\|u(t)\|_{\alpha} \leq\|u(0)\|_{\alpha}^{1-\rho_{\sigma}(t)}\|u(T)\|_{\alpha}^{\rho_{\sigma}(t)}, \quad 0 \leq t \leq T \tag{67}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u(t)\| \leq B_{\alpha}\|u(0)\|^{1-\rho_{\sigma}(t)}\|u(T)\|^{\rho_{\sigma}(t)}, \quad 0 \leq t \leq T \tag{68}
\end{equation*}
$$

Proof. Note that $\lambda$ in (66) satisfies $0<\lambda<1$ and may be found graphically given $\alpha$ and $\sigma$. Let $Y>0$, let $l$ be a linear functional on $X$ with $|l|_{\alpha}=1$, and let $h(\tau)=l\left(e^{-\tau A} u(0)\right)$ for $\tau \in S(0, \alpha)$. As in Theorem $6, h(\tau)$ is continuous and bounded on $S(0, \alpha)$ (resp., $S(Y, \alpha)$ ) and holomorphic in its interior, with $|h(\tau)| \leq\|u(0)\|_{\alpha}$, (resp., $|h(\tau)| \leq\|u(Y)\|_{\alpha}$ ). Let $0<\sigma<\alpha$, let $V$ be the vertical strip $0 \leq \operatorname{Re} \tau \leq Y$, and consider the function $\psi(\tau)=h\left(\tau^{\sigma}\right)$ for $\tau \in V$. We have that $\psi(\tau)$ is continuous and bounded on $V$, holomorphic in its interior, with $|\psi(\tau)| \leq\|u(0)\|_{\alpha}$. A more precise estimate for $|\psi(\tau)|$ on the line $\operatorname{Re} \tau=Y$ will now be obtained. We first show that with $\lambda$ as in (66),

$$
\begin{equation*}
\operatorname{Re} \tau=Y \Longrightarrow \tau^{\sigma} \in S\left(\lambda Y^{\sigma}, \alpha\right) \tag{69}
\end{equation*}
$$

Indeed, with $\tau=Y+i s=r e^{i \theta}, 0 \leq|\theta|<\pi / 2$, we have $\tau^{\sigma}=r^{\sigma}(\cos \sigma \theta+i \sin \sigma \theta)$, and $Y=r \cos \theta$. Therefore, $\tau^{\sigma} \in S\left(\lambda Y^{\sigma}, \alpha\right)$ if and only if

$$
\begin{equation*}
r^{\sigma}|\sin \sigma \theta| \leq\left\{r^{\sigma} \cos \sigma \theta-\lambda(r \cos \theta)^{\sigma}\right\} \tan (\alpha \pi / 2), \quad 0 \leq|\theta|<\pi / 2 \tag{70}
\end{equation*}
$$

i.e., if and only if $\forall 0 \leq \theta<\pi / 2$, we have

$$
\begin{equation*}
\lambda \leq \cos \sigma \theta\{1-\tan \sigma \theta / \tan (\alpha \pi / 2)\} /(\cos \theta)^{\sigma} \tag{71}
\end{equation*}
$$

But this is guaranteed from the definition of $\lambda$. It follows that

$$
\begin{equation*}
|\psi(\tau)| \leq\|u(0)\|_{\alpha}, \quad \operatorname{Re} \tau=0, \quad|\psi(\tau)| \leq\left\|u\left(\lambda Y^{\sigma}\right)\right\|_{\alpha}, \quad \operatorname{Re} \tau=Y \tag{72}
\end{equation*}
$$

We may now apply the "three lines theorem," [27, p. 244], to $\psi(\tau)$ in the strip $V$ and conclude that

$$
\begin{equation*}
|\psi(y)| \leq\|u(0)\|_{\alpha}^{1-y / Y}\left\|u\left(\lambda Y^{\sigma}\right)\right\|_{\alpha}^{y / Y}, \quad 0 \leq y \leq Y \tag{73}
\end{equation*}
$$

Using (63), we obtain

$$
\begin{equation*}
\left\|u\left(y^{\sigma}\right)\right\|_{\alpha} \leq\|u(0)\|_{\alpha}^{1-y / Y}\left\|u\left(\lambda Y^{\sigma}\right)\right\|_{\alpha}^{y / Y}, \quad 0 \leq y \leq Y \tag{74}
\end{equation*}
$$

Putting $t=y^{\sigma}, T=\lambda Y^{\sigma}, \rho_{\sigma}(t)=(\lambda t / T)^{1 / \sigma}$ in (74) gives

$$
\begin{equation*}
\|u(t)\|_{\alpha} \leq\|u(0)\|_{\alpha}^{1-\rho_{\sigma}(t)}\|u(T)\|_{\alpha}^{\rho_{\sigma}(t)}, \quad 0 \leq t \leq T / \lambda \tag{75}
\end{equation*}
$$

Since $T / \lambda>T$, (75) implies (67) which implies (68).
Remark 3. When $X$ is a Hilbert space, $\rho_{\sigma}(t)$ in (66) may be viewed as expressing the penalty for non-self-adjointness in the spatial operator $A$. When $A$ is self-adjoint, we have $\rho(t)=t / T$. If the spectrum of $A$ leaves the nonnegative real axis and expands into the sector $\operatorname{Arg}|z| \leq \pi / 2-\phi, \quad \rho_{\sigma}(t)$ decays to zero faster than $t / T$, through the exponent $1 / \sigma$. It is remarkable that (66) actually holds in any complex Banach space $X$. The next theorem summarizes the main results of this section.

THEOREM 8 (corollary). Let $X$ be a complex Banach space with norm \| \|. Let $-A$ generate a holomorphic semigroup $e^{-\tau A}$ on $X$, satisfying $\left\|e^{-\tau A}\right\| \leq B_{\alpha}<\infty$, in a closed sector $|\operatorname{Arg} \tau| \leq \alpha \pi / 2$ of the complex $\tau=t+i$ plane, for suitable $\alpha$ with $0<\alpha<1$. Let $\left\|\|_{\alpha}\right.$ be the equivalent norm on $X$ defined in (58), (59). Let $0<\sigma<\alpha$, and let $\lambda$ and $\rho_{\sigma}(t)$ be as in (66). For given $\epsilon, M$, with $\epsilon<M$, let $f \in X$ be given data at time $T>0$, and let $u_{i}(t), i=1,2$, be two solutions of $u_{t}=-A u+g(t), 0<t \leq T$, with $\left\|u_{i}(T)-f\right\| \leq \epsilon / B_{\alpha}$, and $\left\|u_{i}(0)\right\| \leq M / B_{\alpha}$. Finally, let $w(t)=u_{1}(t)-u_{2}(t)$. Then

$$
\begin{equation*}
\|w(t)\| \leq\|w(t)\|_{\alpha} \leq 2 M^{1-\rho_{\sigma}(t)} \epsilon^{\rho_{\sigma}(t)}, \quad 0 \leq t \leq T \tag{76}
\end{equation*}
$$

If, in addition, $\left\|u_{i}(s)-u_{i}(0)\right\| \leq K \epsilon / B_{\alpha}, i=1,2$, with known $K, 0<K<M / \epsilon$, and known $s>0$ such that $\rho_{\sigma}(s)>\mu^{*}$, where $\mu^{*}$ is defined in (8), then

$$
\begin{equation*}
\|w(t)\| \leq\|w(t)\|_{\alpha} \leq 2 \Gamma^{1-\rho_{\sigma}(t)} \epsilon, \quad 0 \leq t \leq T \tag{77}
\end{equation*}
$$

where $\Gamma<M / \epsilon$ is the unique root of $x-K-x^{1-\rho_{\sigma}(s)}=0$. Moreover, $\Gamma \ll M / \epsilon$ if $\rho_{\sigma}(s) \gg \mu^{*}$.

Proof. From (59), we have $\|w(0)\|_{\alpha} \leq 2 M,\|w(T)\|_{\alpha} \leq 2 \epsilon$. Hence, (76) follows from (67). Likewise, $\|w(s)-w(0)\|_{\alpha} \leq 2 K \epsilon$. Applying Theorem 1 with the $\left\|\|_{\alpha}\right.$ norm on $X$, we obtain (77) from (67).
8. An example. In the Navier-Stokes equations, where the Hölder exponent $\mu(t)$ in (41) depends on $1 / \nu$, it is not known whether or not there can be equality in the Knops-Payne inequality (42). However, the following example demonstrates that rapid exponential decay in $\mu(t)$ can be realized in quite simple problems. With positive constants $a, c, Q$, consider the 1-D parabolic initial value problem in $L^{2}(0, \pi)$,

$$
\begin{align*}
& u_{t}=a e^{c t} u_{x x}, \quad 0<x<\pi, \quad t>0 \\
& u(0, t)=u(\pi, t)=0, \quad t \geq 0  \tag{78}\\
& u(x, 0)=Q \sin m x, \quad 0 \leq x \leq \pi
\end{align*}
$$

The unique solution of (78) is

$$
\begin{equation*}
u(x, t)=Q e^{-a m^{2}\left(e^{c t}-1\right) / c} \sin m x, \quad t \geq 0 \tag{79}
\end{equation*}
$$

Moreover, $u(x, t)$ satisfies

$$
\begin{equation*}
\|u(t)\|=\|u(0)\|^{1-\mu(t)}\|u(T)\|^{\mu(t)}, \quad 0 \leq t \leq T \tag{80}
\end{equation*}
$$

where $\mu(t)=\left\{e^{c t}-1\right\}\left\{e^{c T}-1\right\}^{-1}$ and $\left\|\|\right.$ is the norm on $L^{2}(0, \pi)$. This shows that Theorem 3 is sharp. By choosing $c>0$ sufficiently large in (78), we can expect to simulate some of the difficulties that would attend backwards in time continuation in the Navier-Stokes equations.

Let $a=2 \times 10^{-5}$, let $c=10$, and, for any positive integer $m$, let

$$
\begin{equation*}
g_{m}(t)=e^{-a m^{2}\left(e^{c t}-1\right) / c}, \quad t \geq 0 \tag{81}
\end{equation*}
$$

Let $p=\sqrt{2 / \pi}$. With $M=10$, and $\epsilon=2 \times 10^{-7}$, consider the initial data

$$
\begin{equation*}
u(x, 0)=p \sqrt{\left(1-\epsilon^{2}\right) / 2} M \sin 2 x+p \sum_{n=1}^{\infty} b_{2 n+1} \sin (2 n+1) x \tag{82}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{n=1}^{\infty} b_{2 n+1}^{2}=\epsilon^{2} M^{2} / 2, \quad \quad \sum_{n=1}^{\infty} n^{q} b_{2 n+1}^{2}=\infty \quad \forall q>0 \tag{83}
\end{equation*}
$$

Thus, $u(x, 0)$ is an $L^{2}$ function on $(0, \pi)$ which is not in $H^{q}(0, \pi)$ for any $q>0$, and $\|u(0)\|=M / \sqrt{2}$. We may think of the second term in (82) as representing highly localized, nondifferentiable singularities that are superimposed onto the first term. With these initial data in (78), the unique solution is
(84) $u(x, t)=p \sqrt{\left(1-\epsilon^{2}\right) / 2} M g_{2}(t) \sin 2 x+p \sum_{n=1}^{\infty} b_{2 n+1} g_{2 n+1}(t) \sin (2 n+1) x$.

Given an a priori $L^{2}$ bound for $u(x, t)$ at $t=0$, consider recovering the solution (84) on $0 \leq t<1$, from approximate data $f(x)$ at $t=1$, with $\|u(1)-f\| \leq \epsilon$. Let

$$
\begin{equation*}
\|u(0)\| \leq M=10 \tag{85}
\end{equation*}
$$

be this prescribed bound, and let the data $f(x)$ at $t=1$ be given by

$$
\begin{equation*}
f(x)=u(x, 1)+p(M / \sqrt{2}) g_{20}(1) \sin 20 x \tag{86}
\end{equation*}
$$

Then

$$
\begin{align*}
& \|u(1)-f\|=(M / \sqrt{2}) g_{20}(1)=1.574 \times 10^{-7}<\epsilon \\
& \|u(1)-f\| /\|u(1)\|<g_{20}(1)\left\{\sqrt{1-\epsilon^{2}} g_{2}(1)\right\}^{-1}=2.66 \times 10^{-8} \tag{87}
\end{align*}
$$

Evidently, the given data $f(x)$ approximates $u(x, 1)$ extremely closely in both absolute and relative terms. However, if $v(x, t)$ is the function

$$
\begin{equation*}
v(x, t)=u(x, t)+p(M / \sqrt{2}) g_{20}(t) \sin 20 x, \quad 0 \leq t \leq 1 \tag{88}
\end{equation*}
$$

then $v(x, 1)=f(x), v(x, t)$ is a solution, and, since $\|v(0)\|=M, v(x, t)$ is an equally valid continuation. Noteworthy is the substantial qualitative difference between $u(x, t)$ and $v(x, t)$, which emerges as early as $t=1 / 2$, as continuation unfolds backwards from $t=1$. While $g_{2}(1)=0.8384$ and $g_{20}(1)=2.226 \times 10^{-8}$, we find $g_{2}(1 / 2)=0.9988$ and $g_{20}(1 / 2)=0.8888$. Consequently, while the primary component in $u(x, t)$ is the large amplitude $\sin 2 x$ oscillation for $0 \leq t \leq 1$, the $\sin 2 x$ and $\sin 20 x$ terms have approximately equal amplitudes in $v(x, t)$, for $0 \leq t \leq 1 / 2$. Clearly, Hölder-continuous data dependence is simply too weak to distinguish $u(x, t)$ from $v(x, t)$ in this example, even though $\|u(1 / 2)-v(1 / 2)\|=6.285$ is roughly the same size as $\| u(0 \|$.

We shall show that an SECB constraint can easily distinguish between $u(x, t)$ and $v(x, t)$, although neither function is differentiable in $x$ at $t=0$. Indeed, with $K=35$ and $s=0.01$, we find

$$
\begin{align*}
\|u(s)-u(0)\|^{2} & =\left(1-\epsilon^{2}\right)\left(M^{2} / 2\right)\left(1-g_{2}(s)\right)^{2}+\sum_{n=1}^{\infty} b_{2 n+1}^{2}\left(1-g_{2 n+1}(s)\right)^{2} \\
& \leq\left(1-\epsilon^{2}\right)\left(M^{2} / 2\right)\left(1-g_{2}(s)\right)^{2}+\epsilon^{2} M^{2} / 2 \\
& =\left(6.115 \times 10^{-6}\right)^{2}<K^{2} \epsilon^{2} \tag{89}
\end{align*}
$$

On the other hand, with $s=0.01$,

$$
\begin{align*}
\|v(s)-v(0)\|^{2} & =\|u(s)-u(0)\|^{2}+\left(M^{2} / 2\right)\left(1-g_{20}(s)\right)^{2} \\
& >\left(M^{2} / 2\right)\left(1-g_{20}(s)\right)^{2}=\left(5.949 \times 10^{-4}\right)^{2} \\
& >(2974)^{2} \epsilon^{2} \tag{90}
\end{align*}
$$

Therefore, the SECB constraint

$$
\begin{equation*}
\|u(0.01)-u(0)\| \leq 35 \epsilon \tag{91}
\end{equation*}
$$

eliminates $v(x, t)$ in (88) as a possible continuation, while allowing $u(x, t)$ in (84). Here, $\mu(s) / \mu^{*}=121, \Gamma=554,235$, and $M / \epsilon=90 \Gamma$. It follows from Theorem 1 and (80) that if $u_{1}(x, t)$ is any other continuation satisfying (91), then $\left\|u(t)-u_{1}(t)\right\|$ $\leq 2 \Gamma^{1-\mu(t)} \epsilon, \quad 0 \leq t \leq 1$. Hence, $\left\|u(1 / 2)-u_{1}(1 / 2)\right\| \leq 0.203$, and $\left\|u(0)-u_{1}(0)\right\|$ $\leq 0.222$. Since $\|u(1 / 2)\|>\left\{\left(1-\epsilon^{2}\right) / 2\right\}^{1 / 2} M g_{2}(1 / 2)=7.063$, and $\|u(0)\|=7.071$, the maximum $L^{2}$ relative errors in approximating $u(x, t)$ at $t=1 / 2$ and at $t=0$, are, respectively, $2.87 \%$ and $3.14 \%$. Without the SECB constraint (91), these relative errors are, respectively, $251 \%$ and $283 \%$.
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# RIEMANN PROBLEMS WITH A KINK* 
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#### Abstract

We study the Riemann problem for isothermal flow of a gas in a thin pipe with a kink in it. This is modeled by a $2 \times 2$ system of conservation laws with Dirac measure sink term concentrated at the location of the bends in the pipe. We show that the Riemann problem for this system of equations always has a unique solution, given an extra condition relating the speeds on both sides of the kink. Furthermore, we study the related problem where the flow is perturbed by a continuous addition of momentum at distinct points. Under certain conditions we show that this Riemann problem also has a unique solution.
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0. Introduction. We consider the flow of an isothermal gas in a (infinitely) long, thin pipe of constant cross section. If the walls of the pipe have no effect on the flow, and the pipe is straight, this can be modeled by the system of conservation laws [15, p. 56]

$$
\begin{equation*}
\rho_{t}+(\rho v)_{x}=0, \quad(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x}=0 \tag{0.1}
\end{equation*}
$$

Here, $\rho(x, t)$ denotes the density of the gas, and $v(x, t)$ the velocity. The position along the pipe is described by the coordinate $x$, and $t$ denotes the time variable. These equations describe the conservation of mass and momentum, respectively.

We here discuss the isothermal case rather than the more general case of polytropic gas modeled by replacing the second equation in (0.1) by $(\rho v)_{t}+\left(\rho v^{2}+\kappa \rho^{\gamma}\right)_{x}=$ 0 . This equation yields more unwieldy calculations, and thus we focus on the isothermal case here.

In this paper we discuss the situation where the pipe is not straight but has one or several kinks in it. In between these kinks the pipe is straight. Hence the pipe can be described by a polygonal curve, and we ignore gravity. As in the model without kinks, we let $\rho(x, t)$ denote the density of the gas, and $v(x, t)$ its velocity. We now let $x$ be the arc-length parameter along the pipe, or rather the curve describing the pipe. Away from the kinks, conservation of mass and momentum is given by (0.1). It remains to determine the equations holding at the kinks.

Since the cross section of the pipe is assumed to be constant on each side of a kink, conservation of mass reads, as before,

$$
\begin{equation*}
\rho_{t}+(\rho v)_{x}=0 \tag{0.2}
\end{equation*}
$$

In general, we cannot assume that $\rho$ and $v$ are continuous at the location of the kink. Since a kink is always located at the same $x$, which for simplicity we assume to be at
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FIG. 1. The kink.
$x=0$, discontinuities at kinks must satisfy a Rankine-Hugoniot condition where the speed of the discontinuity is zero. Hence, from (0.2) we obtain

$$
0=0\left(\rho_{l}-\rho_{r}\right)=(\rho v)_{l}-(\rho v)_{r}
$$

where we have used the notation $f_{l, r}=\lim _{x \rightarrow 0^{\mp}} f(x)$. Therefore the product $\rho v$ is continuous across kinks. To derive the momentum balance, we again consider a kink located at $x=0$; the angle of the kink is given by $\theta$ (see Figure 1). Since the velocity of the gas is assumed to be parallel to the pipe (except at the kinks), we have

$$
\mathbf{v}_{l}=v_{l}(1,0), \quad \mathbf{v}_{r}=v_{r}(\cos \theta, \sin \theta)
$$

Consequently, the change in momentum introduced by the kink is given by

$$
\rho_{r} \mathbf{v}_{r}-\rho_{l} \mathbf{v}_{l}=\rho v(\cos \theta-1, \sin \theta)
$$

Therefore, the kink will act as a momentum sink, with a magnitude given by

$$
\begin{equation*}
\left|\rho_{r} \mathbf{v}_{r}-\rho_{l} \mathbf{v}_{l}\right|=\rho v \sqrt{2(1-\cos \theta)} \tag{0.3}
\end{equation*}
$$

To compensate for the complicated and probably genuinely two-dimensional behavior at the kink, we introduce a multiplicative empirical factor $f \in[0,1]$. This factor has dimension length $(\text { time })^{-1}$ and is assumed to depend on the properties of the pipe and the gas. For simplicity, we will assume that the pipe is homogeneous, such that $f$ is not dependent on location. Hence, we then arrive at the following model:

$$
\begin{align*}
\rho_{t}+(\rho v)_{x} & =0 \\
(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x} & =-f \sum_{i} k_{i} \delta_{x_{i}} \rho v \tag{0.4}
\end{align*}
$$

where $\delta_{x_{i}}$ is the Dirac measure located at the position $x_{i}$ of the $i$ th kink and $k_{i}$ is given by the angle of this kink $\theta_{i}$ as

$$
k_{i}=\sqrt{2\left(1-\cos \theta_{i}\right)}
$$

In order to examine one simple consequence of the model (0.4), we imagine a closed piecewise linear pipe approximating a circle of radius $r$. Assume that we have $n$ equally spaced kinks, each of an angle $\theta=2 \pi / n$. We are interested in what happens for large $n$; then

$$
k_{i}=\sqrt{2(1-\cos (2 \pi / n))} \approx \frac{2 \pi}{n}
$$

Also, the distance between adjacent kinks $\Delta x=x_{i}-x_{i-1} \approx r 2 \pi / n$. Therefore

$$
\sum_{i}^{n} \rho v k_{i} \delta_{x_{i}} \approx \sum_{i}^{n} \rho v \frac{\Delta x}{r} \rightharpoonup \frac{\rho(x, t) v(x, t)}{r}
$$

where $\rightarrow$ denotes weak convergence. Hence, for a smooth pipe, conservation of momentum is expressed by

$$
\begin{equation*}
(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x}=-\rho v f \kappa(x), \tag{0.5}
\end{equation*}
$$

with $\kappa(x)$ denoting the curvature of the pipe at $x$ and $f(x)$ the local empirical bending factor at $x$.

In our model (0.4) $k_{i} \in\langle 0,2\rangle$. Mathematically, however, one can study the model for any value of $k_{i}$. For $k_{i}$ nonnegative we find that (0.4) has a unique solution if $k_{i}$ is less than 4. In our discussion we are mostly concerned with $k_{i}=\sqrt{2\left(1-\cos \theta_{i}\right)}$.

When one continuously adds momentum to the gas at distinct points $x_{i}$, we obtain the model (0.4) with $k_{i}$ negative. The quantity $\left|f k_{i}\right|$ is proportional to the added momentum. For $k_{i} \geq 2(1-\sqrt{2})$ the equation has a unique solution with the appropriate entropy condition. This case is studied mutatis mutandis in section 3 .

The model (0.4) also arises as a model for the boundary behavior in an important two-dimensional system of conservation laws. Consider the two-dimensional version of (0.1),

$$
\begin{align*}
\rho_{t}+(\rho v)_{x}+(\rho u)_{y} & =0 \\
(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x}+(\rho v u)_{y} & =0  \tag{0.6}\\
(\rho u)_{t}+(\rho v u)_{x}+\left(\rho u^{2}+\rho\right)_{y} & =0 .
\end{align*}
$$

Here, $v$ and $u$ denote the velocity in the $x$ and $y$ direction, respectively. Let $p(x)$ denote the function

$$
p(x)= \begin{cases}0 & \text { for } x<0 \\ x \tan \theta & \text { for } x \geq 0\end{cases}
$$

and let $\Omega$ denote the set

$$
\{(x, y) \mid y>p(x)\}
$$

Then consider ( 0.6 ) in $\Omega$ with the boundary condition that the velocity is parallel to $\partial \Omega$ at $\partial \Omega$. This system models the isothermal flow across a ramp in two dimensions. If one imposes the initial condition

$$
(\rho, u, v)(x, 0)= \begin{cases}\left(\rho_{l}, u_{l}, v_{l}\right) & \text { for } x<0 \\ \left(\rho_{r}, u_{r}, v_{r}\right) & \text { for } x \geq 0\end{cases}
$$

the solution along the boundary will be given by the solution of the Riemann problem considered here, (1.10). As an application, one could envision using the solution computed in this paper as input at the boundary in a numerical scheme for solving (0.6).

The model ( 0.5 ) is an example of a system of conservation laws with source, sometimes referred to as balance equations. The general form of such equations is

$$
\begin{equation*}
w_{t}+f(w)_{x}=g(x, w), \tag{0.7}
\end{equation*}
$$

where $w=w(x, t)$ is in $\mathbb{R}^{n}$, and consequently $f$ is a mapping $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $g$ is a mapping $\mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. Balance equations of this form are used to model a variety of situations. One system of equations, which is somewhat related to the model presented here, is a quasi-one-dimensional model for gas flow in a variable area duct. This model reads

$$
\begin{align*}
\rho_{t}+(\rho v)_{x} & =-\frac{a^{\prime}(x)}{a(x)} \rho v \\
(\rho v)_{t}+\left(\rho v^{2}+p(v)\right)_{x} & =-\frac{a^{\prime}(x)}{a(x)} \rho v^{2}  \tag{0.8}\\
(\rho E)_{t}+(\rho E v+p(v) v)_{x} & =-\frac{a^{\prime}(x)}{a(x)}(\rho E v+p(v) v)
\end{align*}
$$

where $\rho$ and $v$ are as before, and $p(v)$ denotes the pressure and $E$ the total energy of the gas. The cross sectional area of the duct is denoted by $a(x)$. This model (0.8) has been analyzed by Liu in $[4,5,7,8]$. A scalar version was analyzed by Greenberg et al. [3]. A discussion of multiple steady states in the context of one-dimensional transonic flow can be found in [1]. If the source term $g$ is smooth and bounded, and if the eigenvalues of the Jacobian $d f$ are real, distinct, and different from zero, existence of a global (in $t$ ) solution was obtained in [4] by a generalization of Glimm's method, and uniqueness and stability were proved by Crasta and Piccoli [6] in the $2 \times 2$ case. A numerical method for such systems was analyzed by Glaister [2]. If, however, the eigenvalues may take the value zero, (0.7) is a so-called resonant hyperbolic system. This is the case for the system (0.8), as well as for the system discussed in this paper. Chen and Glimm [11] proved existence of global solutions of the system consisting of the first two equations in (0.8) with a smoothly varying cross section.

The wave structure for resonant hyperbolic systems may be surprisingly complicated; see Isaacson and Temple [12], as well as the above-mentioned works by Liu.

If the cross sectional area of the duct in (0.8) is piecewise constant, the source term becomes a point source similar to the source in (0.4). The Riemann problem for (0.8) with a piecewise constant $a$ was analyzed by Marchesin and Paes-Leme in [9].

In addition, we mention that systems of equations exhibiting nonlinear resonance also occur in models of two- and three-phase flow in porous media; see [10] and [13].

1. The Riemann problem. We consider the following system of equations:

$$
\begin{gather*}
\rho_{t}+(\rho v)_{x}=0 \\
(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x}=-\sum_{i} f_{i} k_{i} \delta_{x_{i}} \rho v  \tag{1.1}\\
\rho(x, 0)=\rho_{0}(x), \quad v(x, 0)=v_{0}(x)
\end{gather*}
$$

where the unknowns $\rho$ and $v$ are functions of $x$ and $t$. The effects of the bends in the pipe are expressed by the term $k_{i} \delta_{x_{i}} \rho v$, where $\delta_{x_{i}}$ denotes the unit point mass located at $x_{i}$ and $k_{i}$ is given by

$$
\begin{equation*}
k_{i}=k\left(\theta_{i}\right)=\sqrt{2\left(1-\cos \left(\theta_{i}\right)\right)}, \tag{1.2}
\end{equation*}
$$

where $\theta_{i}$ is the angle of the bend located at $x_{i}$. Even in the absence of source terms, (1.1) generally develops discontinuities, so we seek weak solutions. By definition these
satisfy

$$
\begin{gather*}
\iint \rho \varphi_{t}+\rho v \varphi_{x} d x d t+\int \rho_{0}(x) \varphi(x, 0) d x=0  \tag{1.3}\\
\iint \rho v \varphi_{t}+\left(\rho v^{2}+\rho\right) \varphi_{x} d x d t+\int \rho_{0}(x) v_{0}(x) \varphi(x, 0) d x= \\
\int \sum_{i} f_{i} k_{i} \varphi\left(x_{i}, t\right) \rho\left(x_{i}, t\right) v\left(x_{i}, t\right) d t
\end{gather*}
$$

If there are no source terms, (1.1) is a strictly hyperbolic conservation law, with eigenvalues

$$
\begin{equation*}
\lambda_{1}=v-1 \text { and } \lambda_{2}=v+1 \tag{1.4}
\end{equation*}
$$

The corresponding eigenvectors are

$$
\begin{equation*}
e_{1}=(1, v-1) \text { and } e_{2}=(1, v+1) \tag{1.5}
\end{equation*}
$$

When solving the Riemann problem we are interested in those states $(\rho, v)$ that can be joined to a given state $\left(\rho_{0}, v_{0}\right)$ by a simple wave, i.e., either a shock wave or a rarefaction wave. The shock waves satisfy the Lax entropy condition. For a definition of these concepts, see $[14,15]$. Through each $\left(\rho_{0}, v_{0}\right)$ there are two curves, $C_{1}\left(\rho_{0}, v_{0}\right)$ and $C_{2}\left(\rho_{0}, v_{0}\right)$, of such states. If $(\rho, v)$ is on $C_{1}\left(\rho_{0}, v_{0}\right)$, then the initial value problem

$$
\begin{gather*}
\rho_{t}+(\rho v)_{x}=0 \\
\rho(x, 0)=\left\{\begin{array}{ll}
\rho_{0} & \text { for } x<0, \\
\rho & \text { for } x>0,
\end{array} \quad v(x, 0)= \begin{cases}v_{0} & \text { for } x<0 \\
v & \text { for } x>0\end{cases} \right.
\end{gather*}
$$

is solved by a slow wave (also denoted as a one-wave). This wave is a (one-)shock wave if $\rho>\rho_{0}$ and a (one-)rarefaction wave if $\rho<\rho_{0}$. The curve $C_{1}$ is given by the following expression [15, pp. 71ff and p. 84f]:

$$
C_{1}: v_{1}\left(\rho ; \rho_{0}, v_{0}\right)= \begin{cases}v_{0}-\ln \left(\frac{\rho}{\rho_{0}}\right) & \text { for } \rho<\rho_{0}  \tag{1.7}\\ v_{0}-\frac{\rho-\rho_{0}}{\sqrt{\rho \rho_{0}}} & \text { for } \rho>\rho_{0}\end{cases}
$$

Similarly, if $(\rho, v)$ is on $C_{2}\left(\rho_{0}, v_{0}\right)$, then the initial value problem (1.6) is solved by either a two-shock wave or a two-rarefaction wave. The curve $C_{2}$ is given by $[15, \mathrm{pp}$. 71 ff and p. 84f]

$$
C_{2}: v_{2}\left(\rho ; \rho_{0}, v_{0}\right)= \begin{cases}v_{0}+\frac{\rho-\rho_{0}}{\sqrt{\rho \rho_{0}}} & \text { for } \rho<\rho_{0}  \tag{1.8}\\ v_{0}+\ln \left(\frac{\rho}{\rho_{0}}\right) & \text { for } \rho>\rho_{0}\end{cases}
$$

with two-shock waves corresponding to $\rho<\rho_{0}$ and two-rarefaction waves corresponding to $\rho>\rho_{0}$. Whenever convenient we will denote the shock and rarefaction part of $C_{i}$ by $S_{i}$ and $R_{i}$, respectively. Furthermore, when we consider the right state $R$ as fixed, we denote the corresponding wave curves by $C_{i}^{-}$, etc. Note that $C_{1}$
is given by a decreasing convex function of $v_{1}(\rho)$, such that $\lim _{\rho \rightarrow 0+} v_{1}=\infty$ and $\lim _{\rho \rightarrow \infty} v_{1}=-\infty$, and that $C_{2}$ is given by an increasing concave function $v_{2}(\rho)$, such that $\lim _{\rho \rightarrow 0+} v_{2}=-\infty$ and $\lim _{\rho \rightarrow \infty} v_{2}=-\infty$. If the source terms in (1.1) are absent, the unique solution of the Riemann problem is ensured.

The speed of shock waves is given by the Rankine-Hugoniot condition and may be computed from the first equation in (1.1):

$$
\begin{equation*}
s_{j}=\frac{\rho v_{j}-\rho_{0} v_{0}}{\rho-\rho_{0}}=v_{0}+(-1)^{j} \sqrt{\frac{\rho}{\rho_{0}}}=v_{j}+(-1)^{j} \sqrt{\frac{\rho_{0}}{\rho}} . \tag{1.9}
\end{equation*}
$$

Note that both shock speeds and the speed of rarefaction waves can be both positive and negative. In our construction of the solution of the Riemann problem we will need certain points on the shock curves. If $(\rho, v)$ is a given state, we denote the point on the shock curve that can be connected with a shock of zero speed by $Z(\rho, v)$. From expressions (1.7)-(1.9) we find that

$$
Z(\rho, v)=\left(\rho v^{2}, \frac{1}{v}\right)
$$

for one-shocks it is defined for $v \geq 1$, while for two-shocks it is defined for $v \in[-1,0\rangle$. Furthermore, we will need the intersection of $C_{1}(L)$ and the line $v=-1$, and we denote by $\widehat{L}$ the unique point in $C_{1}(L) \cap\{v=-1\}$. In addition, we let $\widetilde{L}$ denote the unique intersection of $C_{1}(L)$ and the line $v=v_{c}^{-}$(see (2.4)).

The Riemann problem for (1.1) is the initial value problem

$$
\begin{gather*}
\rho_{t}+(\rho v)_{x}=0 \\
(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x}=-k \delta_{0} \rho v \\
\rho(x, 0)=\left\{\begin{array}{ll}
\rho_{L} & \text { for } x<0, \\
\rho_{R} & \text { for } x>0,
\end{array} \quad v(x, 0)= \begin{cases}v_{L} & \text { for } x<0 \\
v_{R} & \text { for } x>0\end{cases} \right. \tag{1.10}
\end{gather*}
$$

where we have absorbed the empirical factor $f$ in the geometric factor $k$. We study two distinct but related cases; $k$ positive (where $\theta=\arccos \left(1-k^{2} / 2\right)$ denotes the angle of the kink) and $k$ negative. In both cases, $|k| \leq 2$. We seek self-similar solutions to (1.10); that is, $\rho=\rho(x / t)$ and $v=v(x / t)$. Away from the point $x=0$, we can use the curves $C_{1}$ and $C_{2}$ to connect states $(\rho, v)$. We label such connections $C$-waves. At the point $x=0$, we will in general have a discontinuity. This discontinuity will satisfy the Rankine-Hugoniot conditions

$$
\begin{equation*}
\llbracket \rho v \rrbracket=0, \quad \llbracket \rho v^{2}+\rho \rrbracket=-k \rho v, \tag{1.11}
\end{equation*}
$$

where by $\llbracket \phi \rrbracket$ we denote the jump in $\phi$, i.e., $\llbracket \phi \rrbracket=\phi_{r}-\phi_{l}$. (Recall that the momentum $\rho v$ is continuous across the kink.) Given ( $\rho_{l}, v_{l}$ ), the last equation in (1.11) can be solved for $v_{r}$, giving

$$
\begin{equation*}
v_{r}:=g_{ \pm}\left(v_{l}\right):=\frac{1}{2 v_{l}}\left(\alpha\left(v_{l}\right) \pm \sqrt{\alpha^{2}\left(v_{l}\right)-4 v_{l}^{2}}\right) \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(v)=v^{2}-k v+1 \tag{1.13}
\end{equation*}
$$

We can now use the first equation in (1.11) to calculate $\rho_{r}$,

$$
\begin{equation*}
\rho_{r}:=\rho_{l} f_{ \pm}\left(v_{l}\right):=\rho_{l} \frac{v_{l}}{g_{ \pm}\left(v_{l}\right)} . \tag{1.14}
\end{equation*}
$$

For any point $\left(\rho_{l}, v_{l}\right)$ we therefore have two candidates for $\left(\rho_{r}, v_{r}\right)$. In order to choose between these we impose the extra condition

$$
\begin{equation*}
\frac{d v_{r}}{d v_{l}} \geq 0 \tag{1.15}
\end{equation*}
$$

an increase in velocity of the gas coming into the kink should result in an increase in outgoing velocity. We will use the same criterion for $k$ negative. The choice (1.15) selects a branch of $g_{ \pm}$and hence of $f_{ \pm}$. The remaining discussion will depend on the properties of this function determined by the sign of $k$.
2. The Riemann problem for flow through a kink. We will need detailed properties of the function $g_{ \pm}$which satisfies

$$
\begin{equation*}
v g^{2}-\alpha(v) g+v=0, \quad g=g_{ \pm} \tag{2.1}
\end{equation*}
$$

and this implies that the solution satisfies

$$
\begin{equation*}
v=-g(-g(v)) \tag{2.2}
\end{equation*}
$$

The two solutions fulfill

$$
\begin{equation*}
g_{ \pm}(v)=g_{ \pm}(1 / v), \quad g_{+}(v) g_{-}(v)=1 \tag{2.3}
\end{equation*}
$$

Define

$$
\begin{equation*}
v_{c}^{+}=-g_{+}(-1), \quad v_{c}^{-}=-g_{-}(-1) \tag{2.4}
\end{equation*}
$$

We have that $v_{c}^{-} \leq 1 \leq v_{c}^{+}$, equality holding only if $k=0$. The symmetry (2.2) implies that $g_{ \pm}\left(v_{c}^{ \pm}\right)=1$. Furthermore,

$$
\begin{array}{ll}
g_{+}^{\prime}(v) \geq 0 & \text { for } v \leq-1 \text { and for } v \geq v_{c}^{+} \\
g_{-}^{\prime}(v) \geq 0 & \text { for } v \in\left[-1, v_{c}^{-}\right]
\end{array}
$$

In Figure 2 below we show $g_{ \pm}$and $f_{ \pm}$for $k=0.5$.
This means that for $v_{l} \in\langle-\infty,-1] \cup\left[v_{c}^{+}, \infty\right\rangle$, we choose the plus sign in (1.12) and (1.14), while for $v \in\left[-1, v_{c}^{-}\right]$, we choose the minus sign. There are no solutions in the region $\left\langle v_{c}^{-}, v_{c}^{+}\right\rangle$. In the figure this choice is indicated by solid lines. Therefore let the mapping $K$ be given by

$$
K(\rho, v)= \begin{cases}\left(\rho f_{+}(v), g_{+}(v)\right) & \text { for } v \leq-1 \text { and for } v \geq v_{c}^{+}  \tag{2.5}\\ \left(\rho f_{-}(v), g_{-}(v)\right) & \text { for } v \in\left[-1, v_{c}^{-}\right]\end{cases}
$$

In the following we use the term " $K$-wave," meaning the mapping $K$. An important property of the $K$ mapping is that it commutes with the stationary shocks.

Lemma 2.1. The $K$ mapping commutes with $Z$, i.e., $Z(K(\rho, v))=K(Z(\rho, v))$ whenever the two mappings are defined.


Fig. 2. The functions $g_{ \pm}$(left) and $f_{ \pm}$(right) for $k=0.5$.

Proof. Let $(\rho, v)$ be a point with $v \geq v_{c}^{+}$. We then compute

$$
\begin{aligned}
Z(K(\rho, v)) & =Z\left(\rho v g_{+}(v), g_{-}(v)\right) \\
& =\left(\rho v g_{+}(v) g_{-}^{2}(v), \frac{1}{g_{-}(v)}\right) \\
& =\left(\rho v g_{-}(v), g_{+}(v)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
K(Z(\rho, v)) & =K\left(\rho v^{2}, \frac{1}{v}\right) \\
& =\left(\rho v^{2} \frac{1}{v} g_{-}\left(\frac{1}{v}\right), g_{+}\left(\frac{1}{v}\right)\right) \\
& =\left(\rho v g_{-}(v), g_{+}(v)\right) \\
& =Z(K(\rho, v))
\end{aligned}
$$

The case for fast waves is similar.
So when solving the Riemann problem we have three waves at our disposal: $C_{1}$ waves, $C_{2}$-waves, and $K$-waves. The $K$-waves always have zero speed, and the $C$ waves can have both positive and negative speed. The solution has to contain a $K$-wave to bring us from one part of the pipe to the other. This means that a priori the solution may consist of up to five different waves: $C_{1} C_{2} K C_{1} C_{2}$. However, the following lemma limits this to four.

Lemma 2.2. The wave configuration $\ldots C_{2} K C_{1} \ldots$ is impossible.
Proof. The smallest speed of the right edge of any $C_{2}$-wave with a right state ( $\rho_{l}, v_{l}$ ) is $v_{l}+1$, and the largest speed of the left edge of a $C_{1}$-wave with a left state $\left(\rho_{r}, v_{r}\right)$ is $v_{l}-1$. Therefore we have the inequalities

$$
v_{l}+1 \leq 0 \leq v_{r}-1,
$$

which means that $v_{l} \leq-1$ and $v_{r} \geq 1$. Since $\rho v$ is constant across $K$-waves, there can be no $K$-wave connecting $\left(\rho_{l}, v_{l}\right)$ and $\left(\rho_{r}, v_{r}\right)$.

Consequently, we are left with the four possible wave configurations to solve the Riemann problem:

$$
C_{1} K C_{1} C_{2}, \quad C_{1} K C_{2}, C_{1} C_{2} K C_{2}, \text { and } K C_{1} C_{2}
$$

When solving the Riemann problem, we use the strategy that for each fixed left state $L=\left(\rho_{L}, v_{L}\right)$ we construct waves with increasing speed until we reach the right state $R$. In this way we partition the $(\rho, v)$ plane into regions such that for each $R=\left(\rho_{R}, v_{R}\right)$ in a region, the wave structure of the solution is constant. Hence, we may have a $C_{1} C_{2} K C_{2}$ region, a $C_{1} K C_{2}$ region, etc. States to the left of the $K$-wave are denoted by $l$ and states to the right are denoted by $r$.

It turns out that there are two cases: $v_{L}>v_{c}^{+}$and $v_{L} \leq v_{c}^{+}$.
Case 1. $v_{L}>v_{c}^{+}$. Consider first a right state $R$ near $L$. The waves in a neighborhood of $L$ all have positive speed, and hence we have to start with a $K$-wave. Let $r_{1}=\left(\rho_{r_{1}}, v_{r_{1}}\right)=K(L)$. Then $v_{r_{1}} \in\left[1, v_{L}\right]$. We now construct wave curves $C_{1}\left(r_{1}\right)$ and $C_{2}\left(r_{1}\right)$. For $r_{2} \in R_{1}\left(r_{1}\right)$ wave speeds are all positive, and we may continue with a fast wave $C_{2}\left(r_{2}\right)$ to reach a right state $R$, viz. $R \in C_{2}\left(r_{2}\right)$. If, however, $r_{2} \in C_{1}\left(r_{1}\right)$, the shock speed is positive only down to the point $Z\left(r_{1}\right)$, which by Lemma 2.1 equals $K(Z(L))$. Thus for each $r_{2}=\left(\rho_{r_{2}}, v_{r_{2}}\right)$ with $v_{r_{2}} \in\left[1 / v_{r_{1}}, v_{r_{1}}\right]$, we may continue with a fast wave to a right state $R \in C_{2}\left(r_{2}\right)$. In this way we fill the region denoted by $K C_{1} C_{2}$ above the curve $C_{2}(K(Z(L)))$. To prove uniqueness, consider a right state $R$ in this region. The Riemann problem with left state $K(L)$ and right state $R$ has a unique solution by standard techniques, and hence the only alternative would be to start from the right with a $K$-wave to the state $K^{-1}(R)$, which, however, is in the region with only waves with positive speed and hence is impossible.

Consider now a point $l_{1}$ on $S_{1}(L)$ between $Z(L)$ and $\widehat{L}$. $L$ connects to $l_{1}$ with a slow shock with negative speed. For each such state $l_{1}$, we may continue with a $K$-wave to a state $r_{1}=K\left(l_{1}\right)$. At the state $\widehat{L}$ the $K$-map ceases to be continuous, and the wave structure will be different. Fast rarefaction waves from $r_{2}$ will all have positive speed and may be used in the construction to reach a right state $R \in R_{2}\left(r_{2}\right)$. For fast shock waves emanating from $r_{1}$ with positive $v_{r_{1}}$, the shock speed remains positive (the $Z$ map is not defined), and hence $R$ may be any point on $S_{2}\left(r_{1}\right)$. If, however, $r_{1}$ is between $v=0$ and $v=-v_{c}^{-}$, the shocks on $C_{2}\left(r_{1}\right)$ have positive speed down to $Z\left(r_{1}\right)$, and only states $R$ above this point can be reached with this wave structure. Let $c$ denote the part of $S_{1}(L)$ between $v=0$ and $v=-v_{c}^{-}$, and let $\kappa=K(c)$, and finally $\zeta=Z(K(c))$. We then find that the solution reads $C_{1} K C_{2}$ in the region bounded from above by $C_{2}(K(Z(L)))$ and bounded from below by $\zeta$ and $C_{2}(K(\widehat{L}))$, the two latter curves starting from $Z(K(\widehat{L}))$. To prove uniqueness we first define $\tilde{c}$ as the part of $C_{1}(L)$ between $Z(L)$ and $\widehat{L}$, and subsequently $\tilde{\kappa}=Z(\tilde{c})$. First we have to prove that the curve $\tilde{\kappa}$ is transversal to $C_{2}$ curves starting from $\tilde{\kappa}$. This is the content of Lemma A. 1 in the appendix. Furthermore, let $R$ be above $\zeta$. The only alternative to the given solution would be to connect the states $K^{-1}(R)$ and $R$ instead of using a fast shock. As $K^{-1}$ is monotone in the $v$ variable, $K^{-1}(R)$ will be above $K^{-1}(\zeta)=Z(c)$. But then the state $K^{-1}(R)$ can be reached only with shocks with positive speed, making it impossible to end with a $K$-wave.

Consider now a right state $R$ in the region denoted $C_{1} C_{2} K$, i.e., below the curves $\zeta$ and $v=-v_{c}^{+}$. Let $l_{2}=K^{-1}(R)$. Then $v_{l_{2}} \leq-1$. The curves $C_{2}^{-}\left(l_{2}\right)$ and $S_{1}(L)$ intersect uniquely at a point $l_{1}$. If $l_{2}$ (yes, $l_{2}$ ) is below $S_{1}(L)$, the states $l_{1}$ and $l_{2}$ will connect using a rarefaction wave with negative speed, as $v_{l_{2}} \leq-1$. If, on the other hand, $l_{2}$ is below $S_{1}(L)$, we will use a fast shock wave to connect $l_{1}$ with $l_{2}$. As $R$ is below $\zeta$ and the map $K^{-1}$ is monotone in the $v$ variable, $l_{2}=K^{-1}(R)$ also will be below $K^{-1}(\zeta)=Z(c)$ using Lemma 2.1, and the shock will have negative speed as required. In this way we solve the Riemann problem in the region $C_{1} C_{2} K$.

Finally, the region $C_{1} C_{2} K C_{2}$ is bounded from above by the curve $C_{2}(K(\widehat{L}))$ and
by the line $v=-v_{c}^{+}$from below, both curves emanating from $Z(K(\widehat{L}))$. Let $R$ be in this region. Assume $R$ is such that $v_{R} \geq-v_{c}^{-}$. Then we let $r=\left(\rho_{r},-v_{c}^{-}\right)$be the unique point such that $R \in R_{2}(r)$, and subsequently $l_{2}=K^{-1}(r)=\left(\rho_{l_{2}},-1\right)$. There is a unique state $l_{1}$ on $S_{1}(L)$ such that $l_{2} \in R_{2}\left(l_{1}\right)$. Thus the solution consists of the following waves: The left state $L$ is connected to state $l_{1}$ using a slow shock wave (with negative speed), followed by a fast rarefaction wave (with nonpositive speed) up to the state $l_{2}$ on the line $v=-1$. This state is connected with a $K$-wave to the state $r$. Finally, we use a fast wave to connect to $R$. If $R$ has $v_{R}$ less than $-v_{c}^{-}$, we start by using a fast shock with positive speed from $r=\left(\rho_{r},-v_{c}^{-}\right)$down to $R$, i.e., $R \in S_{2}(r)$. The remaining part of the solution is the same. For the uniqueness question, consider first the case with $v_{R}>-v_{c}^{-}$. Any waves connecting to $K^{-1}(R)$ would have positive speed, which would make it impossible to connect $K^{-1}(R)$ and $R$ with a stationary $K$-wave. If $v_{R}$ is between $-v_{c}^{+}$and $-v_{c}^{-}$, we cannot apply $K^{-1}(R)$, and all fast waves have negative speed in that region, making it impossible to construct a different solution.

Case 2. $v_{L} \leq v_{c}^{+}$. If $v_{L} \leq v_{c}^{+}$, we can connect to the state $l_{1}=\widetilde{L}$ on the intersection $C_{1}(L) \cap\left\{v=v_{c}^{-}\right\}$with a wave of nonpositive speed. (If $v_{L}<v_{c}^{-}$the wave is a rarefaction wave, and if $v_{L}>v_{c}^{-}$it will be a shock wave.) $l_{1}$ can be connected to the state $r_{1}=K\left(l_{1}\right)$ with a $K$-wave. The slow rarefaction wave starting from $r_{1}$ will have nonnegative speed, and hence we may use fast waves from any point $r_{2} \in R_{1}\left(r_{1}\right)$ to reach a right state $R \in C_{2}\left(r_{2}\right)$. In this way we fill the region above the curve $C_{2}(K(\widetilde{L}))$ with a solution of the form $C_{1} K C_{1} C_{2}$. The remaining part of the construction is similar to that of Case 1.

The curves separating the various regions are illustrated in Figures 3 (Case 1) and 4 (Case 2). An illustration of solution curves in all cases is given in Figure 5: the left column for Case 1 and the right column for Case 2.

Hence we have proven the following result.
Theorem 2.3. Let $0 \leq k<2$. Then the Riemann problem

$$
\begin{gather*}
\rho_{t}+(\rho v)_{x}=0 \\
(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x}=-k \delta_{0} \rho v, \\
\rho(x, 0)=\left\{\begin{array}{ll}
\rho_{L} & \text { for } x<0, \\
\rho_{R} & \text { for } x>0,
\end{array} \quad v(x, 0)= \begin{cases}v_{L} & \text { for } x<0 \\
v_{R} & \text { for } x>0\end{cases} \right. \tag{2.6}
\end{gather*}
$$

has a unique solution in the class of combinations of Lax shocks, rarefaction waves, and $K$-waves for any left state $\left(\rho_{L}, v_{L}\right)$ and right state $\left(\rho_{R}, v_{R}\right)$ with positive densities $\rho_{L}$ and $\rho_{R}$ given by the above construction.
3. The Riemann problem for addition of momentum. The general structure of the argument is identical to that used in the case with $k$ positive. However, the properties of the function $g_{ \pm}$and $f_{ \pm}$are different in the two cases (cf. Figure 2 and Figure 6), and a separate discussion is required. To keep the presentation short, we give the details only where they are different from those of the previous section. Define

$$
v_{c}^{ \pm}=g_{ \pm}(1), \quad v_{c}^{-} \leq 1 \leq v_{c}^{+}
$$

The symmetry properties of $g_{ \pm}$imply that $g_{ \pm}\left(-v_{c}^{ \pm}\right)=-1$. Furthermore, we have that

$$
\frac{d g_{+}(v)}{d v} \geq 0 \text { for } v \in\left\langle-\infty,-v_{c}^{+}\right] \cup[1, \infty\rangle
$$



Fig. 3. The solution to the Riemann problem where $v_{L} \geq v_{c}^{+}$.


FIG. 4. The solution to the Riemann problem where $v_{L} \leq v_{c}^{+}$.
and

$$
\frac{d g_{-}(v)}{d v} \geq 0 \text { for } v \in\left[-v_{c}^{+}, 1\right],
$$

and hence the $K$-wave reads


FIG. 5. The solution in phase space in all subcases: $v_{L} \geq v_{c}^{+}$right, $v_{L} \leq v_{c}^{+}$left.

$$
K(\rho, v)= \begin{cases}\left(\rho f_{+}(v), g_{+}(v)\right) & \text { for } v \leq-v_{c}^{+} \text {and for } v \geq 1  \tag{3.1}\\ \left(\rho f_{-}(v), g_{-}(v)\right) & \text { for } v \in\left[-v_{c}^{-}, 1\right]\end{cases}
$$

The $Z$ map (defined as before) and the $K$-map still commute, i.e., Lemma 2.1 remains valid. As designated points on the slow wave curve, it is convenient to define $\widehat{L}$ as the unique intersection of $C_{1}(L)$ and $\left\{v=-v_{c}^{-}\right\}$, and $\widetilde{L}$ as the unique intersection


Fig. 6. The functions $g_{ \pm}$(left) and $f_{ \pm}$(right) for $k=-.5$.
between $C_{1}(L)$ and $\{v=1\}$.
The general strategy for the construction of the solution of the Riemann problem is independent of the sign of $k$. Lemma 2.2 still reduces the number of possible wave combinations to four. As in the previous case, the analysis requires two distinct subcases; $v_{L}>1$ and $v_{L} \leq 1$.

Case 1. $v_{L}>1$. Waves in the neighborhood of $L$ all have positive speed and we start with a $K$-wave to the state $r_{1}=K(L)$. From the state $r_{1}$ we construct fast wave curves $C_{1}\left(r_{1}\right)$ and $C_{2}\left(r_{1}\right)$, which are all permissible except states on the slow shock below $Z\left(r_{1}\right)=K(Z(L))$. This results in a wave structure of the solution given by $K C_{1} C_{2}$ above the curve $C_{2}(K(Z(L)))$.

Now let $l_{1}$ be a state on $S_{1}(L)$ between $Z(L)$ and $\widehat{L}$. The left state $L$ connects to $l_{1}$ with a shock with negative speed. We now employ the $K$-map to a state $r_{1}=K\left(l_{1}\right)$. Fast rarefaction waves emanating from $r_{1}$ all have positive speed and can be used if the right state $R \in R_{2}\left(r_{1}\right)$. If $v_{r_{1}}$ is positive, fast shocks on $S_{2}\left(r_{1}\right)$ will always have positive speed, while if $v_{r_{1}} \geq-1$ but negative, then the fast shocks will have positive speed only down to $Z\left(r_{1}\right)$. As before let $c$ denote the part of $S_{1}(L)$ between $v=0$ and $v=-v_{c}^{-}$, and $\kappa=K(c)$ and $\zeta=Z(\kappa)$. Then we obtain a solution with structure $C_{1} K C_{2}$ in the region bounded from above by $C_{2}(K(Z(L)))$ and below by $\zeta$ and $C_{2}(K(\widehat{L}))$ (starting from $Z(K(\widehat{L}))$ ). The question of uniqueness is more difficult in this case as we see that the curve $\tilde{\kappa}=K(\tilde{c})$, where $\tilde{c}$ is the part of $C_{1}(L)$ between $Z(L)$ and $\widehat{L}$, is in fact tangent to the curve $C_{2}(K(\widehat{L}))$. A proof that $\tilde{\kappa}$ is transversal to $C_{2}$ curves originating from $\tilde{\kappa}$ (except at $K(\widehat{L})$ ) is given in the appendix under the assumption that $k>2(1-\sqrt{2})$.

The construction of a solution with right state $R$ in the region below $\zeta$ and $v=-1$ is similar to that in the case $k$ positive.

Finally, let $R$ be in the region bounded from above by $R_{2}(K(\widehat{L}))$ and from below by $v=-1$. Then there is a unique state $r$ on $v=-1$ such that $R \in R_{2}(r)$, hence using only positive speeds. We have that $r$ can be connected with $K$-wave from a state $l_{2}$ with $v_{l_{2}}=-v_{c}^{+}$. For each such state there is a unique state $l_{1}$ on $C_{1}(L)$ such that $l_{2} \in C_{2}\left(l_{1}\right)$. This concludes the discussion of Case 1.

Case 2. $v_{L} \leq 1$. Because $v_{L} \leq 1$ we can use a one-rarefaction wave with non positive speed to reach the state $\widetilde{L}$ on the intersection of $C_{1}(L)$ and $v=1$. When $v=1$ we have two options for the map $K$, and denote $K^{ \pm}(\rho, 1)=\left(\rho v_{c}^{\mp}, v_{c}^{ \pm}\right)$. (For


FIG. 7. The solution of the Riemann problem for $v_{L}>1$.
the curve $\tilde{\kappa}$ we used the map $K^{-}$.) From the state $\widetilde{L}$ we use the $K^{+}{ }_{\text {-map }}$ to the state $r_{1}=K^{+}(\widetilde{L})$. We can now employ both slow and fast waves using $C_{1}\left(r_{1}\right)$ and $C_{2}\left(r_{1}\right)$. However, as in the case with $k$ positive, we can use slow shocks only down to the point $Z\left(K^{+}(\widetilde{L})\right)$ which is equal to $K^{-}(\widetilde{L})$. Hence we obtain a solution structure of the form $C_{1} K C_{1} C_{2}$ in the region above $C_{2}\left(K^{-}(\widetilde{L})\right)$.

The remaining part of the construction equals that of Case 1.
We have proved the following theorem.
Theorem 3.1. Let $0 \geq k>2(1-\sqrt{2})$. Then the Riemann problem

$$
\begin{gather*}
\rho_{t}+(\rho v)_{x}=0 \\
(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x}=-k \delta_{0} \rho v, \\
\rho(x, 0)=\left\{\begin{array}{ll}
\rho_{L} & \text { for } x<0, \\
\rho_{R} & \text { for } x>0,
\end{array} \quad v(x, 0)= \begin{cases}v_{L} & \text { for } x<0 \\
v_{R} & \text { for } x>0\end{cases} \right. \tag{3.2}
\end{gather*}
$$

has a unique solution in the class of combinations of Lax shocks, rarefaction waves, and $K$-waves for any left state $\left(\rho_{L}, v_{L}\right)$ and right state $\left(\rho_{R}, v_{R}\right)$ with positive densities $\rho_{L}$ and $\rho_{R}$ given by the above construction.

See Figures 7 and 8 for an illustration of the various regions in Cases 1 and 2, respectively.
4. Conclusion. We have solved the Riemann problem for isothermal gas flow in a thin pipe through a sharp bend, a kink, modeled by a Dirac delta function located at the bend in the momentum equation. The equations then read

$$
\rho_{t}+(\rho v)_{x}=0, \quad(\rho v)_{t}+\left(\rho v^{2}+\rho\right)_{x}=-k \delta_{0} \rho v
$$



Fig. 8. The solution of the Riemann problem for $v_{L}<1$.
with Riemann initial data. Here $k=\sqrt{2(1-\cos \theta)}$, where $\theta$ is the angle of the kink. By considering the case where $k$ is positive, we model the case when momentum is added at an isolated point along the pipe. In both cases the Riemann problem has a unique solution.

Several important extensions are possible: First of all, the case of more general Cauchy initial data would be very interesting; i.e., both the source and the initial data are more general functions than those considered here. It is likely that the solution with Riemann initial data will play an important role, for instance, in building approximate solutions by Glimm's method or by front tracking.

Second, the extension to polytropic gas rather than isothermal gas would be quite interesting. In this case the algebraic manipulations are more complicated.
5. Appendix. In this appendix we prove that the curve $\tilde{\kappa}$ and $C_{2}$ curves starting from $\tilde{\kappa}$ are transversal. We first observe that for the $C_{2}$ curves originating on $\tilde{\kappa}$ we have that $d \tilde{\rho} / d \tilde{v}=\tilde{\rho}$, and hence it suffices to show that $d \tilde{\rho} / d \tilde{v}$ for the curve $\tilde{\kappa}$ is not equal to $\tilde{\rho}$. In the case $k$ positive we show that indeed $d \tilde{\rho} / d \tilde{v}$ is negative, while in the case $k$ is negative, the estimates have to be sharper as the curves are in fact tangent at the end point.

We start with the case when $k$ is positive.
Lemma A.1. Assume that $0 \leq k \leq 2$. Let $(\tilde{\rho}, \tilde{v})$ be an arbitrary point on $\tilde{\kappa}$. Then

$$
\begin{equation*}
\frac{d \tilde{\rho}}{d \tilde{v}} \leq 0 \tag{A.1}
\end{equation*}
$$

Proof. By the chain rule

$$
\begin{equation*}
\frac{d \tilde{\rho}}{d \tilde{v}}=\frac{\tilde{\rho}}{g_{-}^{\prime}(v)}\left(\frac{\rho^{\prime}}{\rho}+\frac{1}{v}-\frac{g_{-}^{\prime}}{g_{-}}\right) \tag{A.2}
\end{equation*}
$$

where we let the $C_{1}$ curve through ( $\rho_{L}, v_{L}$ ) be parameterized by $(\rho(v), v)$. We have that $\rho^{\prime} / \rho \leq 0$, and the lemma will follow if

$$
\begin{equation*}
\frac{1}{v}-\frac{g_{-}^{\prime}}{g_{-}}=\frac{g_{-}-g_{-}^{\prime} v}{v g_{-} g_{-}^{\prime}} \leq 0 \tag{A.3}
\end{equation*}
$$

The last inequality holds since $g_{-}^{\prime}$ satisfies the differential equation

$$
\begin{equation*}
g_{-}^{\prime}=\frac{1-v^{2}}{v \sqrt{\alpha^{2}-4 v^{2}}} g_{-} \tag{A.4}
\end{equation*}
$$

which implies that $g_{-}-g_{-}^{\prime} v \leq 0$ as long as $k \leq 4$.
We now discuss the more complicated question of transversality of the $\tilde{\kappa}$ curve in the case with $k$ negative.

Lemma A.2. Assume $2(1-\sqrt{2})<k<0$. Let $(\tilde{\rho}, \tilde{v})$ be an arbitrary point on $\tilde{\kappa}$. Then

$$
\begin{equation*}
\frac{d \tilde{\rho}}{d \tilde{v}}<\tilde{\rho} \tag{A.5}
\end{equation*}
$$

except at the point $K(\widehat{L})$.
Proof. We parametrize the curve $\tilde{\kappa}$ using the parameter $v$ running along the $C_{1}(L)$ curve, and hence write $\tilde{\rho}=\tilde{\rho}(\rho(v), v)$ and similarly for the other dependent variables.

We first compute

$$
\begin{align*}
\frac{d \tilde{\rho}}{d \tilde{v}} & =\frac{\frac{d \tilde{\rho}}{d v}}{\frac{d \tilde{v}}{d v}}=\frac{\frac{\left(\rho^{\prime} v+\rho\right) g-\rho v g^{\prime}}{g^{2}}}{g^{\prime}} \\
& =\frac{1}{g^{\prime}}\left(\frac{\rho^{\prime} \rho v}{g \rho}+\frac{\rho v}{g v}-\frac{\rho v g^{\prime}}{g g}\right) \\
& =\frac{\tilde{\rho}}{g^{\prime}}\left(\frac{\rho^{\prime}}{\rho}+\frac{1}{v}-\frac{g^{\prime}}{g}\right) \tag{A.6}
\end{align*}
$$

What we aim to show is that

$$
\begin{equation*}
\frac{1}{v}+\frac{\rho^{\prime}}{\rho}<\frac{g^{\prime}}{g}(g+1) \tag{A.7}
\end{equation*}
$$

except at the point $K(\widehat{L})$. From this it follows that $d \tilde{\rho} / d \tilde{v}<\tilde{\rho}$ away from the point $K(\widehat{L})$.

We have that

$$
\frac{\rho^{\prime}}{\rho}= \begin{cases}-1 & \text { for } \rho \leq \rho_{L} \\ -\frac{2 \sqrt{\rho \rho_{L}}}{\rho+\rho_{L}} & \text { for } \rho>\rho_{L}\end{cases}
$$

We first show that $\tilde{\kappa}$ is never tangent to the $C_{2}$ curves for $v>0$. Now we need the following lemma, the proof of which comes after this proof.

Lemma A.3. Let $(\rho, v)=(\rho(v), v) \in C_{1}(L)$. Then

$$
\begin{equation*}
\frac{\rho^{\prime}}{\rho}<\frac{-2 v}{v^{2}+1} \tag{A.8}
\end{equation*}
$$

for $0<v<1$.
With (A.7) in mind we introduce the reparametrization $\beta$ by

$$
\begin{aligned}
\beta(u) & =u-k+\frac{1}{u} \\
u & =\frac{1}{2}\left(\gamma-\sqrt{\gamma^{2}-4}\right),
\end{aligned}
$$

where $\gamma=\beta+k \geq 2$. The parameter $\beta$ is in the interval $[2-k, \infty\rangle$. We have that $d \beta / d v=1-1 / v^{2}<0$, in this interval. Therefore, (A.7) will follow if

$$
V(v):=\frac{\frac{1}{v}-\frac{2 v}{v^{2}+1}}{1-\frac{1}{v^{2}}}=\frac{-v}{v^{2}+1}=-\frac{1}{\gamma}
$$

is greater than

$$
H(v):=\frac{\frac{d g}{d \beta}}{g}(g+1)=-\frac{1}{2}\left(\sqrt{\frac{\beta+2}{\beta-2}}-1\right)
$$

Solving the equation $H=V$ for $\gamma=\tilde{\gamma}(k)$, we obtain

$$
\begin{equation*}
\tilde{\gamma}(k)=\frac{2+k}{k+1} \tag{A.9}
\end{equation*}
$$

Since $\gamma \geq 2$, and $\tilde{\gamma}(k)<0$ for $k>-1$, we have that $H<V$ for all $k>-1$. This concludes the case $v>0$.

For the (harder) case where $v<0$, we use the crude estimate $\rho^{\prime} / \rho<0$ and wish to prove

$$
\begin{equation*}
\frac{1}{v}<\frac{g^{\prime}}{g}(g+1) \tag{A.10}
\end{equation*}
$$

Now we use the reparametrization

$$
\begin{aligned}
\beta & =-v+k-\frac{1}{v} \\
v & =-\frac{1}{2}\left(\gamma-\sqrt{\gamma^{2}-4}\right)
\end{aligned}
$$

where $\gamma=\beta-k$. Now $\beta$ is in the interval $[2, \infty\rangle$. We have that $d \beta / d v=1 / v^{2}-1>0$; consequently, (A.10) will follow if we can show that

$$
V(v):=\frac{\frac{1}{v}}{\frac{1}{v^{2}}-1}=\frac{v}{1-v^{2}}=\frac{-1}{\sqrt{\gamma^{2}-4}}
$$

is less than

$$
H(v):=\frac{\frac{d g}{d \beta}}{g}(g+1)=\frac{1}{2}\left(\sqrt{\frac{\beta-2}{\beta+2}}-1\right)
$$



Fig. 9. The function $\tilde{k}(\beta)$.

In this case we can solve the equation $V=H$ for $k=\tilde{k}(\beta)$, obtaining

$$
\tilde{k}(\beta)=-\beta+\sqrt{\frac{1}{2}(\beta+2)^{2}\left(\sqrt{\frac{\beta-2}{\beta+2}}+1\right)-(\beta-2)}
$$

For $\beta$ in the interval $[2, \infty\rangle, \tilde{k}(\beta) \geq \tilde{k}(2)=2(1-\sqrt{2})$; see Figure 9 below. Hence, for $k>2(1-\sqrt{2}), V(v)<H(v)$.

Proof of Lemma A.3. If $(\rho, v)$ is on the rarefaction part of the $C_{1}$ curve, then $\rho^{\prime} / \rho=-1$, and the lemma certainly holds. Assume therefore that $(\rho, v)$ is on the shock part of the $C_{1}$ curve. Then it is below $Z(L)=\left(\rho_{L} v_{L}^{2}, 1 / v_{L}\right)$, and hence $v \leq 1 / v_{L}$. In this case we have that

$$
\begin{equation*}
\frac{\rho^{\prime}}{\rho}=\frac{-2 \sigma}{\sigma^{2}+1} \tag{A.11}
\end{equation*}
$$

where $\sigma(v)=\sqrt{\rho_{0} / \rho(v)}$. We see that $\sigma^{\prime} \leq 1 / 2$, and $\sigma\left(1 / v_{L}\right)=1 / v_{L}$, showing that $\sigma(v)>v$ for $v \leq 1 / v_{L}$. The function $\phi(t)=-2 t /\left(t^{2}+1\right)$ is monotonically decreasing for $|t| \leq 1$, and hence we infer that

$$
\frac{\rho^{\prime}}{\rho}<\frac{-2 v}{v^{2}+1}
$$
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# RECOVERING ASYMPTOTICS OF COULOMB-LIKE POTENTIALS FROM FIXED ENERGY SCATTERING DATA* 
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#### Abstract

Any compact smooth manifold, $X$, with boundary admits a Riemannian metric of the form $x^{-4} d x^{2}+x^{-2} h^{\prime}$ near the boundary with $x$ a boundary defining function and $h^{\prime}$ restricting to a metric on the boundary. Melrose [Spectral and scattering theory for the Laplacian on asymptotically Euclidean spaces, in Spectral and Scattering Theory, M. Ikawa, ed., Marcel Dekker, New York, 1994] has associated a scattering matrix to such metrics and potentials in $x C^{\infty}(X)$. It is shown for potentials of the form $A x+O\left(x^{2}\right)$ that this scattering matrix is a Fourier integral operator and that the asymptotics of such potentials can be recovered from the scattering matrix for various manifolds including Euclidean space.
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1. Introduction. Our purpose in this article is to examine the microlocal properties of the scattering matrix at fixed energy associated to a class of potentials, which are similar to the Coulomb potential and show that the total symbols of these operators determine the asymptotics of these potentials. We shall work in the general context of a manifold with boundary equipped with a scattering metric which contains the important special case of Euclidean space. Our approach will be to extend the arguments of [3] and [5] to cover this more general case. In particular, we show that the scattering matrix at fixed energy is still a Fourier integral operator associated with geodesic flow at time $\pi$ of order 0 but now with a classical symbol of imaginary order.

Recall, from [4], that a scattering metric on the manifold with boundary $(X, \partial X)$ is a metric which can be written in the form

$$
\begin{equation*}
g=\frac{d x^{2}}{x^{4}}+\frac{h}{x^{2}} \tag{1.1}
\end{equation*}
$$

for some boundary defining function $x$, with $h$ a symmetric tensor restricting to a positive definite form on $T(\partial X)$. (The choice of $x$ is actually fixed up to $O\left(x^{2}\right)$ by $g$.) A long range potential is then a potential in the class $x C^{\infty}(X)$ and we shall define a Coulomb-like potential to be a long range potential of the form $A x+O\left(x^{2}\right)$ for some $A \in \mathbb{R}$. Let $\Delta$ denote the Laplacian associated with $g$; then for each $f \in C^{\infty}(\partial X)$ and $\lambda \neq 0$ there is a unique eigenfunction $u$ such that

$$
\left(\Delta+V-\lambda^{2}\right) u=0
$$

of the form

$$
e^{\frac{i \lambda}{x}} x^{\frac{n-1}{2}+i \alpha} f^{\prime}+e^{\frac{-i \lambda}{x}} x^{\frac{n-1}{2}-i \alpha} f^{\prime \prime}
$$

[^27]where $\alpha=\frac{A}{2 \lambda}$ with $f^{\prime}, f^{\prime \prime} \in C^{\infty}(X)$, and such that the restriction of $f^{\prime}$ to the boundary is $f$. The scattering matrix associated with $g$ and $V$ is then defined to be the map
$$
S(\lambda): f \mapsto f_{\mid \partial X}^{\prime \prime}
$$

In the special case where $A=0$, it is shown by Melrose and Zworski [5] that $S(\lambda)$ is a classical Fourier integral operator of order 0 . The question of how to recover the asymptotics of $V$ from the total symbol of $S(\lambda)$ in that case is addressed by Barreto and Joshi [3]. There, it is shown that given two potentials equal up to order $k$, the difference of the scattering matrices is order $1-k$. The principal symbol of the difference of the associated scattering matrices was linearly determined by and determines weighted integrals of the lead term of the difference of the potentials along geodesics. It was also shown that a function could be recovered from these weighted integrals and thus that the asymptotics of a potential could be recovered from the scattering matrix.

Here we show that the analogous results hold when $A$ is nonzero.
Theorem 1.1. Let $(X, \partial X, g)$ be manifold with boundary, with scattering metric $g$, and boundary defining function $x$. Let $V$ be a Coulomb-like potential on ( $X, \partial X$ ) with lead term $A x$; then the scattering matrix at energy $\lambda$ associated with $g$ and $V$ is an elliptic, classical Fourier integral operator of order $-i A / \lambda$.

Note that a classical Fourier integral operator of order $-i A / \lambda$ is of course a Fourier integral operator of order 0 .

Theorem 1.2. Let $(X, \partial X, g, x)$ be as above. Let $V_{1}, V_{2}$ be Coulomb-like potentials on $X$ such that

$$
V_{1}-V_{2}=x^{k} W+O\left(x^{k+1}\right)
$$

for $W \in C^{\infty}(\partial X)$; then if $S_{j}(\lambda)$ is the scattering matrix associated with $V_{j}$ we have that $S_{1}(\lambda)-S_{2}(\lambda)$ is a classical Fourier integral operator of order $-i A / \lambda+1-k$ and the principal symbol of $S_{1}(\lambda)-S_{2}(\lambda)$ determines and is determined by

$$
\int_{0}^{\pi} \sin (s)^{k-1} W(\gamma(s)) d s
$$

for all geodesics $\gamma$ of length $\pi$ on $\partial X$.
The boundary $\partial X$ has a natural Riemannian structure so the X-ray transform of a function on it is well defined. The x-ray transform is the operator on the space of functions on $\partial X$ to the space of functions on the space of closed geodesics obtained by integrating along the geodesics. We recall that a manifold has an injectivity radius of at least $R$ if the exponentiation map from the tangent space to the manifold is injective for vectors of size up to $R$. Then the same argument as in [3] is shown below.

Theorem 1.3. If $(X, \partial X)$ is such that the $X$-ray tranform on $\partial X$ is injective, or the injectivity radius of $\partial X$ is greater than $\pi$, or $\partial X$ is a sphere not of radius $\frac{1}{k+1}$, $k>0$, then if the Coulomb-like potentials $V_{1}, V_{2}$ have scattering matrices at some energy which are equal up to smoothing then $V_{1}-V_{2}=O\left(x^{\infty}\right)$.

In particular, scattering data determine the asymptotics on Euclidean space as it is a special case, where the boundary is a sphere which is of radius 1.

The problem of recovering the short range part of a long range potential has been studied by Isozaki and Kitada [2] in the 2-body case and Enss and Weder [1] in the $n$-body case. They proved that the short range part is uniquely determined by the high energy limit of the scattering matrix.

It is known that one cannot recover Schwartz potentials, and examples of transparent potentials at fixed energy have been constructed by Regge [7], Newton [6], Sabatier [8], and others. Thus one would not expect to do better than the asymptotics in the long range case.

Vasy [9] has informed us of an alternative proof of Theorem 1.1, which avoids the necessity of using a symbol calculus and therefore does not prove Theorems 1.2 and 1.3.
2. Review of definition of scattering matrix. In this section, we review some work of Melrose [4] on how to define the scattering matrix of a Coulomb-like potential on a general manifold with boundary equipped with a scattering metric. Suppose that a boundary defining function $x$ has been chosen and that $V=A x+O\left(x^{2}\right)$. We work in a fixed product decomposition near the boundary. The Laplacian is then of the form

$$
\left(x^{2} D_{x}\right)^{2}+i x(n-1) x^{2} D_{x}+x^{2} \Delta_{\partial X}+R,
$$

where $R$ is lower order at the boundary. Then

$$
\left(\Delta+V-\lambda^{2}\right)\left(x^{p} e^{i \lambda / x} b(y)\right)=i \lambda(2 p-n+1-i A / \lambda) x^{p+1} e^{i \lambda / x} b+O\left(x^{\Re p+1}\right) .
$$

Thus if we take $p=\frac{n-1}{2}+i \alpha$ with $\alpha=A / 2 \lambda$, the lead term vanishes and we can iteratively solve away the error terms and, applying the Borel lemma, obtain $f(x, y) \in$ $C^{\infty}(X)$ such that $\left(\Delta+V-\lambda^{2}\right)\left(e^{i \lambda / x} x^{p} f(x, y)\right)$ vanishes to infinite order at $x=0$ and $f(0, y)=b(y)$. With this modification, the arguments in [4] are resolved and there is a unique eigenfunction of the form

$$
e^{\frac{i \lambda}{x}} x^{\frac{n-1}{2}+i \alpha} f+e^{-\frac{i \lambda}{x}} x^{\frac{n-1}{2}-i \alpha} f^{\prime}
$$

with $f^{\prime} \in C^{\infty}(X)$. The scattering matrix at energy $\lambda$ is then the map

$$
S(\lambda): b \mapsto f_{\mid \partial X}^{\prime}
$$

It is a unitary operator.
3. Review of Legendrian distributions. In this section, we review and rephrase the material we need from [4] and [5]. In this section, $X$ is a compact manifold with boundary $\partial X$ and $g$ is a scattering metric on $X$ with $x$ a boundary defining function for $\partial X$ such that $g$ takes the form (1.1). Our account is necessarily brief and we refer the reader to [4] and [5] for more details.

There is a natural bundle over $X$ called the scattering cotangent bundle, which is denoted ${ }^{s c} T^{*}(X)$. This is the dual to the bundle of smooth, vector fields of bounded length with respect to some (and hence all) scattering metrics on $X$. The restriction of ${ }^{s c} T^{*}(X)$ to $\partial X$ is denoted ${ }^{s c} T^{*}(X)_{\mid \partial X}$ and carries a natural contact structure. If $y$ are local coordinates on $\partial X$ and $\mu$ are the corresponding dual coordinates, then $(y, \mu, \tau)$ form local coordinates on ${ }^{s c} T^{*}(X)_{\mid \partial X}$, where $\tau$ is the coefficient of $\frac{d x}{x^{2}}$. We assume that a product decomposition close to the boundary has been chosen $X=\partial X \times \mathbb{R}_{+}$. If $y$ are coordinates on $\partial X$, we then have coordinates $\partial X \times \mathbb{R}_{+}$on $X$ close to the boundary.

We omit the definition of scattering pseudodifferential operators as we need only consider differential operators; however, we note that a differential operator $P\left(x, y, x D_{y}, x^{2} D_{x}\right)$ will be in $\Psi_{s c}^{m, k}\left(X,{ }^{s c} \Omega^{1 / 2}\right)$ if it is of order $m$ and that the total
symbol as an operator in $x D_{y}, x^{2} D_{x}$ vanishes to $k$ th order at the boundary. The operator $P$ then has a well-defined symbol at the boundary:

$$
j(P)=x^{k} p_{k}+x^{k+1} p_{k+1}, p_{k}, p_{k+1} \in C^{\infty}\left(\mathbb{R} \times T^{*} \partial X\right)
$$

Definition 3.1. An intersecting pair with conic points is a subset, $\widetilde{W}$, of ${ }^{s c} T^{*}(X)_{\mid \partial X}$, which is a union of the closure of a smooth Legendrian submanifold, $W$, and $W^{\#}$, a finite union of global sections of the form $W^{\#}\left(\lambda_{j}\right)=\left\{\left(y, 0, \lambda_{j}\right)\right\}$, containing $\bar{W} \backslash W$. We also require $\bar{W}$ to have an at most conic singularity at $\mu=0$; that is, it is smooth if polar coordinates are introduced along $\bar{W} \backslash W$.

The process of introducing polar coordinates along $\bar{W} \backslash W$ can be given an invariant meaning and is then called blow-up. We denote the blown-up manifold $\widehat{W}$.

The metric $g$ induces a metric $h$ on the nearby boundary. It is of the form

$$
\tau^{2}+h^{\prime}(y, \mu)+x g^{\prime}
$$

as a function on ${ }^{s c} T^{*} X$; we obtain $h^{\prime}$ from $h$ via the isomorphism

$$
\mu \cdot \frac{d y}{x} \longmapsto \mu . d y .
$$

Example 3.1. For each $y^{\prime} \in \partial X$ and $0 \neq \lambda \in \mathbb{R}$, let $G_{y^{\prime}}(\lambda)$ be equal to the set of $(\tau, y, \mu)$, such that $\tau^{2}+|\mu|^{2}=\lambda^{2}, \mu \neq 0$, and, putting $\mu=|\mu| \hat{\mu}$,

$$
\begin{gather*}
\tau=|\lambda| \cos (s) \\
|\mu|=|\lambda| \sin (s)  \tag{3.1}\\
(y, \hat{\mu})=\exp \left(s H_{\frac{1}{2} h}\right)\left(y^{\prime}, \hat{\mu}^{\prime}\right)
\end{gather*}
$$

where $s \in(0, \pi),\left(y^{\prime}, \hat{\mu}^{\prime}\right) \in T^{*} \partial X$, and $h\left(y^{\prime}, \hat{\mu}^{\prime}\right)=1$. Then $G_{y^{\prime}}(\lambda) \cup\{(\lambda, y, 0)\}$ is an intersecting pair with conic points. We denote this pair $\widetilde{G}(\lambda)$. This is the pair we are interested in this paper. The set $G^{\sharp}(\lambda)=\left\{\left(-\lambda, y, 0, y^{\prime}, 0\right)\right\}$ is also important in our construction. Note that $G^{\sharp}(\lambda)$ is the initial or incoming surface and that $G^{\sharp}(-\lambda)$ is the outgoing surface. Note that in the coordinates defined by (3.1), $G^{\sharp}(\lambda)$ is $s=\pi$ and $G^{\sharp}(-\lambda)$ is $s=0$, when $\lambda$ is positive.

Associated with these intersecting pairs at each conic point is a unique homogeneous Lagrangian submanifold $\Lambda\left(\widetilde{W}, \lambda_{i}\right)$ of $T^{*}(\partial X)$. For the pair we are interested in, $\widetilde{G}(\lambda)$ this is precisely the relation of being $\pi$ apart along a lifted geodesic (see Proposition 4 of [5]). For simplicity, we shall henceforth take $\lambda$ to be positive, the $\lambda$ negative case is similar (or could be deduced from the positive case).

Melrose and Zworski [5] associated any such intersecting pair with a class of smooth functions whose asymptotics on approach to the boundary are determined by symbols on the Legendrians. A symbol bundle over the smooth Legendrian $W(\lambda)$ in pair $\widetilde{W}$ can be defined and is denoted $\hat{E}^{m, p}$. The sections of this bundle are of the form

$$
a S^{p-m}|d x|^{m-n / 4}
$$

with $a$ a smooth section of $C^{\infty}\left(\hat{W} ; \Omega_{b}^{\frac{1}{2}} \otimes M_{\hat{H}}\right), S$ a defining function of the boundary of $W, M$ the Maslov bundle, and $\Omega_{b}^{\frac{1}{2}}$ the $b$-half density bundle. For $G$ above, one could take $S=\sin s$. Melrose and Zworski remove this singularity at the endpoints by rescaling, but for us it will be easier not to do so.

Proposition 3.1. If $\widetilde{W}(\lambda)$ is an intersecting pair with conic points then there is a class of smooth half-densities on $X^{o}$, denoted $I_{s c}^{m, p}(X, \widetilde{W})$, such that $\bigcap_{m, p} I_{s c}^{m, p}(X, \widetilde{W})$ is equal to the class of half-densities vanishing to infinite order at the boundary. There exists a symbol map

$$
\hat{\sigma}_{s c, m, p}: I_{s c}^{m, p}\left(X, \widetilde{W},{ }^{s c} \Omega^{1 / 2}\right) \rightarrow C^{\infty}\left(\hat{W} ; \hat{E}^{m, p}\right)
$$

which gives a short exact sequence

$$
0 \rightarrow I_{s c}^{m+1, p}\left(X, \widetilde{W},{ }^{s c} \Omega^{1 / 2}\right) \rightarrow I_{s c}^{m, p}\left(X, \widetilde{W},{ }^{s c} \Omega^{1 / 2}\right) \rightarrow C^{\infty}\left(\hat{W} ; \hat{E}^{m, p}\right) \rightarrow 0 .
$$

This is Proposition 12 from [5]. An important related fact we need to know is, how do Legendrian distributions map under scattering pseudodifferential operators? We recall Proposition 13 from [5].

Proposition 3.2. Suppose $P \in \Psi_{s c}^{l, k}\left(X,{ }^{s c} \Omega^{1 / 2}\right)$ has symbol $x^{k} p_{k}+x^{k+1} p_{k+1}$ with respect to a product decomposition of $X$ near $\partial X$, and suppose that

$$
W \subset{ }^{s c} T_{\partial X}^{*}(X)
$$

is a smooth Legendre submanifold. Then for any $m \in \mathbb{R}$,

$$
\begin{gather*}
P: I_{s c}^{m}\left(X, W ;{ }^{s c} \Omega^{1 / 2}\right) \rightarrow I_{s c}^{m+k}\left(X, W ;{ }^{s c} \Omega^{1 / 2}\right),  \tag{3.2}\\
\sigma_{s c, m+k}(P u)=\left(p_{k \mid G}\right) \sigma_{s c, m}(u) \otimes|d x|^{k} \tag{3.3}
\end{gather*}
$$

Furthermore, if $p_{k}$ vanishes identically on $W$, then

$$
P: I_{s c}^{m}\left(X, W ;{ }^{s c} \Omega^{1 / 2}\right) \rightarrow I_{s c}^{m+k+1}\left(X, W ;{ }^{s c} \Omega^{1 / 2}\right)
$$

and

$$
\begin{gathered}
\sigma_{s c, m+k+1}(P u) \\
=\left(\frac{1}{i}\left(L_{V}+\left(\frac{1}{2}(k+1)+m-\frac{n}{4}\right) \frac{\partial p_{k}}{\partial \tau}\right)+p_{k+1 \mid W}\right) a \otimes|d x|^{m+k+1-\frac{n}{4}}
\end{gathered}
$$

where $\sigma_{s c, m}(u)=a \otimes|d x|^{m-\frac{n}{4}}$ and $V$ is the rescaled Hamiltonian vector field associated with $p_{k}$.

We omit the definition of the rescaled Hamiltonian vector field but recall that for the pair $G$ we are studying, it is equal to

$$
2 \lambda \sin s \frac{\partial}{\partial s}
$$

in the semiglobal coordinates given by (3.1).
We also need two push-forward theorems, Propositions 16 and 17 from [5]. They relate the singularities of the scattering matrix to the asymptotics in small $x$ of the Poisson operator. Given a product decomposition near the boundary, there is a natural pairing

$$
\begin{gather*}
B: C^{-\infty}\left(X,{ }^{s c} \Omega^{1 / 2}\right) \times C^{\infty}\left(\partial X ;{ }^{s c} \Omega^{1 / 2}\right) \rightarrow C^{-\infty}\left([0, \epsilon),{ }^{s c} \Omega^{1 / 2}\right),  \tag{3.4}\\
B(u, f)=x^{\frac{n-1}{2}} \int_{\partial X} u(x, y) f(y) \tag{3.5}
\end{gather*}
$$

Proposition 3.3. For any intersecting pair of Legendre submanifolds with conic points $W$, the partial pairing (3.5) gives a map

$$
B: I_{s c}^{m, p}\left(X, \widetilde{W} ;{ }^{s c} \Omega^{1 / 2}\right) \times C^{\infty}\left(\partial X ;{ }^{s c} \Omega^{1 / 2}\right) \mapsto \sum_{j} I^{p+\frac{n-1}{4}}\left([0, \epsilon), W^{\prime}\left(\bar{\tau}_{j} ;{ }^{s c} \Omega^{1 / 2}\right)\right)
$$

where the $W^{\prime}\left(\bar{\tau}_{j}\right)=\left\{\left(0,-\tau_{j} d x / x^{2}\right)\right\}$ are the Legendre submanifolds corresponding to the components of $W^{\#}$ and

$$
B(u, f)=\sum_{j} e^{-i \bar{\tau} / x} x^{p+n / 4} Q_{\bar{\tau}_{j}}^{0}(u, f)\left|\frac{d x}{x^{2}}\right|^{\frac{1}{2}}+O\left(x^{p+n / 4+1}\right)
$$

with

$$
Q_{\bar{\tau}}^{0}(u) \in I_{p h g}^{p-m-\frac{n-1}{4}}(\partial X, \Lambda(\widetilde{W}, \bar{\tau}))
$$

and the principal symbol of $Q_{\bar{\tau}}^{0}(u)$ determines and is determined by the lead singularity of the principal symbol of $u$ on $W$ on approach to $W^{\prime}\left(\bar{\tau}_{j}\right)$.

When the Legendrian distribution is actually associated with a smooth Legendrian submanifold the push-forward becomes much simpler, and this simplifies the construction of the Poisson operator.

Proposition 3.4. If $G$ is a smooth Legendre variety and $u \in I_{s c}^{m}\left(X, G^{\prime s c} \Omega^{1 / 2}\right)$ near $\tau=\bar{\tau}$, then the distribution $Q_{\bar{\tau}}^{0}$ is a Dirac delta distribution.
4. Construction of the Poisson operator. In this section, we apply the calculus reviewed in section 3 to construct the Poisson operator and prove Theorem 1.1. We shall refer heavily to [5, section 15], as our construction is a modification of the one there.

We assume a product decomposition of $X$ close to the boundary has been chosen and is fixed throughout this section. We then have as in [5] that $\Delta$, the intrinsic Laplacian acting on scattering half-densities on $X \times \partial X$, induces an operator

$$
\Delta_{X} \in \operatorname{Diff}_{\mathrm{sc}}^{2}\left(X \times \partial X,{ }^{s c} \Omega^{1 / 2}(X \times \partial X)\right)
$$

by

$$
\Delta_{X}\left(u\left|\frac{d x}{x^{2}}\right|^{\frac{1}{2}}\left|\frac{d y}{x^{n-1}}\right|^{\frac{1}{2}}\left|\frac{d y^{\prime}}{x^{n-1}}\right|^{\frac{1}{2}}\right)=\Delta\left(u(., y)\left|\frac{d x}{x^{2}}\right|^{\frac{1}{2}}\left|\frac{d y}{x^{n-1}}\right|^{\frac{1}{2}}\right)\left|\frac{d y^{\prime}}{x^{n-1}}\right|^{\frac{1}{2}}
$$

where $\left(x, y ; y^{\prime}\right)$ is a point in $X \times \partial X$. Throughout this section $V$ will be a Coulomb-like potential, that is,

$$
V=A x+x^{2} f, f \in C^{\infty}(X)
$$

and $\alpha$ will be $\frac{A}{2 \lambda}$.
We recall the following from [3].
Lemma 4.1. The symbol at the boundary of $\Delta_{X}$ is $p=p_{0}+x p_{1}$ with $p_{1}$ equal to $-i(n-1) \tau+c$, where $c$ is the derivative of the metric at the boundary and of the form $c(y, \mu, \tau)=\tau f(y, \mu)+g(y, \mu)$ with $f$ linear in $\mu$ and $g$ quadratic in $\mu$.

We also note the following lemma, which is important in our construction to show that the transport equations are solvable.

Lemma 4.2. If $L \in I^{m,-\frac{1}{4}+i \alpha}\left(X \times \partial X, \tilde{G}(\lambda),{ }^{s c} \Omega^{1 / 2}\right)$ is such that

$$
\left(\Delta_{X}-\lambda^{2}+V\right) L \in I^{m+2, \frac{3}{4}+i \alpha}\left(X \times \partial X, \tilde{G}(\lambda),{ }^{s c} \Omega^{1 / 2}\right),
$$

then

$$
\left(\Delta_{X}-\lambda^{2}+V\right) L \in I^{m+2, \frac{7}{4}+i \alpha}\left(X \times \partial X, \tilde{G}(\lambda),{ }^{s c} \Omega^{1 / 2}\right)
$$

This is a modification of Lemma 15 from [5], and in fact, the $\alpha=0$ case is essential to the construction there also.

Proof. The proof is no different from that of Lemma 15 in [5], the only difference being that in (15.17), there appears an extra term $\alpha$, which is canceled by the lead term of the potential.

Proposition 4.1. For any $0 \neq \lambda \in \mathbb{R}$ there exists

$$
K \in I^{m, p_{1}, p_{2}}\left(X \times \partial X, \tilde{G}(\lambda) ;{ }^{s c} \Omega^{1 / 2}\right)
$$

such that

$$
\left(\Delta_{X}-\lambda^{2}+V\right) K \in \mathcal{C}^{\infty}\left(X \times \partial X ;{ }^{s c} \Omega^{1 / 2}\right)
$$

and

$$
Q_{\lambda}^{0}(K)=\operatorname{Id}
$$

with

$$
m=-\frac{2 n-1}{4}+i \alpha, p_{1}=-\frac{1}{4}+i \alpha, p_{2}=-\frac{1}{4}-i \alpha
$$

and the principal symbol of $K$ on $G$ is

$$
C \sin (s)^{\frac{n-1}{2}-i \alpha} \tan (s / 2)^{-i \alpha} \frac{|d s|^{\frac{1}{2}}|d y|^{\frac{1}{2}}|d \hat{\mu}|^{\frac{1}{2}}}{(\sin s)^{\frac{1}{2}}}|d x|^{m-\frac{2 n-1}{4}},
$$

where $C(y, \hat{\mu})$ is a nonzero smooth function.
Note that in contrast to [5], we allow different orders on $G^{\sharp}(\lambda)$ and $G^{\sharp}(-\lambda)$.
Proof. As in [5], we first construct $K^{b} \in I^{m, p_{2}}\left(X \times \partial X, \tilde{G}(\lambda) ;{ }^{s c} \Omega^{1 / 2}\right)$ such that

$$
\begin{gather*}
\left(\Delta_{X}-\lambda^{2}+V\right) K^{b} \in I_{s c}^{\frac{3}{4}-i \alpha}\left(X \times \partial X, G^{\sharp}(-\lambda)\right),  \tag{4.1}\\
Q_{\lambda}^{0}\left(K^{b}\right)=\mathrm{Id} . \tag{4.2}
\end{gather*}
$$

We construct $K^{b}$ as an asymptotic sum of

$$
K_{j} \in I_{s c}^{-\frac{2 n-1}{4}+j+i \alpha,-\frac{1}{4}-i \alpha}\left(X \times \partial X, \tilde{G}(\lambda) ;{ }^{s c} \Omega^{1 / 2}\right)
$$

We would like

$$
\begin{gather*}
\left(\Delta_{X}-\lambda^{2}+V\right) K_{0} \in I_{s c}^{-\frac{2 n-1}{4}+i \alpha+2, \frac{3}{4}-i \alpha}\left(X \times \partial X, \tilde{G}(\lambda) ;{ }^{s c} \Omega^{1 / 2}\right)  \tag{4.3}\\
\sigma_{0}\left(Q_{\lambda}^{0}\left(K_{0}\right)\right)=\sigma_{0}(\mathrm{Id}) \tag{4.4}
\end{gather*}
$$

then $\left(\Delta_{X}-\lambda^{2}+V\right) K_{0}$ is automatically in

$$
I_{s c}^{-\frac{2 n-1}{4}+i \alpha+2, \frac{7}{4}-i \alpha}\left(X \times \partial X, \tilde{G}(\lambda) ;{ }^{s c} \Omega^{1 / 2}\right)
$$

by Lemma 4.2. We also want

$$
\left(\Delta_{X}-\lambda^{2}+V\right)\left(\sum_{l=0}^{j-1} K_{l}\right) \in I_{s c}^{-\frac{2 n-1}{4}+i \alpha+j+2, \frac{3}{4}-i \alpha}\left(X \times \partial X, \tilde{G}(\lambda) ;{ }^{s c} \Omega^{1 / 2}\right)
$$

and this, of course, implies that it will also be an element of

$$
I_{s c}^{-\frac{2 n-1}{4}+i \alpha+j+2, \frac{\mathrm{~T}}{4}-i \alpha}\left(X \times \partial X, \tilde{G}(\lambda) ;{ }^{s c} \Omega^{1 / 2}\right) .
$$

Now near $G \cap G^{\sharp}(\lambda)$, where $G$ is smooth, we can as in [5] give an explicit construction, and it is then necessary only to have that the principal symbol of $Q_{\lambda}^{0}\left(K_{0}\right)$ is equal to 1 to ensure that $Q_{\lambda}^{0}\left(K^{b}\right)=\mathrm{Id}$. We look for $K_{j}$ of the form

$$
x^{j+i \alpha} e^{i \lambda \phi\left(y, y^{\prime}\right) / x} a_{j}\left(x, y, y^{\prime}, \lambda\right) v, a_{j} \in C^{\infty}(X \times \partial X)
$$

with $v$ a fixed, scattering half-density and $\phi$ the cosine of the Riemannian distance from $y$ to $y$. Let $a_{j}^{\prime}$ be the restriction of $a_{j}$ to $x=0$. Taking geodesic normal coordinates, $y$, about each $y^{\prime}$ the transport equations for $a_{j}^{\prime}$ is of the form

$$
\left(y \cdot \partial_{y}+j\right) a_{j}^{\prime}+b_{j} a_{j}^{\prime}=c_{j} \in C^{\infty}(X \times \partial X)
$$

near $y=0$, where $c_{0}$ is identically zero and $b_{j}$ vanishes quadratically at $y=0$. Note that the extra power $x^{i \alpha}$ cancels with the extra term coming from the lead term of the potential. Thus, as in [5], the terms $K_{j}$ exist sc-microlocally close to $G^{\sharp}(\lambda)$.

We now need to continue each $K_{j}$ up to $G^{\sharp}(-\lambda)$; we do so by solving transport equations for the principal symbols and iteratively solving away the error.

Now the principal symbol of $K_{0}, \sigma_{m}\left(K_{0}\right)$ is of the form

$$
b \frac{|d s|^{\frac{1}{2}}|d y|^{\frac{1}{2}}|d \hat{\mu}|^{\frac{1}{2}}}{(\sin s)^{\frac{1}{2}}}|d x|^{m-\frac{2 n-1}{4}} .
$$

On the lifted geodesic $\beta(s)$ the subprincipal term $c(\beta(s))=2 \lambda \sin (s) d(\beta(s))$ for some smooth $d$. From Proposition 3.2, the transport equation for $b$ is

$$
\frac{2 \lambda}{i}\left(\sin (s) \frac{d}{d s}+\left(\frac{1-n}{2}+i \alpha\right) \cos (s)+i \sin (s) d(\beta(s))\right) b+A b=0
$$

with the final term being the contribution coming from the long range nature of the potential. Writing $\tilde{b}=\left(e^{i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}} \sin (s)\right)^{\frac{1-n}{2}+i \alpha} b$, we thus have

$$
\frac{d \tilde{b}}{d s}+i \frac{\alpha}{\sin (s)} \tilde{b}=0
$$

(using the fact that $\alpha=V /(2 \lambda))$. Introducing an integrating factor, this becomes

$$
\frac{d}{d s}\left[e^{i \alpha \int \frac{1}{\sin \left(s^{s}\right)} d s^{\prime}} \tilde{b}\right]=0
$$

This means that

$$
\begin{aligned}
b & =C \sin (s)^{\frac{n-1}{2}-i \alpha} e^{-i \alpha \int \frac{1}{\sin \left(s^{\prime}\right)} d s^{\prime}} e^{-i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}} \\
& =C \sin (s)^{\frac{n-1}{2}-i \alpha} \tan (s / 2)^{-i \alpha} e^{-i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}}
\end{aligned}
$$

As $s \rightarrow \pi-$, that is, near $G^{\sharp}(\lambda)$, this has a singularity of the form $(\pi-s)^{\frac{n-1}{2}}$, and as $s \rightarrow 0+$, this has the form $s^{\frac{n-1}{2}-2 i \alpha}$.

As the order on $G^{\sharp}(\lambda)$ is $p_{1}=-\frac{1}{4}+i \alpha$ and on $G^{\sharp}(-\lambda)$ is $p_{2}=-\frac{1}{4}-i \alpha$, the orders $p_{1}-m$ and $p_{2}-m$ are equal to the orders of singularities, and thus the solution of the transport equation is a legitimate symbol and we can construct $K_{0}$.

Now by Lemma 4.2,

$$
\left(\Delta+V-\lambda^{2}\right)\left(K_{0}\right) \in I^{m+2, p_{1}+2, p_{2}+2}\left(X \times \partial X, \tilde{G} ;{ }^{s c} \Omega^{1 / 2}\right)
$$

and we look for

$$
K_{1} \in I^{m+1, p_{1}, p_{2}}\left(X \times \partial X, \tilde{G} ;{ }^{s c} \Omega^{1 / 2}\right)
$$

such that

$$
\left(\Delta+V-\lambda^{2}\right)\left(K_{0}+K_{1}\right) \in I^{m+3, p_{1}+1, p_{2}+1}\left(X \times \partial X, \tilde{G} ;{ }^{s c} \Omega^{1 / 2}\right)
$$

Now by Lemma 4.2, we have $I^{m+3, p_{1}+2, p_{2}+2}\left(X \times \partial X, \tilde{G} ;{ }^{s c} \Omega^{1 / 2}\right)$. Letting the principal symbol of $K_{1}$ be $b_{1}|d x|^{m+1-\frac{2 n-1}{4}}$ times the trivializing density above, we obtain a transport equation; arguing as above, it becomes

$$
\begin{aligned}
& \sin (s)^{\frac{n-1}{2}+i \alpha} \tan (s / 2)^{-i \alpha} e^{-i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}} \\
& \frac{d}{d s} e^{i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}}\left(\sin (s)^{\frac{1-n}{2}+1+i \alpha} \tan (s / 2)^{i \alpha} b_{1}\right) \\
&=g(s) e^{-i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}} \sin (s)^{\frac{n-1}{2}-i \alpha} \tan (s / 2)^{-i \alpha}
\end{aligned}
$$

with $g(s)$ a smooth function on $[0, \pi]$ (and depending smoothly on the suppressed parameters). Canceling, we obtain that

$$
\frac{d}{d s}\left(e^{i \int d\left(\beta\left(s^{\prime}\right) d s^{\prime}\right.} \sin (s)^{\frac{1-n}{2}+1+i \alpha} \tan (s / 2)^{i \alpha} b_{1}\right)=g(s)
$$

which has a solution in the appropriate symbol class. The same argument, after appropriately shifting indices, constructs all the terms $K_{j}$.

Asymptotically summing, we obtain $K^{b}$ such that

$$
\left(\Delta+V-\lambda^{2}\right) K^{b} \in I^{7 / 4+i \alpha}\left(G^{\sharp}(\lambda)\right)+I^{7 / 4-i \alpha}\left(G^{\sharp}(-\lambda)\right) .
$$

These errors can now be removed by an iterative construction of their Taylor series (cf. Lemma 16 of [5]), and we obtain $K$ as desired.

The remainder of the proof of Theorem 1.1 is identical to that of the main theorem in [5] and we therefore omit the details.
5. Recovering asymptotics of potentials. In this section, we prove Theorem 1.2 and recall from [3] the deduction of Theorem 1.3. Note that the lead term of the Coulomb-like potential is automatically determined by the order of the elliptic Fourier integral operator $S(\lambda)$. Thus we need consider only potentials which have the same lead term and thus which have Poisson operators with the same principal symbol.

Let $V_{1}, V_{2}$ be two Coulomb-like potentials with lead term $A$ such that

$$
V_{1}-V_{2}=x^{k} W+O\left(x^{k+1}\right)
$$

with $W \in C^{\infty}(\partial X)$. Letting $P_{1}, P_{2}$ be the associated Poisson operators at energy $\lambda$, we then have that

$$
\left(\Delta-\lambda^{2}\right) P_{j}=-V_{j} P_{j}
$$

and thus that

$$
\left(\Delta-\lambda^{2}\right)\left(P_{1}-P_{2}\right)=-V_{1} P_{1}+V_{2} P_{2}=-V_{1}\left(P_{1}-P_{2}\right)+\left(V_{2}-V_{1}\right) P_{2}
$$

Hence

$$
\left(\Delta+V_{1}-\lambda^{2}\right)\left(P_{1}-P_{2}\right)=\left(V_{2}-V_{1}\right) P_{2}
$$

We also have that

$$
Q_{-\lambda}^{0}\left(P_{1}-P_{2}\right)=\mathrm{Id}-\mathrm{Id}=0
$$

Thus as in [3], we conclude that $P_{1}-P_{2}$ is of order $-\frac{2 n-1}{4}+i \alpha-k$ on $G$ as the transport equations for the principal symbol at each level will be homogeneous with zero initial data and thus have zero solution. At the $k$ th level, the equation becomes inhomogeneous, and we obtain the following transport equation, using Proposition 4.1 and Proposition 3.2:

$$
\begin{aligned}
\frac{2 \lambda}{i}\left(\sin (s) \frac{d}{d s}+\left(\frac{1-n}{2}+\right.\right. & k+i \alpha) \cos (s)+i \sin (s) d(\beta(s))) b+A b \\
& =C W(\gamma(s)) e^{-i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}} \sin (s)^{\frac{n-1}{2}-i \alpha} \tan (s / 2)^{-i \alpha}
\end{aligned}
$$

where $b|d x|^{-\frac{2 n-1}{2}+i \alpha+k} \frac{|d s|^{\frac{1}{2}}|d y|^{\frac{1}{2}}|d \hat{\mu}|^{\frac{1}{2}}}{(\sin s)^{\frac{1}{2}}}$ is the principal symbol of $P_{1}-P_{2}$. Writing $\tilde{b}=$ $e^{i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}}(\sin (s))^{\frac{1-n}{2}+k+i \alpha} b$, this becomes

$$
\frac{d \tilde{b}}{d s}=\frac{i}{2 \lambda}(\sin (s))^{k-1} W(\gamma(s))
$$

where $\gamma(s)$ is the geodesic in $\partial X$. Thus as in [3], on approach to $G^{\sharp}(-\lambda)$ the symbol will be $(\sin (s))^{\frac{n-1}{2}-k-i \alpha} \tan \left(\frac{s}{2}\right)^{-i \alpha} e^{-i \int d\left(\beta\left(s^{\prime}\right)\right) d s^{\prime}}$ times the weighted integral

$$
\int_{0}^{\pi}(\sin (s))^{k-1} W(\gamma(s)) d s
$$

and thus from Proposition 3.3, the principal symbol of

$$
S_{1}-S_{2}=Q_{\lambda}^{0}\left(P_{1}-P_{2}\right)
$$

will be a fixed elliptic factor times $\int_{0}^{\pi}(\sin (s))^{k-1} W(\gamma(s)) d s$; the result follows. Note that the geodesic $\gamma$ required to compute $\sigma_{1-k-2 i \alpha}\left(S_{1}-S_{2}\right)$ at a point $(x, \xi)$ is just the geodesic, which when lifted, ends at $(x, \xi)$.
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#### Abstract

We consider the subset $E$ of $\mathbb{R}^{2}$ of all points whose first and second components, respectively, coincide with the first and second eigenvalues of the Laplace operator $-\Delta$ with zero boundary conditions on domains of $\mathbb{R}^{N}$ with prescribed measure. We show that the set $E$ is closed in $\mathbb{R}^{2}$.
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1. Introduction. Let $B \subseteq \mathbb{R}^{N}$ be a fixed ball and let $c>0$ be a positive number. We denote by

$$
\mathcal{A}_{c}(B)=\{A \subseteq B: \quad A \quad \text { quasi open, } m(A) \leq c\}
$$

the family of all quasi-open subsets of $B$ having Lebesgue measure less than or equal to $c$, and by $s: \mathcal{A}_{c}(B) \rightarrow \mathbb{R}^{2}$ the "spot" function defined by

$$
s(A)=\left(\lambda_{1}(A), \lambda_{2}(A)\right),
$$

where $\lambda_{1}(A), \lambda_{2}(A)$ are the first two eigenvalues (counted with their multiplicities) of the Laplace operator $-\Delta$ on the Sobolev space $H_{0}^{1}(A)$. Since we will always work with Sobolev functions it is convenient to consider domains which are quasi-open (that is, subsets of $\mathbb{R}^{N}$ of the form $\{u>0\}$ where $u \in H^{1}\left(\mathbb{R}^{N}\right)$ ) instead of usual domains which are open subsets of $\mathbb{R}^{N}$. This choice is also justified by the relaxation theory of Dirichlet problems. In fact, the family of quasi-open sets is the largest class of domains contained in the closure of the family of open sets with respect to the $\gamma$-topology, on which Sobolev spaces $H_{0}^{1}$ are well defined.

The purpose of this paper is to prove that the range of $s$ is closed in $\mathbb{R}^{2}$ if, for a given $c$, the ball $B$ is large enough. This will immediately imply the existence of a solution for problems of the form

$$
\min \left\{\Phi\left(\lambda_{1}(A), \lambda_{2}(A)\right): \quad A \in \mathcal{A}_{c}(B)\right\}
$$

for a large class of cost functions $\Phi$.
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Fig. 1.

Let us denote by $E=s\left(\mathcal{A}_{c}(B)\right)$ the image of $s$ in $\mathbb{R}^{2}$. Some classical remarks already give an idea where the set $E$ lies.

Denoting by $B_{1}$ the ball of mass $c$ and by $B_{2}$ the union of two disjoint balls of mass $\frac{c}{2}$, classical arguments give that

- $\forall A \in \mathcal{A}_{c}(B), \quad \lambda_{1}(A) \geq \lambda_{1}\left(B_{1}\right) \quad$ (proved by Faber [10] and Krahn [15], [16]);
- $\forall A \in \mathcal{A}_{c}(B), \quad \lambda_{2}(A) \geq \lambda_{2}\left(B_{2}\right)=\lambda_{1}\left(B_{2}\right) \quad$ (we refer to Krahn [16]; see also [17] for a proof by P. Szegö);
- $\forall A \in \mathcal{A}_{c}(B), \quad \lambda_{2}\left(B_{1}\right) / \lambda_{1}\left(B_{1}\right) \geq \lambda_{2}(A) / \lambda_{1}(A) \geq 1 \quad$ (recently proved by Ashbaugh and Benguria (see [1]));
- the set E is conical with respect to the origin, that is $(t x, t y) \in E$ whenever $(x, y) \in E$ and $t \geq 1$ (by homothety of ratio $\frac{1}{\sqrt{t}}$ ).
For a numerical study of the set $E$ in the case $N=2$ we refer the interested reader to the paper by Wolf and Keller (see [18]), where the picture for $E$ (see Figure 1) is obtained.

Unfortunately, we are not able to prove the convexity of the set $E$, which the picture above seems to show; this would imply the closure result quite straightforwardly. However, we can prove that $E$ is convex horizontally and vertically, and this is enough to imply that it is closed (see Lemma 2.1).

In the paper we often use the definition of $\gamma$-convergence for sequences of domains and some of its properties; this definition, which we recall in section 2, was introduced by Dal Maso and Mosco (see [9]) and turned out to be a very powerful tool in several shape optimization problems (see Buttazzo and Dal Maso [7], [8]).

We conclude the paper with a section where some open problems are presented.
2. The main theorem and some preliminary results. Let $c>0$ be given and let $B \subseteq \mathbb{R}^{N}$ be a ball containing two disjoint balls of mass $\frac{c}{2}$. We shall prove the following result.

Theorem 2.1. The set $E$ is closed in $\mathbb{R}^{2}$.
The proof of the theorem above is based on the following lemma.
LEMMA 2.1. If the set $E$ is convex on the vertical and horizontal directions, then $E$ is closed in $\mathbb{R}^{2}$.

Following this lemma it suffices to prove the convexity of $E$ on vertical and horizontal directions. For this purpose, we shall split the proof in two steps:

Step 1. A is convex on horizontal lines; namely, if $A \in \mathcal{A}_{c}(B)$, then the segment joining $\left(\lambda_{1}(A), \lambda_{2}(A)\right)$ to $\left(\lambda_{2}(A), \lambda_{2}(A)\right)$ is contained in $E$.

Step 2. $A$ is convex on vertical lines; namely, if $A \in \mathcal{A}_{c}(B)$, then the segment joining $\left(\lambda_{1}(A), \lambda_{2}(A)\right)$ to $\left(\lambda_{1}(A), \frac{\lambda_{2}\left(B_{1}\right)}{\lambda_{1}\left(B_{1}\right)} \lambda_{1}(A)\right)$ is contained in $E$.

The proofs of Lemma 2.1 and of Steps 1 and 2 will be given in section 3; we recall now classical notions and give some preliminary results.

The capacity of a set $E \subseteq B$ is defined by

$$
\operatorname{cap}(E)=\inf \left\{\int_{B}|\nabla u|^{2}, \quad u \in \mathcal{U}_{E}\right\}
$$

where $\mathcal{U}_{E}$ is the class of all functions $u \in H_{0}^{1}(B)$ such that $u \geq 1$ almost everywhere (a.e.) in a neighborhood of $E$. We say that a property $p(x)$ holds quasi everywhere on $E$ (q.e. on $E$ ) if the set of all points $x \in E$ for which $p(x)$ does not hold has capacity zero.

A subset $A \subseteq B$ is called quasi-open if for every $\epsilon>0$ there exists an open subset $G_{\epsilon}$ of $B$ such that $A \cup G_{\epsilon}$ is open and $\operatorname{cap}\left(G_{\epsilon}\right)<\epsilon$. It easily can be seen that for any quasi-open set there exists a decreasing sequence $\left\{A_{n}\right\}_{n \in N}$ of open sets containing $A$ such that $\operatorname{cap}\left(A_{n} \backslash A\right) \rightarrow 0$. A function $f: B \mapsto \mathbb{R}$ is said to be quasi-continuous if for all $\epsilon>0$ there exists an open set $G_{\epsilon}$ with $\operatorname{cap}\left(G_{\epsilon}\right)<\epsilon$ such that $f$ is continuous on $B \backslash G_{\epsilon}$ (see [13], [19]). For a quasi-open set $A$, the Sobolev space $H_{0}^{1}(A)$ is defined as

$$
H_{0}^{1}(A)=\left\{u \in H_{0}^{1}(B): \quad u=0 \quad \text { q.e. on } \quad B \backslash A\right\} .
$$

The fine topology on $B$ is the coarsest topology making all superharmonic functions continuous. The relation between the quasi topology and the fine topology is studied in [12], [14].

For a quasi-open set $A \in \mathcal{A}_{c}(B)$, we denote by $\lambda_{1}(A), \lambda_{2}(A)$ the first two eigenvalues (counted with their multiplicity) of the Laplace operator $-\Delta$ on $H_{0}^{1}(A)$. They are given by the classical formulae

$$
\begin{gathered}
\lambda_{1}(A)=\min _{\substack{\varphi \in H_{0}^{1}(A) \\
\varphi \neq 0}} \frac{\int_{A}|\nabla \varphi|^{2} d x}{\int_{A}|\varphi|^{2} d x}, \\
\lambda_{2}(A)=\max _{\substack{\psi \in H_{0}^{1}(A) \\
\psi \neq 0}} \min _{\substack{\varphi \in H_{0}^{1}(A) \backslash\{0\} \\
\varphi \perp \psi}} \frac{\int_{A}|\nabla \varphi|^{2} d x}{\int_{A}|\varphi|^{2} d x} .
\end{gathered}
$$

If we denote by $\varphi_{1}, \varphi_{2}$ the eigenfunctions corresponding to $\lambda_{1}(A)$ and $\lambda_{2}(A)$, then we have

$$
\begin{array}{lll}
\varphi_{1} \in H_{0}^{1}(A) & \text { and } & -\Delta \varphi_{1}=\lambda_{1}(A) \varphi_{1}
\end{array} \quad \text { in } \quad H_{0}^{1}(A), ~ 子 \quad \text { and } \quad-\Delta \varphi_{2}=\lambda_{2}(A) \varphi_{2} \quad \text { in } \quad H_{0}^{1}(A)
$$

Generally, we shall use the notation $A_{1}=\left\{\varphi_{1}>0\right\}$ and $A_{2}=\left\{\varphi_{2} \neq 0\right\}$, where we denote here by $\varphi_{1}$ and $\varphi_{2}$ the quasi-continuous representatives of the corresponding eigenfunctions. In order to establish the possible relations between $A_{1}$ and $A_{2}$ we shall give a lemma which is an extension of a classical result on open sets.

LEMmA 2.2. If $C_{1}, C_{2}$ are two quasi-open sets with $\operatorname{cap}\left(C_{1} \cap C_{2}\right)=0$ and $u \in H_{0}^{1}\left(C_{1} \cup C_{2}\right)$, then $u_{\mid C_{1}} \in H_{0}^{1}\left(C_{1}\right)$ and $u_{\mid C_{2}} \in H_{0}^{1}\left(C_{2}\right)$.

Proof. There exists a sequence of elements $u_{n} \in \mathcal{D}\left(C_{1} \cup C_{2}\right)$ such that $u_{n} \rightarrow u$ strongly in $H_{0}^{1}\left(C_{1} \cup C_{2}\right)$. (See [14] for the definition of $\mathcal{D}\left(C_{1} \cup C_{2}\right)$.) Therefore it suffices to consider only elements of $\mathcal{D}\left(C_{1} \cup C_{2}\right)$ since $u_{n \mid C_{1}} \rightarrow u_{\mid C_{1}}$ and $u_{n \mid C_{2}} \rightarrow u_{\mid C_{2}}$. Following Lemma 2.4 of [14], there exists a sequence of functions $g_{k} \rightarrow u$ strongly in $H_{0}^{1}\left(C_{1} \cup C_{2}\right)$ and $g_{k}=g_{k}^{1}+g_{k}^{2}$ where $g_{k}^{1} \in H_{0}^{1}\left(C_{1}\right)$ and $g_{k}^{2} \in H_{0}^{1}\left(C_{2}\right)$ since $\left\{C_{1}, C_{2}\right\}$ is a quasi covering of $C_{1} \cup C_{2}$. Since $\operatorname{cap}\left(C_{1} \cap C_{2}\right)=0$ the functions $g_{k}^{1}$ and $g_{k}^{2}$ are orthogonal in $L^{2}(B)$ and in $H_{0}^{1}(B)$; this implies that the sequences $\left\{g_{k}^{1}\right\}_{k},\left\{g_{k}^{2}\right\}_{k}$ are bounded in both spaces. For subsequences still denoted with the same index we get $g_{k}^{1} \rightharpoonup u^{1}$ weakly in $H_{0}^{1}\left(C_{1}\right)$ and $g_{k}^{2} \rightharpoonup u^{2}$ weakly in $H_{0}^{1}\left(C_{2}\right)$. From the strong $L^{2}$ convergence we have $u^{1}=u_{\mid C_{1}}$ and $u^{2}=u_{\mid C_{2}}$, which concludes the proof.

We can formulate now the following lemma.
Lemma 2.3. Let $A$ be a quasi-open set such that $\lambda_{1}(A)<\lambda_{2}(A)$. Then the fine interior of $A_{1}$ is finely connected and there are two possibilities: either $A_{2} \subseteq A_{1}$ or $\operatorname{cap}\left(A_{1} \cap A_{2}\right)=0$ for a convenient second eigenfunction $\varphi_{2}$.

Proof. If $A$ is open the result is immediate. If $A$ is quasi open, the proof is similar and based on the previous lemma and the following assertion (see [12]): any positive superharmonic function on a finely open and connected set is either strictly positive or equal to zero. Particularly, this will be the case of the first eigenfunction.

Indeed, if $A_{1}$ is not finely connected (we denoted here by $A_{1}$ its fine interior), then it can be decomposed in a union of disjoint finely connected components $\left\{C_{i}\right\}_{i \in I}$ and, since $\varphi_{1 \mid C_{i}} \in H_{0}^{1}\left(C_{i}\right) \subseteq H_{0}^{1}(A)$, we have that

$$
\forall i \in I \quad \frac{\int_{C_{i}}\left|\nabla \varphi_{1 \mid C_{i}}\right|^{2} d x}{\int_{C_{i}}\left|\varphi_{1 \mid C_{i}}\right|^{2} d x}=\lambda_{1}(A)
$$

Thus, if $I$ contains at least two indices this would mean that $\lambda_{1}(A)$ is at least double since we have two independent eigenfunctions (defined by the restriction of $\varphi_{1}$ on each set). Therefore $A_{1}$ has only one finely connected component.

Suppose now that $\operatorname{cap}\left(A_{1} \cap A_{2}\right) \neq 0$. Decomposing $A_{2}=\cup_{i \in I} C_{i}^{\prime}, C_{i}^{\prime}$ being finely connected, then for any component for which $\operatorname{cap}\left(A_{1} \cap C_{i}^{\prime}\right) \neq 0$ we have $C_{i}^{\prime} \subseteq A_{1}$; otherwise $C_{i}^{\prime} \cup A_{1}$ would be finely connected and $\varphi_{1}$ could not vanish on $C_{i}^{\prime} \backslash A_{1}$. Thus the finely connected components of $A_{2}$ are of two types, $C_{i}^{\prime} \subseteq A_{1}$ and $\operatorname{cap}\left(C_{j}^{\prime} \cap A_{1}\right)=0$. In this case we can see that $\varphi_{2 \mid \cup C_{i}^{\prime}}$ and $\varphi_{2 \mid \cup C_{j}^{\prime}}$ are both orthogonal to $\varphi_{1}$ and they are still second eigenfunctions. Then $A_{2}$ can be chosen as $\cup C_{i}^{\prime}$ or $\cup C_{j}^{\prime}$.

In order to introduce the $\gamma$-convergence for a sequence $\left\{A_{n}\right\}_{n \in N}$ in $\mathcal{A}_{c}(B)$ we recall the Mosco conditions:
$\left(M_{1}\right) \forall \varphi \in H_{0}^{1}(A), \exists \varphi_{n} \in H_{0}^{1}\left(A_{n}\right)$, such that $\varphi_{n} \rightarrow \varphi$ strongly in $H_{0}^{1}(B)$.
$\left(M_{2}\right) \forall \varphi_{n_{k}} \in H_{0}^{1}\left(A_{n_{k}}\right)$, with $\varphi_{n_{k}} \rightharpoonup \varphi$ weakly in $H_{0}^{1}(B)$, we have $\varphi \in H_{0}^{1}(A)$.
It is said that $A_{n} \gamma$-converges to $A$ if $M_{1}$ and $M_{2}$ hold simultaneously (see, for instance, [8]). It is said that $A_{n}$ weakly $\gamma$-converges to $A$ if $A=\{w>0\}$ and $w_{n} \rightharpoonup w$ weakly in $H_{0}^{1}(B)$, where $w_{n}$ are the solutions of

$$
\left\{\begin{array}{l}
-\Delta w_{n}=1 \\
w_{n} \in H_{0}^{1}\left(A_{n}\right)
\end{array}\right.
$$

extended by zero on $B \backslash A_{n}$. It is known that the weak $\gamma$-convergence is sequentially compact on $\mathcal{A}_{c}(B)$ (see [5]).

An important tool that we shall use in the proof of Steps 1 and 2 is the continuous Steiner symmetrization (CSS) (see Brock [3], [4]). It is well known that the CSS of an open set keeps constant its measure and decreases the first Dirichlet eigenvalue of the Laplacian. Here, we are interested in the behavior of the second eigenvalue with respect to the CSS, which derives from the Mosco behavior of the associated Sobolev space (see [6]). Let's recall from [6] some useful results. Consider a measurable set $A$ and a hyperplane $\mathcal{H} \subseteq \mathbb{R}^{N}$. For $t \in[0,1]$ denote by $A^{t}$ the Steiner symmetrization of $A$ at time $t$ in the orthogonal direction to $\mathcal{H}$.

Proposition 2.1. If $A$ is open, the mapping $t \mapsto A^{t}$ is $\gamma$-continuous from the left and $M_{1}$ continuous from the right.

For a quasi-open set $A \in \mathcal{A}_{c}(B)$, the set $A^{t}$ is defined in the following way: Consider a decreasing sequence of open sets $\left\{A_{n}\right\}_{n \in N}$ with $\operatorname{cap}\left(A_{n} \backslash A\right) \rightarrow 0$ and $A \subseteq A_{n} \subseteq B$. For any $t \in[0,1]$ the set $A_{n}^{t}$ is well defined and by monotonicity we define $A_{n}^{t} \supseteq A_{n+1}^{t}$. Then $\left\{A_{n}^{t}\right\}_{n \in N}$ is $\gamma$-convergent and

$$
A^{t}=\gamma-\lim _{n \rightarrow \infty} A_{n}^{t}
$$

Proposition 2.2. If $A$ is quasi-open, the mapping $t \mapsto A^{t}$ is $M_{2}$ continuous from the left and $M_{1}$ continuous from the right.

In terms of eigenvalues, Proposition 2.2 gives the following corollary.
Corollary 2.1. For every $A \in \mathcal{A}_{c}(B)$ and every positive integer $i$, the mappings $t \mapsto \lambda_{i}\left(A^{t}\right)$ are lower-semicontinuous on the left and upper-semicontinuous on the right.

This result will permit us to prove that the second eigenvalue has a Darboux-like property, that is, if $t_{1}<t_{2}$ and $\lambda_{2}\left(A^{t_{1}}\right)<\lambda_{2}\left(A^{t_{2}}\right)$, then $\forall \lambda^{*} \in\left[\lambda_{2}\left(A^{t_{1}}\right), \lambda_{2}\left(A^{t_{2}}\right)\right]$ there exists $t^{*} \in\left[t_{1}, t_{2}\right]$ such that $\lambda_{2}\left(A^{t *}\right)=\lambda^{*}$.

In the proof of Steps 1 and 2, the idea is to make a sequence of CSS to transform a given quasi-open set $A \in \mathcal{A}_{c}(B)$ into a ball. Here, one can see that the choice of $B$ is important since if $A \in \mathcal{A}_{c}(B)$ for any hyperplane $\mathcal{H}$ we still have $A^{t} \in \mathcal{A}_{c}(B)$.

For a compact set $K \in \mathbb{R}^{N}$ it is known the existence of a sequence of hyperplanes $\left\{\mathcal{H}_{n}\right\}_{n \in N}$ such that, denoting $K_{0}=K$ and $K_{n}$ the symmetrization of $K_{n-1}$ with respect to $\mathcal{H}_{n}$, we have $m\left(K_{n} \Delta K^{\#}\right) \rightarrow 0$ (generally by $C^{\#}$ we denote the closed ball of measure $m(C)$; see [2]). If the convergence in measure is replaced by the Hausdorff convergence, a similar type of result can be found in Federer (see [11]).

For quasi-open sets we can formulate the following.
Proposition 2.3. Let $A \in \mathcal{A}_{c}(B)$. There exists a sequence of Steiner symmetrizations of $A$, denoted $\left\{A_{n}\right\}_{n \in N}$, such that $m\left(A_{n} \backslash A^{\#}\right) \rightarrow 0$ for $n \rightarrow \infty$.

Proof. This result appears to be weaker than the similar one for compact sets, but nevertheless it is still sufficient for the proof of Step 2.

Suppose first that $A$ is open. Consider $K_{1} \subset \subset A$ such that $m\left(A \backslash K_{1}\right) \leq \epsilon_{1} / 2$. We make a finite number of Steiner symmetrizations given by the result of [2] for $K_{1}$ such that

$$
m\left(\left(K_{1}\right)_{n_{1}} \Delta K_{1}^{\#}\right) \leq \frac{\epsilon_{1}}{2}
$$

Then, by monotonicity,

$$
m\left(A_{n_{1}} \backslash A^{\#}\right) \leq \frac{\epsilon_{1}}{2}+\frac{\epsilon_{1}}{2}=\epsilon_{1}
$$

Choosing now another set $K_{2} \subset \subset A_{n_{1}}$ with $m\left(A_{n_{1}} \backslash K_{2}\right) \leq \epsilon_{2} / 2$ we continue the process and obtain

$$
m\left(\left(K_{2}\right)_{n_{2}} \backslash K_{2}^{\#}\right) \leq \frac{\epsilon_{2}}{2}
$$

and so on. Choosing a sequence $\epsilon_{n} \rightarrow 0$, we conclude the proof in the case of open sets.

If $A$ is quasi-open, consider a sequence of open sets $\left\{C_{r}\right\}_{r \in N}$ such that

$$
A \subseteq C_{r+1} \subseteq C_{r} \subseteq B
$$

and $\operatorname{cap}\left(C_{r} \backslash A\right) \rightarrow 0$. We apply the previous result for $C_{r}$ and begin by making a finite number of symmetrizations to $C_{1}$ such that

$$
m\left(\left(C_{1}\right)_{n_{1}} \backslash C_{1}^{\#}\right) \leq \epsilon_{1}
$$

Then $m\left(A_{n_{1}} \backslash C_{1}^{\#}\right) \leq \epsilon_{1}$. Now making a finite number of symmetrizations for $C_{2}$ we get $m\left(\left(C_{2}\right)_{n_{2}} \backslash C_{2}^{\#}\right) \leq \epsilon_{2}$, and so on. Finally we get $m\left(A_{n} \backslash A^{\#}\right) \rightarrow 0$, since $m\left(C_{n}^{\#} \Delta A^{\#}\right) \rightarrow 0$.

Corollary 2.2. For every $A \in \mathcal{A}_{c}(B)$ there exists a sequence $\left\{A_{n}\right\}_{n \in N}$ of Steiner symmetrizations of $A$ such that any weak $\gamma$-limit point of $\left\{A_{n}\right\}_{n \in N}$ is contained in $A^{\#}$.

Proof. Indeed, from the previous proposition we have $m\left(A_{n} \backslash A^{\#}\right) \rightarrow 0$. If $U$ is the weak $\gamma$-limit of $\left\{A_{n_{k}}\right\}$, then $w_{n_{k}} \rightharpoonup w$ weakly in $H_{0}^{1}(B)$ and $U=\{w>0\}$. Since $m\left(A_{n} \backslash A^{\#}\right) \rightarrow 0$ and $w_{n_{k}} \rightarrow w$ in $L^{2}(B)$, we get $w=0$ a.e. on $\mathbb{R}^{N} \backslash A^{\#}$, hence $w \in H_{0}^{1}\left(A^{\#}\right)$, which means $U \subseteq A^{\#}$. $\square$

Corollary 2.3. For the sequence $\left\{A_{n}\right\}_{n \in N}$ given by Proposition 2.3 we have

$$
\lambda_{2}\left(A^{\#}\right) \leq \liminf _{n \rightarrow \infty} \lambda_{2}\left(A_{n}\right)
$$

3. Proof of the results. We proceed now with the proofs of Lemma 2.1 and of Steps 1 and 2. It is convenient to indicate by $d_{1}$ the half-line $\left\{\operatorname{ts}\left(B_{1}\right): t \geq 1\right\}$ and by $d_{2}$ the half-line $\left\{t s\left(B_{2}\right): t \geq 1\right\}=\left\{(x, x) \in \mathbb{R}^{2}: x \geq \lambda_{1}\left(B_{2}\right)\right\}$.

Proof of Lemma 2.1. Consider $(x, y) \in \bar{E}$. There exists a sequence of sets $\left\{A_{n}\right\}_{n \in N} \subseteq \mathcal{A}_{c}(B)$ such that $s\left(A_{n}\right) \rightarrow(x, y)$. From the weak $\gamma$-compactness of the set $\mathcal{A}_{c}(B)$ for a subsequence still denoted with the same indices, we can write $A_{n} \rightarrow A$ in the weak $\gamma$-sense. Then $A \in \mathcal{A}_{c}(B)$ and, since the eigenvalues of the Laplacian are weakly $\gamma$-lower-semicontinuous, we get $\lambda_{1}(A) \leq \liminf _{n \rightarrow \infty} \lambda_{1}\left(A_{n}\right)=x$ and $\lambda_{2}(A) \leq \liminf _{n \rightarrow \infty} \lambda_{2}\left(A_{n}\right)=y$. From the vertical convexity of $E$, the vertical segment joining $s(A)$ with the half-line $d_{1}$ is contained in $E$. If $y<\lambda_{2}\left(B_{1}\right)$, we can find the point $\left(\lambda_{1}(A), y\right)$ on this segment, and now using the horizontal convexity, the segment joining $\left(\lambda_{1}(A), y\right)$ to $d_{2}$ is in $E$. But this segment contains the point $(x, y)$ since $\lambda_{1}(A) \leq x$.

If $y \geq \lambda_{2}\left(B_{1}\right)$, then the horizontal convexity gives directly $(x, y) \in E$.
We give now a general result which establishes the existence of a $\gamma$-continuous and decreasing homotopy between two quasi-open sets $A_{1} \subseteq A_{0}$.

Proposition 3.1. Let $A_{1} \subseteq A_{0}$ be two quasi-open sets. There exists a decreasing homotopy from $A_{0}$ to $A_{1}$ which is $\gamma$-continuous; namely, there exists a $\gamma$-continuous mapping $h:[0,1] \rightarrow \mathcal{A}\left(\mathbb{R}^{N}\right)$ such that for $t_{1}<t_{2}, h\left(t_{1}\right) \supseteq h\left(t_{2}\right)$, and $h(0)=A_{0}$, $h(1)=A_{1}$.

Proof. Denote by $K$ a closed cube containing $A_{0}$. We shall divide the cube in $2^{N}$ equal closed cubes $K_{0}, \ldots, K_{2^{N-1}}$; each cube $K_{i}$ is analogously divided in $2^{N}$ closed cubes $K_{i 0}, \ldots, K_{i 2^{N}-1}$, and so on. Then with each real number $t \in[0,1]$ written in the $2^{N}$-basis by $0, \alpha_{1}, \alpha_{2}, \ldots$ we associate the set

$$
\Lambda_{t}=\left(A_{0} \backslash F_{t}\right) \cup A_{1}
$$

where

$$
F_{t}=\cup_{n=1}^{\infty} \cup_{i=0}^{\alpha_{n}-1} K_{\alpha_{1} \ldots \alpha_{n-1} i}
$$

Remark first that $\Lambda_{t}$ is quasi-open since $F_{t}$ is quasi-closed. Indeed, let's denote by

$$
F_{t, k}=\cup_{n=1}^{k} \cup_{i=0}^{\alpha_{n}-1} K_{\alpha_{1} \ldots \alpha_{n-1} i}
$$

the closed set consisting of the first $k$-blocks of $F_{t}$. Set also

$$
\Lambda_{t, k}=\left(A_{0} \backslash F_{t, k}\right) \cup A_{1}
$$

which is obviously quasi-open, and remark that

$$
\cap_{k \geq 1} \Lambda_{t, k}=\Lambda_{t}
$$

Since $\operatorname{cap}\left(\Lambda_{t, k} \backslash \Lambda_{t}\right) \rightarrow 0$ for $k \rightarrow \infty$ we get that $\Lambda_{t}$ is quasi-open. Moreover, the mapping $t \rightarrow \Lambda_{t}$ is continuous in capacity. Indeed, fix $t \in[0,1]$ and consider $t_{n} \rightarrow t$. We have to distinguish two situations: either $t$ has an infinite number of digits and is not finishing with $a a \ldots a a \ldots$, or $t$ has a finite number of digits or finishes with $a a \ldots a a \ldots$ ( $a$ being the greatest digit in the basis $2^{N}$, namely $a=2^{N}-1$ ). In the first case, if $t_{n} \rightarrow t$, then $\forall k \in \mathbb{N} \exists n_{k} \in \mathbb{N}$ such that $\forall n \geq n_{k}, t_{n}$, and $t$ have the same first $k$ digits. In this case

$$
\operatorname{cap}\left(A^{t} \Delta A^{t_{n}}\right) \leq \operatorname{cap}\left(K_{\alpha_{1} \ldots \alpha_{k}}\right)
$$

and we derive the continuity in capacity.
If $t$ has a finite number of digits $t=0 . \alpha_{1} \alpha_{2} \ldots \alpha_{k}$, then $t$ written as

$$
t=0 . \alpha_{1} \alpha_{2} \ldots \alpha_{k} 0000 \ldots
$$

is identified with

$$
t^{\prime}=0 . \alpha_{1} \alpha_{2} \ldots\left(\alpha_{k}-1\right) \text { aaaa } \ldots
$$

The difference between $A^{t}$ and $A^{t^{\prime}}$ is a point, hence of zero capacity. Consider $t_{n} \rightarrow t$. If $t_{n} \geq t$, the first $k$ digits of $t_{n}$ and $t$ coincide for $n \geq n_{k}$. If $t_{n}<t$, then the first $k$ digits of $t_{n}$ and $t^{\prime}$ coincide for $n \geq n_{k}$ and the conclusion follows.

Since the mapping $t \mapsto \Lambda_{t}$ is obviously decreasing and $\gamma$-continuous, to achieve the proof it is enough to take

$$
h(t)=\Lambda_{t}
$$

Proof of Step 1. Let $A \in \mathcal{A}_{c}(B)$. If there exists a subset $A^{*}$ of $A$, such that $\lambda_{1}\left(A^{*}\right)=\lambda_{2}\left(A^{*}\right)=\lambda_{2}(A)$, then one can directly apply Proposition 3.1, and Step 1 is proved since there exists a decreasing and $\gamma$-continuous homotopy from $A$ to $A^{*}$. Since
$\lambda_{2}(A)=\lambda_{2}\left(A^{*}\right)$, then by monotonicity $\lambda_{2}\left(\Lambda_{t}\right)=\lambda_{2}(A)$. Since the first eigenvalue is $\gamma$-continuous, for each $\alpha \in\left[\lambda_{1}(A), \lambda_{2}(A)\right]$ there exists some $t_{\alpha}$ such that $\lambda_{1}\left(\Lambda_{t_{\alpha}}\right)=\alpha$.

Let's prove now the existence of the set $A^{*}$. If $\lambda_{1}(A)=\lambda_{2}(A)$, there is nothing to prove. Hence we suppose $\lambda_{1}(A)<\lambda_{2}(A)$, and from what we have seen in the previous section we have two possibilities: either $A_{2}=\left\{\varphi_{2} \neq 0\right\} \subseteq\left\{\varphi_{1}>0\right\}=A_{1}$ (and in this case $A^{*}=A_{2}$ ) or $\operatorname{cap}\left(A_{1} \cap A_{2}\right)=0$. Denoting by $P_{t}$ the open half-space

$$
P_{t}=\left\{\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{N} \mid t<x_{1}\right\}
$$

there exists some $t_{0} \in \mathbb{R}$ such that $\lambda_{1}\left(A_{1} \cap P_{t_{0}}\right)=\lambda_{2}(A)$. Choosing

$$
A^{*}=\left(A_{1} \cap P_{t_{0}}\right) \cup A_{2}
$$

the conclusion follows.
Proof of Step 2. Let's consider $A \in \mathcal{A}_{c}(B)$ and denote by $A^{\#}$ the closed ball of measure $m(A)$. The idea of proving the convexity in the vertical direction is to make a sequence of continuous Steiner symmetrizations transforming $A$ such that $m\left(A_{n} \backslash A^{\#}\right) \rightarrow 0$ and to use the horizontal convexity. If $\lambda_{2}(A) \geq \lambda_{2}\left(A^{\#}\right)$, then the segment

$$
\left\{\left(\lambda_{1}(A), \gamma\right): \quad \text { for } \quad \gamma \in\left[\lambda_{2}(A), \lambda_{1}(A) \frac{\lambda_{2}\left(B_{1}\right)}{\lambda_{1}\left(B_{1}\right)}\right]\right\}
$$

is contained in $E$. This follows immediately from the convexity on the horizontal lines since all the half-line supported by $d_{1}$ and having $B_{1}$ as extreme point is in $E$.

So let's suppose $\lambda_{2}(A)<\lambda_{2}\left(A^{\#}\right)$ and choose $\left.\alpha \in\right] \lambda_{2}(A), \lambda_{2}\left(A^{\#}\right)[$. We intend to prove that $\left(\lambda_{1}(A), \alpha\right) \in E$. We use Corollary 2.3 and we find a sequence of Steiner symmetrizations $\left\{A_{n}\right\}_{n \in N}$ such that $\liminf _{n \rightarrow \infty} \lambda_{2}\left(A_{n}\right) \geq \lambda_{2}\left(A^{\#}\right)$. In order to underline the evolution of the set $A$ "toward" the ball, we say that the CSS from $A_{n}$ to $A_{n+1}$ is parametrized by $t \in[n, n+1]$ by simple translation of the interval $[0,1]$. In this way we can define the set $A^{t}$ for every $t \geq 0$, and the set $A_{n}$ can also be written as $A^{n}$.

On the other hand, $\lambda_{1}\left(A_{n}\right) \leq \lambda_{1}(A)$. There exists some $n_{0} \in N$ such that $\lambda_{2}\left(A_{n_{0}}\right) \geq \alpha$ and denote

$$
t^{*}=\sup \left\{t \in\left[0, n_{0}\right]: \quad \lambda_{2}\left(A^{t}\right) \leq \alpha\right\}
$$

From the upper-semicontinuity on the right we have $\lambda_{2}\left(A^{t^{*}}\right) \geq \alpha$ and from the lowersemicontinuity on the left we get $\lambda_{2}\left(A^{t^{*}}\right) \leq \alpha$ which give $\lambda_{2}\left(A^{t^{*}}\right)=\alpha$.

Using now the convexity on the horizontal lines, the segment joining $\left(\lambda_{1}\left(A^{t^{*}}\right), \alpha\right)$ with $(\alpha, \alpha) \in d_{2}$ is contained in $E$. However, since $\lambda_{1}\left(A^{*^{*}}\right) \leq \lambda_{1}(A)$, the point $\left(\lambda_{1}(A), \alpha\right)$ belongs to $E$.
4. Further remarks. There are many other questions which can be raised. Is the set $E$ convex? Is $E$ still closed if the pair $\left(\lambda_{1}, \lambda_{2}\right)$ is replaced by $\left(\lambda_{i}, \lambda_{j}\right)$ or, more generally, if we consider the set

$$
E_{K}=\left\{\left(\lambda_{i}(A)\right)_{i \in K}: \quad A \in \mathcal{A}_{c}(B)\right\}
$$

where $K$ is a given subset of positive integers? Are the sets $A$ on the boundary of $E$ smooth? If the ball $B$ is replaced by an open set $\Omega$, is the set $s\left(\mathcal{A}_{c}(\Omega)\right)$ still closed? Or if the Laplace operator is replaced by

$$
L=-\partial_{i}\left(a_{i j} \partial_{j}\right)+b_{i} \partial_{i}+c ?
$$

Let's give a proposition which yields some information on the boundary of the set $E$. For a set $A \in \mathcal{A}_{c}(B)$ we shall denote

$$
\mathcal{R}_{\mathrm{inf}}(A)=\left\{(x, y) \in \mathbb{R}^{2}: x \leq \lambda_{1}(A), y \leq \lambda_{2}(A)\right\}
$$

Proposition 4.1. For every $A \in \mathcal{A}_{c}(B)$, there exists a set $\tilde{A} \in \mathcal{A}_{c}(B)$ which is either finely connected or two balls, such that $s(\tilde{A}) \in \mathcal{R}_{\inf }(A)$.

Proof. Fix $A \in \mathcal{A}_{c}(B)$ and set $A_{1}=\left\{\varphi_{1}>0\right\}$ and $A_{2}=\left\{\varphi_{2} \neq 0\right\}$. If $\lambda_{1}(A)=$ $\lambda_{2}(A)$ the assertion is obvious since $s(A) \in d_{2}$. If $\lambda_{1}(A)<\lambda_{2}(A)$ there are two possibilities: if $A_{2} \subseteq A_{1}$, then $A_{1}$ is finely connected and $s\left(A_{1}\right) \in \mathcal{R}_{\mathrm{inf}}(A)$; if $\operatorname{cap}\left(A_{2} \cap\right.$ $\left.A_{1}\right)=0$, we make the Schwarz rearrangements of $A_{1}$ and $A_{2}$ into the disjoint balls $C_{1}$ and $C_{2}$ and we get $s\left(C_{1} \cup C_{2}\right) \in \mathcal{R}_{\inf }(A)$ and $C_{1} \cup C_{2} \in \mathcal{A}_{c}(B)$.

This proposition means that any $A$ whose $s(A)$ is on $\partial E \backslash\left(d_{1} \cup d_{2}\right)$ is either finely connected or two balls. An open question is to study if these sets are simply connected.

To conclude, we remark that the result of this paper can be applied to prove the existence of solutions for some classes of shape optimization problems for which the shape functional is not monotone with respect with the set inclusion (see [8]). We can consider problems of the form

$$
\begin{equation*}
\min \left\{\Phi\left(\lambda_{1}(A), \lambda_{2}(A)\right): \quad A \in \mathcal{A}_{c}(B)\right\} \tag{4.1}
\end{equation*}
$$

where $\Phi: E \rightarrow \overline{\mathbb{R}}$ is lower semicontinuous and goes to $+\infty$ at infinity. This is the case, for instance, of

$$
\Phi(x, y)=(x-\alpha)^{2}+(y-\beta)^{2}
$$

where $(\alpha, \beta)$ is any element in $\mathbb{R}^{2}$. Therefore by Theorem 2.1 the minimization problem (4.1) admits at least a solution.
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# EXACT SOLUTIONS TO DEGENERATE CONSERVATION LAWS* 
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#### Abstract

We consider large variation solutions to systems of conservation laws, for which the Glimm-Lax theory of decay breaks down. We identify and isolate geometric nonlinearities which are distinct from the usual genuine nonlinearity of each wave field by describing some degenerate systems in which all nonlinearity is geometric and is manifested in the coupling of the different wave families. We then construct exact explicit solutions to these equations and examine properties of these solutions. We find a wide variety of phenomena, depending on the form of the nonlinearity. The most striking of these include strong nonlinear instability of solutions and nontrivial time-periodic solutions. We also find solutions which grow or decay exponentially and oscillating solutions which correspond to rotations by an irrational angle. These oscillating, periodic, and exponential solutions can all appear in a single system with small initial data, demonstrating sensitive dependence on initial conditions.
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1. Introduction. We are interested in periodic solutions to systems of nonlinear conservation laws in one space dimension,

$$
u_{t}+f(u)_{x}=0
$$

where $u \in \mathbf{R}^{N}$ for $N \geq 3$. For these systems, the Glimm-Lax theory of decay breaks down due to geometric nonlinearities which are not present for systems of two equations.

The nonlinearity of the flux $f$ is usually manifested as genuine nonlinearity: nonlinear wave-speeds lead to expansion of rarefactions and eventual shock formation. The appearance of shocks means that we must consider weak solutions, which are solutions of the integral conservation law

$$
\int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\psi_{t} u+\psi_{x} f(u)\right) d x d t+\int_{-\infty}^{\infty} \psi(x, 0) u_{0}(x) d x=0
$$

where $\psi$ is a smooth test function. After a shock forms, it interacts with rarefactions, leading to decay and loss of information. This is a stabilizing and time-irreversible effect. If the system consists of two equations, or if the total variation of the data is small, then this is the dominant phenomenon. Here the Glimm-Lax decay theory holds, and solutions decay like $1 / t$ [2].

If the system consists of three or more equations and the total variation of the data is large, then a new nonlinear phenomenon emerges. This is a geometric nonlinear effect due to the coupling of the different wave families. This coupling is a

[^29]manifestation of the failure of the wave curves to form a coordinate system. The wave curves are composite rarefaction and shock curves and are approximately the integral curves of the eigenvector fields. The failure of these to commute is quantified by the Lie brackets
$$
\left[r^{j}, r^{k}\right]=r^{j} \cdot \nabla r^{k}-r^{k} \cdot \nabla r^{j}=\sum \Lambda_{i}^{j k} r^{i}
$$
of the eigenvectors. The interaction coefficient $\Lambda_{i}^{j k}$ defined here represents the $i$-wave generated by the interaction of a $j$ - and a $k$-wave, to leading order. These effects are quadratic and indeed yield all quadratic effects of interactions: when corrections for these terms are included, all errors become cubic [12].

These quadratic effects accumulate and become dominant when the total variation is large. Heuristically, this can be seen by counting waves and interactions: if all waves have strength $O(\epsilon)$ and there are approximately $O(V / \epsilon)$ waves, then there are $O\left(V^{2} / \epsilon^{2}\right)$ interactions. Thus the cumulative effect due to quadratic terms in interactions is $O\left(V^{2}\right)$, which does not vanish as the amplitude $\epsilon \rightarrow 0$. On the other hand, if these quadratic terms are not present, as is the case for two equations, the cumulative error becomes $O\left(V^{2} \epsilon\right)$ and can be controlled.

In this paper, we wish to investigate the consequences of these quadratic effects for solutions of large total variation, and in particular for data which is periodic. We study strictly hyperbolic systems in which there are no genuinely nonlinear fields, so that all the nonlinearity comes from the coupling of eigenvector fields. Specifically, we will assume that all wave-speeds, which are eigenvalues of the flux matrix $D f(u)$, are constant in a neighborhood. This assumption leads to simplifications which allow us to construct a class of exact weak solutions to the conservation law and study properties of these solutions. Since all fields are linearly degenerate, there are no shocks or rarefactions present, and all waves in our solutions are contact discontinuities. Moreover, the wave curves are then exactly the integrals of the eigenvector fields. We remark that in systems of two equations, the assumption of constant wave-speeds necessarily implies that the system be linear, as can be seen by rewriting the system in Riemann invariant coordinates.

The method of weakly nonlinear geometric optics has been used to predict a variety of new phenomena $[9,5,6]$. These include the strong nonlinear instability of solutions as well as the indefinite delay of shock formation. It is apparent from these simplified equations that the values of the interaction coefficients considered together are crucial to knowledge of the behavior of solutions. Thus we expect different behaviors depending on how many of these coefficients vanish and the positivity or negativity of others.

Not all of the interaction coefficients play an important role: with a careful normalization of the eigenvectors, all coefficients $\Lambda_{i}^{i k}$ can be made to vanish at the origin [11]. Since the Lie bracket is antisymmetric, we thus need know only the values $\Lambda_{i}^{j k}$, where $j>k$ and both are distinct from $i$. Thus, for three equations we need only consider the triple $\left\{\Lambda_{1}, \Lambda_{2}, \Lambda_{3}\right\}$, where $\Lambda_{1}=\Lambda_{1}^{32}$, etc. We shall see that different values for these triples lead to quite different qualitative behavior of solutions. This indicates that in order to make statements about the pointwise behavior of solutions, it will be necessary to make some assumptions about the systems and about the interaction coefficients in particular. Clearly, these assumptions should be based on physical principles.

The class of weak solutions which we study can be easily constructed due to the simplicity of the systems. We shall work with a $3 \times 3$ system for which the (constant)
wave-speeds are $-1,0$, and 1 . Our initial data is a piecewise constant with jumps at regular intervals. All waves are then contact discontinuities which propagate with speeds 0 or $\pm 1$, and a repeating resonant interaction pattern develops. All interactions in this wave pattern are triple interactions and occur at the points of a regular lattice. In order to completely describe the solution, we need only keep track of the wave strengths. The problem thus reduces to a discrete problem, namely that of finding the wave strengths, which change only at points of interaction on the lattice.

We now describe some of the effects that appear for these systems depending on the choice of triples of interaction coefficients. The worst case of instability occurs when all three coefficients have the same sign: in this case a triple interaction may cause growth in each wave entering the interaction. Indeed, we shall set up a pattern in which each interaction has this magnification property, which has the effect of causing unbounded growth in amplitude of the solution in finite time. In this case, the wave strengths satisfy a Riccati-type difference equation,

$$
\epsilon_{k+1} \approx \epsilon_{k}+\epsilon_{k}^{2}
$$

solutions of which explode in finite time. In fact, since our conservation law is completely linearly degenerate, the solutions can be scaled in such a way that the growth rate can be accurately controlled. We remark that the amplitudes do not actually become infinite, before which our methods break down, but become large relative to the initial amplitude. As a corollary, we find solutions which decay by a similar mechanism. We emphasize that this decay is not due to genuine nonlinearity and is the result of a different phenomenon. Indeed, all the solutions we consider are time-reversible, as may be expected from the lack of genuine nonlinearity.

This instability of solutions is the same phenomenon as that predicted by weakly nonlinear geometric optics in $[5,6]$. However, here we are able to give an explicit description of the growth mechanism, as well as give accurate estimates of the rate of growth and the time of existence of solutions with sharp bounds on the total variation.

When considering realistic systems, physical assumptions lead to extra conditions on the interaction coefficients; the effects of various assumptions are described in [11]. The existence of a convex entropy function for which an additional conservation law can be derived is one such assumption and is equivalent to the assumption that we have a symmetric hyperbolic system. This symmetry leads to algebraic constraints on the interaction coefficients; for three equations, this is the relation

$$
\frac{\Lambda_{1}}{\lambda_{3}-\lambda_{2}}+\frac{\Lambda_{2}}{\lambda_{3}-\lambda_{1}}+\frac{\Lambda_{3}}{\lambda_{2}-\lambda_{1}}=0
$$

In particular, this relation precludes the strong instability mentioned above, which requires that the $\Lambda_{i}$ 's have the same sign.

Another common constraint is the existence of a Riemann coordinate. This is a function whose gradient is a left eigenvector of the system, and implies that the corresponding interaction coefficient vanishes. This family can be thought of as being weakly decoupled from the system, in that it is not affected (to quadratic order) by the presence of waves of other families. We construct a class of degenerate systems of conservation laws with a 2 -Riemann coordinateand study the variety of behaviors that can occur for these systems. In this class of examples, we are able to integrate the eigenvectors exactly and thus obtain exact formulæ for Riemann solutions and wave interactions. This in turn leads to a detailed description of the solutions constructed earlier. We remark that these solutions need not be small, and indeed the integrals of eigenvectors are globally defined.

Depending on the fluxes in these systems and on the initial data, our solutions exhibit qualitative differences. For a system with coefficients $\{1,0,1\}$, we find that we again obtain growing or decaying solutions, although in this case the rate of growth or decay is exponential. In particular, there is no finite time blowup in amplitude. Indeed, together with Blake Temple, the author has recently shown that solutions to systems of three conservation laws with one Riemann coordinate grow at most exponentially, so that this example shows that those results are sharp [10].

In [10], a new length scale was identified for solutions with large variation, which also determines the rate of growth of solutions. More precisely, a norm $\|u\|_{d}^{\prime}$ is introduced which measures the variation of the solution over intervals of fixed size $d$, and the ratio $\rho=\|u\|_{d}^{\prime} / d$ is seen to bound the rate of growth of the solutions. Indeed, the theorem in [10] states that if the sup-norm of the initial data is small, then solutions satisfy the bound

$$
T V(u(\cdot, t)) \leq T V\left(u_{0}\right) \exp (k \rho t)+O(\epsilon)
$$

where $k=8 \Lambda \lambda$ depends only on the flux. In this paper, we show that this bound is sharp; our solution satisfies

$$
T V(u(\cdot, t)) \geq T V\left(u_{0}\right) \exp (\rho t)
$$

so that the ratio again determines the rate of growth of solutions (we have $\Lambda=\lambda=1$ ). Thus control of the $d$-norm leads to control of the time of existence of solutions.

When the coefficients are $\{1,0,-1\}$, the behavior is very different. We may view this system as a completely linearly degenerate model for the equations of gas dynamics, as these are the coefficients for the Lagrange equations. In this case, we find that there are time-periodic solutions, as well as solutions which correspond to irrational rotations of the circle. These results indicate that there may be periodic solutions to the Euler equations, as well as other solutions which do not decay.

Although periodic solutions to $2 \times 2$ systems have been previously constructed $[3,4]$, those mechanisms for periodicity are different from the present case; indeed, those systems are genuinely nonlinear with trivial mode-mode interactions. In that case, the change in wave-speeds is exploited to piece together solutions consisting entirely of centered rarefaction waves.

These different types of solutions are not mutually exclusive; indeed, there are flux functions for which there are solutions which have exponential growth and decay, as well as periodic and irrationally oscillating solutions. The exact solutions can be described by a family of linear maps $G_{\beta}$ of $\mathbf{R}^{2}$ parameterized by a number $\beta$, and with determinant 1. The dynamics of these maps are then determined by the eigenvalues, which may be real, corresponding to growth and decay, or complex, corresponding to rotations. As $\beta$ varies, the map $G_{\beta}$ may bifurcate, leading to the different phenomena we have described. Depending on the chosen flux, all of these phenomena may occur for one system. We remark that all of the initial data leading to these solutions may be chosen arbitrarily small in any periodic $p$-norm, showing sensitive dependence on initial data.

The paper is arranged as follows: in section 2, we recall the solution to the Riemann problem and the basic interaction estimate. In section 3, we construct the exact solutions which are to be analyzed. In section 4, we consider a specific system and find strongly unstable solutions. In section 5 , we consider systems with a Riemann coordinateand describe in detail the exact solutions constructed above. Finally, in the appendix we show that the system used in section 4 exists; we were not able to write this system down explicitly.
2. Preliminaries. We briefly recall the construction of solutions to the Riemann problemand interactions of nonlinear waves. The Riemann problem is the problem obtained by taking Cauchy data consisting of two constant states, say $u_{L}$ and $u_{R}$. It is solved by resolving the solution into constant states separated by $N$ nonlinear waves, each wave corresponding to an eigenvalue of the flux matrix $D f$. These waves are either rarefactions or shocks when the field is genuinely nonlinear, $r^{k} \cdot \nabla \lambda_{k}>0$, or contact discontinuities for a linearly degenerate field.

A $k$-rarefaction is a continuous expanding fan for which the state $u_{\epsilon}$ propagates along the characteristic given by $x / t=\lambda_{k}\left(u_{\epsilon}\right)$. Here the state $u_{\epsilon}$ lies on the integral curve of the eigenvector field $r^{k}(u)$ through the left state, that is, on the solution curve

$$
\frac{d u}{d \epsilon}=r^{k}(u), \quad \text { with } \quad u(0)=u_{L} .
$$

This makes sense only if the wave-speed $\lambda_{k}\left(u_{\epsilon}\right)$ increases along this integral curve, which only accounts for positive values of the parameter $\epsilon$. In order to pick up the other states to which $u_{L}$ may be connected, we must consider discontinuous weak solutions, i.e., shocks. By considering the weak (integral) formulation of the conservation law, it is easy to see that discontinuities must satisfy the Rankine-Hugoniot relation

$$
s\left(u_{R}-u_{L}\right)=f\left(u_{R}\right)-f\left(u_{L}\right),
$$

where $u_{R}$ and $s$ are the right state and shock speed, respectively. This relation defines one curve in each family, tangent to the corresponding rarefaction curve. The entropy condition, which determines physically relevant shocks, selects that part of the curve along which $\lambda_{k}$ decreases from left to right.

Combining the admissible parts of the shock and rarefaction curves, we complete the locus of states which can be connected to $u_{L}$ by a (weak) nonlinear $k$-wave. It is well known that for a genuinely nonlinear field, the composite $k$-wave curve through a point is $C^{2}$ with discontinuous third derivative. The strength of a wave is given by the (signed) difference of a parameter which is increasing along the wave curve.

If the $k$ th field is linearly degenerate, that is $r^{k} \cdot \nabla \lambda_{k} \equiv 0$ in a neighborhood, then the shock and rarefaction curves coincide, and the nonlinear wave is a jump discontinuity which propagates with speed $\lambda_{k}\left(u_{L}\right)$. In this case, the wave curve is exactly the integral curve of $r^{k}$ and is as smooth as the flux. In particular, in our examples for which all eigenvalues are constant, and hence linearly degenerate, all nonlinear waves resolving Riemann problems are contacts which propagate with the constant speed $\lambda_{k}$. There are thus no nonlinear effects due to the expansion and compression of waves; rather, all nonlinear effects come from interactions of waves of different families.

Once we have constructed the wave curves, the general Riemann problem is solved by centering $N$ nonlinear waves, one for each family, at the origin, and finding the correct intermediate states so that the extreme left and right states are those of the Riemann data. Note that we are using strict hyperbolicity here: since all waves are centered at the origin, these must appear in increasing order of wave-speed from left to right. This gives us a natural ordering of wave curves which must be taken into account when resolving wave interactions. Also, because the eigenvectors form a basis, the implicit function theorem yields a unique decomposition into waves and constant states [7].

The Riemann interaction problem is formulated as follows: suppose that the Riemann problems with data $\left\langle u_{L}, u_{M}\right\rangle$ and $\left\langle u_{M}, u_{R}\right\rangle$ are resolved into waves of known strength $\left\{\alpha_{i}\right\}$ and $\left\{\beta_{i}\right\}$, respectively. If the resulting Riemann problem with data $\left\langle u_{L}, u_{R}\right\rangle$ is resolved into waves $\left\{\epsilon_{i}\right\}$, the interaction problem is to estimate the wave strengths $\epsilon_{i}$ in terms of $\alpha_{i}$ and $\beta_{i}$. This problem has a satisfactory answer for weak waves, namely

$$
\begin{equation*}
\epsilon_{i}=\alpha_{i}+\beta_{i}+\sum_{j>k} \Lambda_{i}^{j k} \alpha_{j} \beta_{k}+O(S D) \tag{2.1}
\end{equation*}
$$

Here the coefficients $\Lambda_{i}^{j k}$ are the interaction coefficients determined by the Lie bracket, $\left[r^{j}, r^{k}\right]=\sum \Lambda_{i}^{j k} r^{i}$, while $S$ is equivalent to the $L^{\infty}$-norm of the solution and $D$ is a quadratic error term measuring the error due to interactions [1, 12]. For our purposes, it is enough to note that $D=O\left(S^{2}\right)$, where $S$ can be taken to be the maximum strength of interacting waves.

To interpret the estimate geometrically, we observe that the leading order effect of the interaction of a pair of waves from different families is simply the transposition of these waves, which is achieved by integrating along the wave curves in reversed order. The quadratic correction due to this reversal is then given by the Lie bracket of the vector fields, which yields the quadratic term in the estimate. We get the interaction estimate by including one bracket for each pair of transposed waves, namely $\alpha_{j}$ and $\beta_{k}$, where $j>k$, and separating these corrections into wave components. We remark that this interaction effect is determined by the geometry of the eigenvector fields, and is not related to the genuine nonlinearity of any individual wave family.

The interaction problem cannot in general be interpreted (locally) as the solution to a Riemann problem, except when all the pairwise interactions occur simultaneously. This can happen whenever a number of waves converge at a single point of space-time. In this case, a similar interaction estimate holds, and the continuation of the solution beyond the point of interaction is indeed an exact solution to the conservation law. In our examples, all waves are jump discontinuities, so we shall consider three waves in decreasing families converging to a single point, as in Figure 2.1, and refer to this as a triple interaction. Suppose the incident waves are $\gamma, \beta$, and $\alpha$ and these are, respectively, 3 -, 2-, and 1-waves. After interaction, we resolve the solution into waves in increasing order of wave-speed. If waves are labeled as in the figure, then the outgoing wave strengths are given by

$$
\begin{align*}
\alpha^{\prime} & =\alpha+\Lambda_{1}^{32} \gamma \beta+O\left(S^{3}\right) \\
\beta^{\prime} & =\beta+\Lambda_{2}^{31} \gamma \alpha+O\left(S^{3}\right), \quad \text { and }  \tag{2.2}\\
\gamma^{\prime} & =\gamma+\Lambda_{3}^{21} \beta \alpha+O\left(S^{3}\right)
\end{align*}
$$

where $S=\max \{\alpha, \beta, \gamma\}$. Here we have normalized the eigenvectors so that all other interaction coefficients vanish at a point (see [11]). Figure 2.1 illustrates the interaction in two spaces, first by tracing the paths of the contacts ("characteristics") in space-time, and also by showing the constant states lying on the integral curves of eigenvectors in state space. Note that the characteristics are exactly as for a linear system, but the intermediate states are changing nonlinearly.

We shall use these triple interactions to build up periodic resonant solutions to our degenerate conservation laws, in which all interactions are of this type. These solutions will be piecewise constant, and we shall analyze them in some detail.


FIG. 2.1. A triple interaction.
3. Exact periodic solutions. We now construct exact solutions for certain Cauchy data for our degenerate conservation laws. Recall that these systems have constant wave-speeds, and the nonlinearity comes from the geometry of the eigenvector fields. We shall construct periodic solutions, although it is clear that these can be restricted to compact support. Our building blocks are the triple interactions constructed above.

In order to generate a repeating resonance pattern, we require that the ratio of differences of wave-speeds, $\frac{\lambda_{3}-\lambda_{2}}{\lambda_{2}-\lambda_{1}}$, be rational [5], and we shall take this to be unity. For simplicity, we assume that the eigenvalues of the conservation law are identically $-1,0$, and 1 . Thus all waves are contact discontinuities and propagate along straight line "characteristics" of slope 0 or $\pm 1$ in space-time, and we set $\Delta t=\Delta x$. This is analogous to solutions of linear systems, for which singularities propagate along characteristics, $x=0$ or $x= \pm t$, respectively. In our case, the singularities are jump discontinuities which, although they propagate at fixed speed, change strength after passing through each interaction.

We now set up a periodic resonant wave pattern. This is a local construction and all waves will be assumed to be weak, so that the solution is restricted to a neighborhood of state space, and Riemann problems can be solved. We start with a localized configuration of waves and extend this by periodicity. Referring to Figure 3.1 , we choose a reference state, which we label 1 . We then find state 2 on the 2 -wave curve of 1 , so that this 2 -wave has strength $\delta_{1}$, say. Choose another state 5 , and connect this to state 6 by another 2 -wave, say of strength $\delta_{2}$. We now let $\Delta x$ be a small positive number: our Cauchy data will be constant on intervals of length $\Delta x$. Indeed, we define the Cauchy data to take on the states $1,2,5$, and 6 on consecutive intervals of length $\Delta x$, respectively, and extend this data periodically. We shall choose the states 1 and 5 and strengths $\delta_{1}$ and $\delta_{2}$ to obtain different types of behavior.

Once the Cauchy data has been prescribed, we can determine the solution as follows. Up to time $t=\Delta x$, we simply resolve the Riemann problems into constant states separated by waves, which by degeneracy are all contacts. By our choice of states, the Riemann problems $\langle 1,2\rangle$ and $\langle 5,6\rangle$ are resolved into a single 2 -wave. Resolving the Riemann problems $\langle 6,1\rangle$ and $\langle 2,5\rangle$, we get three waves emanating from each point $x=2 k \Delta x$. At time $t=\Delta x$ triple interactions occur, and the solution is of the same form as the Cauchy data. Continuing in this way, a resonant periodic wave interaction pattern is formed. Figure 3.1 illustrates the resonance pattern by showing the characteristics and a projection of state space, where we integrate along the wave curves. We have labeled the constant states to show how they change, and


FIG. 3.1. A resonant interaction pattern.
the dashed lines show a single interaction.
It is clear that all interactions of waves are triple interactions, occurring exactly at the points $(x, t)=(k \Delta x, j \Delta x)$, for $j+k$ even. Moreover, the solution at each interaction time $t=j \Delta x$ is of the same form as the Cauchy data, and the wave pattern is repeated, although the intermediate states and wave strengths themselves change in time. This is to be contrasted with the usual behavior for nonlinear conservation laws, in which the wave patterns change and may become very complicated due to the expansion of rarefactions and formation of shock waves. We emphasize that we have constructed an exact solution to the degenerate conservation law and not an approximation.

At each fixed time, our solution is space-periodic with period $4 \Delta x$ and takes on 8 (or 4) constant values. If these intermediate values are known, it is easy to write down the $L^{p}$-norm of the solution (as a $4 \Delta x$-periodic function.) For example, labeling the states as in Figure 3.1, at time $t=2 \Delta x$ we have

$$
\|u\|_{p}^{p}=|b|^{p}+|c|^{p}+|f|^{p}+|g|^{p} .
$$

Similarly, by knowing the wave strengths at any time, we can estimate the $L^{p}$-norm of the solution. In fact, since the wave pattern and period of the solution do not change, a knowledge of the minimum and maximum wave strengths (the sup-norm) will allow us to deduce estimates for the other $L^{p}$-norms as well.

Temple and Young have introduced a norm, called the $d$-norm, which measures the local variation of the solution [10]. This norm is defined for fixed (small) $d$ as

$$
\begin{equation*}
\|u\|_{d}^{\prime}=\sup _{a} T V_{[a, a+d]}(u(\cdot)) \tag{3.1}
\end{equation*}
$$

to be the maximum variation of a function $u(x)$ over intervals of length $d$. Clearly, if we set $d=4 \Delta x$, then for our examples the $d$-norm is just the total variation per
period of the solution. In [10], it was shown that the size of $d$ and the corresponding value of the $d$-norm are critical in determining the growth of solutions.

Thus far we have set up the wave pattern without specifying the interaction coefficients or the exact Cauchy data. We shall choose the states 1 and 5 and wave strengths $\delta_{1}$ and $\delta_{2}$ to give different effects depending on the values of the interaction coefficients. We are primarily interested in two cases: all three interaction coefficients are positive and one coefficient vanishes.

Before proceeding with specific choices, we recall the interaction estimate (2.3):

$$
\begin{align*}
\alpha^{\prime} & =\alpha+\Lambda_{1} \gamma \beta+O\left(S^{3}\right) \\
\beta^{\prime} & =\beta+\Lambda_{2} \gamma \alpha+O\left(S^{3}\right), \quad \text { and }  \tag{3.2}\\
\gamma^{\prime} & =\gamma+\Lambda_{3} \beta \alpha+O\left(S^{3}\right)
\end{align*}
$$

where $\alpha, \beta$, and $\gamma$ are 1-, 2-, and 3 -waves, respectively, and ' refers to the outgoing wave, as in Figure 2.1. Assuming that $\Lambda_{i} \geq 0$ and ignoring cubic effects, we see that growth can occur in each family with a nonzero coefficient if the product $\alpha \beta \gamma$ is positive. That is, each outgoing wave will be of the same sign but have greater strength than the corresponding incident wave. We shall say that magnification occurs in the interaction. This product is positive if all three incident waves are positive, or if exactly two are negative. This gives us room to set up the resonance pattern so that each triple interaction yields magnification of wave strengths. Similarly, if the product $\alpha \beta \gamma$ is negative, then after interaction each wave is weaker but of the same sign, and we find resonant solutions which decay.

A careful check using Figure 3.1 reveals that if consecutive waves in each family alternate in sign, then the sign of the product of incident waves is the same at each lattice point. For example, with the notation of Figure 3.1, we take the 1 -waves 23 and 67 to have opposite sign, and similarly the 2 -waves $12,34,56$, and 70 to alternate in sign, etc. Here 23 refers to the 1 -wave between constant states 2 and 3 , and so on. If this product of incident waves is positive we expect growth, and if it is negative we expect decay. In the following sections we shall examine the behavior of solutions for some specific values for the interaction coefficients.
4. Instability of solutions. We now make specific assumptions on the interaction coefficients and study the consequences of these assumptions. In this section we shall suppose that the interaction coefficients are all positive. The existence of a flux function which has constant wave-speeds and these coefficients is established in the appendix. The system can thus be described as follows: the wave-speeds are given by $-1,0$, and 1 , and the interaction coefficients $\Lambda_{i}$ are positive. The following theorem holds for this system.

ThEOREM 1. There are solutions with initial data of bounded variation and arbitrarily small $L^{p}$-norm which grow arbitrarily in any finite time. More precisely, given positive constants $\tau, \epsilon$, and $K \gg 1$, there are some $t_{e}<\tau$ and weak solutions $u(x, t)$ defined for $t \in\left[0, t_{e}\right)$ satisfying

$$
\begin{gathered}
\|u(\cdot, 0)\|_{\infty}<\epsilon, \quad\|u(\cdot, 0)\|_{1}<\epsilon, \quad \text { and } \\
8 / \Lambda_{m} \leq T V(u(\cdot, 0)) \leq 10 / \Lambda_{m}
\end{gathered}
$$

where $0<\Lambda_{m}<\min \Lambda_{i}$, while for some $t_{b}<t_{e}$, we have

$$
\begin{aligned}
\left\|u\left(\cdot, t_{b}\right)\right\|_{\infty} & >K\|u(\cdot, 0)\|_{\infty} \\
\left\|u\left(\cdot, t_{b}\right)\right\|_{1} & >K\|u(\cdot, 0)\|_{1}, \quad \text { and } \\
T V\left(u\left(\cdot, t_{b}\right)\right) & >K T V(u(\cdot, 0))
\end{aligned}
$$

Similar statements hold for all other $L^{p}$-norms.
We note that although these solutions are highly unstable, they do not necessarily become infinite in finite time. That is, although the amplitudes can be arbitrarily magnified, our construction breaks down before solutions become infinite. Indeed, once the amplitude becomes large, the global structure of the wave curves becomes important and the Riemann problem is not necessarily well-posed. This is the same type of behavior seen in the constructions of geometric optics $[5,6]$.

It is remarkable that instability occurs for data which has total variation larger than $8 / \Lambda_{m}$, when contrasted with the result of the author that solutions are stable as long as the initial total variation is less than $1 / 3 \Lambda_{M}$, where $\Lambda_{M}=\max \Lambda_{i}$, and the sup-norm is small enough [12]. In this case, although a resonating pattern can be established and rapid growth may occur, there are not enough waves initially to preserve the resonance, so that the different families will separate, halting the growth process. In general, once the families separate, genuine nonlinearity takes over and solutions decay [8].

This behavior is clarified by the growth rate of solutions established in [10] and its relation to the $d$-norm defined there. The $d$-norm, given by (3.1), measures the "local" variation of the solution and provides a scale for the short-range effects of interactions, which do not cause growth in the solution. However, when the total variation is large, the long-range effects of interactions (namely those accumulating over multiple $d$-intervals) may dominate and cause instability. In our examples, the growth rate is a constant multiple of the ratio $\left\|u_{0}\right\|_{d}^{\prime} / d$, which in turn determines the time of existence without explicit reference to the total variation and sup-norm. In particular, if we let $d \rightarrow 0$ faster than $\left\|u_{0}\right\|_{d}^{\prime}$, then our solutions explode in arbitrarily short time. The following corollaries are evident from the proof of the theorem.

Corollary 1. The d-norm determines the rate of growth and time of existence of solutions. That is, the amplitude $\eta(t)$ of the solution satisfies

$$
\eta(t) \geq \frac{\eta(0)}{1-k \rho t},
$$

where $\rho$ is the ratio $\|u\|_{d}^{\prime} / d$ and $k$ is a constant depending only on the flux.
Corollary 2. There are space-periodic solutions with arbitrarily small $L^{p}$-norms (measured over one period) which grow arbitrarily in finite time. That is, there are periodic solutions $u(x, t)$ satisfying

$$
\|u(\cdot, 0)\|_{p}<\epsilon, \quad \text { while } \quad\left\|u\left(\cdot, t_{b}\right)\right\|_{p}>K\|u(\cdot, 0)\|_{p}
$$

for each $1 \leq p \leq \infty$.
Corollary 3. There are periodic solutions (to the same conservation law) defined for all time, which decay at the rate $1 /(1+K t)$, for any given constant $K$.

Proof. We shall use the exact solutions constructed above and analyze changes in wave strengths after carefully choosing the initial data. In the notation of Figure 2.1, recall that we have the freedom to choose constant states which we labeled 1 and 5 , and initial 2 -wave strengths $\delta_{1}$ and $\delta_{2}$. We shall make these choices so that all waves have approximately the same strength, while waves in each family have alternating signs. Let $\eta>0$ denote a small number to be determined, and fix state 1 inside a neighborhood of the origin. Let $\delta_{1}=\delta_{2}=\eta$, which determines states 2 and 6 , once 5 has been chosen. We choose state 5 by setting the strengths of the waves 23,34 , and 45 to be $\eta,-\eta$ and $-\eta$, respectively. This fixes our initial data and implies that the waves 67,70 , and 01 have approximate strength $-\eta,-\eta$, and $\eta$, respectively. We now
find $\eta_{0} \approx \eta$ so that all initial wave strengths are between $\eta_{0}$ and $5 \eta_{0} / 4$, where $\eta_{0}$ will be chosen later.

With these choices, we see that the product of strengths of waves entering each interaction of the lattice is positive, so that magnification occurs at each interaction. In order to see that unstable growth occurs, we now define $\eta_{q}$ to be the minimum strength of all waves at time $t=2 q \Delta x+$, that is, after each wave has passed through at least $q$ interactions. Then, assuming that the waves remain weak, for some positive $\Lambda^{\prime}<\Lambda_{m}<\Lambda_{i}$, we have

$$
\begin{equation*}
\eta_{q+1} \geq \eta_{q}+\Lambda_{m} \eta_{q}^{2} \geq \eta_{q}+\Lambda^{\prime} \eta_{q} \eta_{q+1} \tag{4.1}
\end{equation*}
$$

for each $q$. This is true by the interaction estimate (2.3), where we observe that the error $O(S D)$ is cubic in $\eta_{q}$, so that it is dominated by the quadratic part. Now, by comparison with the exact solution of the corresponding difference equation, we get

$$
\begin{equation*}
\eta_{n} \geq \frac{\eta_{0}}{1-\Lambda^{\prime} \eta_{0} n} \quad \text { for each } n \tag{4.2}
\end{equation*}
$$

We obtain solutions with compact support simply by cutting off the wave pattern for some $|x|>L$. Note that if we do this, resonance occurs in a region containing the set $\mathcal{S}=\{(x, t) \mid-L+t<x<L-t\}$. Our calculation of $\eta_{n}$ remains valid as long as $\eta_{n}$ measures the strength of waves contained in $\mathcal{S}$. We now estimate the norms for the solution by waves contained in $\mathcal{S}$. The sup-norm is measured by the maximum wave strength, and the total variation is measured by the sum of (absolute) wave strengths. We thus have

$$
\begin{aligned}
\eta_{0} & \leq\|u(., 0)\|_{\infty} \leq 5 \eta_{0} / 4 \quad \text { and } \\
4 L \eta_{0} / \Delta x & \leq T V(u(., 0)) \leq 5 L \eta_{0} / \Delta x
\end{aligned}
$$

as there are four waves per interval of length $2 \Delta x$. The $L^{1}$-norm is given by

$$
\|u(., 0)\|_{1}=2 L / 4 \Delta x \cdot \int_{0}^{4 \Delta x}|u| \sim \eta_{0} L
$$

Similarly, the norms at time $t<L$ satisfy

$$
\begin{aligned}
\|u(., t)\|_{\infty} & \geq \eta_{n} \\
T V(u(., t)) & \geq 4(L-t) \eta_{n} / \Delta x, \quad \text { and } \\
\|u(., t)\|_{1} & \geq(L-t) \eta_{n}
\end{aligned}
$$

where $n$ is given by $n=[t / 2 \Delta x]$. Now, given any constant $K$, instability in all norms will follow as long as $\eta_{n}>\eta_{0} \cdot 5 K L / 4(L-t)$, or by (4.2), if

$$
\begin{equation*}
\frac{1}{1-\Lambda^{\prime} \eta_{0} n}>\frac{5 K L}{4(L-\tau)} \tag{4.3}
\end{equation*}
$$

while also $t<\tau<L$. Therefore we take $L>\tau$ and choose $\eta_{0}$ and $\Delta x$ such that the relations

$$
\Lambda^{\prime} \eta_{0} n \rightarrow 1 \quad \text { and } \quad t \rightarrow \tau
$$

are equivalent. This can be accomplished by defining $\rho=2 / \Lambda^{\prime} \tau$ and setting $\eta_{0}=$ $\rho \Delta x$. We now choose $\Delta x$ so small that (4.3) holds, while $\eta_{n+2}$ remains small enough
that all estimates used above still hold. It is clear that the sup- and $L^{1}$-norms of the initial data can be made arbitrarily small, while the initial total variation is bounded below by $4 L \rho>8 / \Lambda^{\prime}$. Also, since the waves remain a fixed distance $\Delta x$ apart while they grow in size, we have instability of the solution in all $L^{p}$-norms. Similar estimates hold for space-periodic solutions.

We can interpret our choice of the parameter $\rho$ in terms of the $d$-norm as follows: with $d=4 \Delta x$ set to one period, we see that the $d$-norm satisfies

$$
8 \eta_{0} \leq\|u(., 0)\|_{d}^{\prime} \leq 10 \eta_{0}
$$

or equivalently the ratio

$$
2 \rho \leq \frac{\|u(., 0)\|_{d}^{\prime}}{d} \leq 2.5 \rho
$$

That is, our choice of $\rho$ is just our choice of the ratio $\|u\|_{d}^{\prime} / d$, which in turn determines the growth rate of solutions. Indeed, we can rewrite (4.2) as

$$
\eta_{n} \geq \frac{\eta_{0}}{1-\Lambda^{\prime} \rho t / 2}
$$

and $\Lambda^{\prime}$ is a constant depending only on the flux.
The proof of the third corollary proceeds as above, except that we change the sign of the waves in one of the families in the initial data, say setting 45 to $\eta$. This makes all triple interactions lead to decay, so that the estimates will be reversed. Indeed, if $\chi_{i}$ denotes the maximum absolute wave strength, then we will get $\chi_{q+1} \leq \chi_{q}-\bar{\Lambda} \chi_{q+1} \chi_{q}$ for $\bar{\Lambda} \geq \Lambda_{M}$, so that

$$
\chi_{n} \geq \frac{\chi_{0}}{1+\bar{\Lambda} \chi_{0} n}
$$

We can now scale the initial data by taking $\chi_{0}=\rho \Delta x$ with $\rho=2 K / \bar{\Lambda}$. We omit the details.

The growth and decay of solutions is analogous to that of solutions of the equation $y^{\prime}=y^{2}$ depending on the sign of the initial data. The extra freedom in choosing the rate of growth or decay is a consequence of total linear degeneracy: we are able to move the contacts closer together so that oscillations are more rapid without changing the basic wave pattern. In a genuinely nonlinear system, increasing the rate of oscillations in a fixed interval just leads to faster decay in each family as shock and rarefactions collide at a higher rate. We control the growth rate by choosing the $d$-norm, which in turn measures the scaling $\eta_{0} \sim \Delta x$.
5. Time-periodic solutions. In realistic systems, there are usually extra constraints placed on the system by physical principles. One of the most common of these is to assume the existence of a Riemann coordinate. For these systems, solutions are more stable than the examples given above, and Temple and Young have recently shown that growth of solutions to $3 \times 3$ systems with a single Riemann coordinate can be at most exponential [10]. In this section we show that this theorem is sharp in the absence of other assumptions. The variety of qualitative phenomena present even when there is a Riemann coordinate suggests that further assumptions need to be made in order to determine specific properties of solutions.

A Riemann coordinate for the $k$ th field is a function $\rho$ whose gradient is orthogonal to all other eigenvectors: $r^{j} \cdot \nabla \rho=0$ for each $j \neq k$. The existence of a Riemann
coordinate implies that the corresponding wave family decouples from the system and is equivalent to the vanishing of one of the interaction coefficients. The definition implies that $\nabla \rho$ is a $k$ th left eigenvector, which in turn allows for a trivial row of the matrix $A=D f$ in some coordinate system, corresponding to a dimension reduction.

We shall consider three systems, with different flux coefficients, solutions of which exhibit different qualitative behavior. For definiteness we suppose that we have a 2 Riemann coordinate. The flux functions and their respective triples of interaction coefficients are given by

$$
\begin{align*}
& f_{1}(u, v, w)=\left(\begin{array}{c}
w e^{2 v} \\
0 \\
u e^{-2 v}
\end{array}\right) \quad \text { with coefficients } \quad\{1,0,-1\}  \tag{5.1}\\
& f_{2}(u, v, w)=\left(\begin{array}{c}
w+2 u v \\
0 \\
u\left(1-4 v^{2}\right)-2 v w
\end{array}\right) \text { with }\{1,0,1\}, \quad \text { and }  \tag{5.2}\\
& f_{3}(u, v, w)=\left(\begin{array}{c}
u v+w e^{v} \\
0 \\
u\left(1-v^{2}\right) e^{-v}-v w
\end{array}\right) \quad \text { with } \quad\left\{1-\frac{v}{2}, 0, \frac{-v}{2}\right\} \tag{5.3}
\end{align*}
$$

We have the following theorem.
THEOREM 2. For the system with flux $f_{1}$, there are space-periodic solutions of period $\pi_{x}$ which are periodic in time with period $\pi_{t}=n \pi_{x}$ for integers $n$. These solutions are not stable under perturbations of the initial data, and we also have oscillating solutions corresponding to rotation by an irrational angle.

For the system with flux $f_{2}$, there are periodic solutions which grow exponentially in those families not associated to the Riemann coordinate. Similarly, there are also solutions which decay exponentially in these families.

For the system with flux $f_{3}$, there are solutions exhibiting all of the above behaviors. That is, depending on the initial data, the solution may be exponentially growing or decaying, be periodic, or may oscillate as an irrational rotation.

These phenomena are local, in that the initial data may be arbitrarily small in any (periodic) $L^{p}$-norm. The growth of decay can be measured in these $L^{p}$-norms, while the oscillating solutions remain on an ellipse.

We remark that as in the previous examples, the linear degeneracy gives us the freedom to choose the rates at which these solutions decay or grow in time. We expect that if one weakens the hypothesis of degeneracy, it is still possible to get exponential growth of the solution, albeit not with an arbitrary rate. The variety of behaviors obtained for these simple examples again demonstrates the necessity of knowing exactly what the interaction coefficients are in order to make general statements about properties of solutions to conservation laws. We shall see that because of the simplicity of our examples, we do not require the solutions to be small, and indeed the solutions are globally defined.

Our analysis of system (5.2) shows that the result of [10] on stability of solutions is sharp: that result says that for data with small sup-norm, the total variation grows at most exponentially:

$$
T V(\mathbf{u}(\cdot, t)) \leq T V\left(\mathbf{u}_{0}\right) \exp (k \delta t / d)+O(\epsilon)
$$

where $k=8 \Lambda \lambda$ ( $\Lambda$ and $\lambda$ are the interaction coefficient and CFL number); $\delta$ is the $d$-norm of the Riemann coordinate; and $\epsilon$ is the amplitude of the initial data. Note that for (5.2), we have $\Lambda=\lambda=1$.

Corollary 4. The d-norm determines the growth rate of solutions to $3 \times 3$ systems with one Riemann coordinate. That is, there is a solution of (5.2) whose total variation satisfies

$$
T V(u(\cdot, t)) \geq T V\left(u_{0}\right) \exp (\delta t / d)
$$

where $\delta=\left\|v_{0}\right\|_{d}^{\prime}$ is the d-norm of the Riemann coordinate $v$. A similiar statement holds for $w$. Here the vector $\mathbf{u}_{0}=\left(u_{0}, v_{0}, w_{0}\right)$ is the initial data, and this can be taken to have arbitrarily small sup-norm.

Proof. The proof is an exact calculation of the wave strengths for the exact periodic solutions constructed earlier. We shall consider a general case, substituting in the specific fluxes at the end.

By inspection, we see that the matrix

$$
A=\left(\begin{array}{ccc}
\sigma & C_{1} & \tau \\
0 & \nu & 0 \\
\frac{1-\sigma^{2}}{\tau} & C_{2} & -\sigma
\end{array}\right)
$$

has eigenvalues $-1, \nu$, and 1 , and left eigenvector $(0,1,0)$ corresponding to $\nu$, which we take to be zero. With $\sigma$ and $\tau$ yet to be chosen, we find $C_{1}$ and $C_{2}$ so that the rows become gradients. We compute the eigenvectors directly and the interaction coefficients according to the definition $\Lambda_{i}^{j k}=l_{i} \cdot\left[r^{j}, r^{k}\right]$. We then choose the functions $\sigma$ and $\tau$ so that these take on the desired values.

It suffices to take $\sigma$ and $\tau$ to be functions of $v$ alone and choose $C_{1}$ and $C_{2}$ so that the rows of $A$ are curl-free. For convenience we define the $2 \times 2$ matrix

$$
\hat{A}(v)=\left(\begin{array}{cc}
\sigma(v) & \tau(v) \\
\frac{1-\sigma(v)^{2}}{\tau(v)} & -\sigma(v)
\end{array}\right)
$$

and we take

$$
\binom{C_{1}}{C_{2}}=\left(\begin{array}{cc}
\sigma & \tau  \tag{5.4}\\
\frac{1-\sigma^{2}}{\tau} & -\sigma
\end{array}\right)^{\prime}\binom{u}{w}=\hat{A}^{\prime}(v)\binom{u}{w}
$$

The full eigensystem of $A$ is given by

$$
\left.\begin{array}{c}
\lambda \\
r \\
\left.\begin{array}{c}
-1 \\
0 \\
-1-\sigma
\end{array}\right) \\
\left(\begin{array}{c}
\tau \\
0 \\
b
\end{array}\right)
\end{array} \begin{array}{c}
0 \\
1-\sigma
\end{array}\right)
$$

where $a$ and $b$ satisfy

$$
\begin{equation*}
\hat{A}\binom{a}{b}+\binom{C_{1}}{C_{2}}=0 \tag{5.5}
\end{equation*}
$$

and so, since $\hat{A}^{-1}=\hat{A}$ and by (5.4),

$$
\begin{equation*}
\binom{a}{b}=-\hat{A}^{-1}\binom{C_{1}}{C_{2}}=-\hat{A}(v) \hat{A}^{\prime}(v)\binom{u}{w} . \tag{5.6}
\end{equation*}
$$

For this class of systems, we can integrate the wave curves and describe Riemann solutions and interactions explicitly, and thus find exact algebraic expressions for the solutions constructed in section 3. Since $\sigma$ and $\tau$ are functions of $v$ only, and this is the 2 -Riemann coordinate, the 1 - and 3 -wave curves through $\left\{u_{0}, v_{0}, w_{0}\right\}$ are simply straight lines. If we define

$$
\hat{r}^{+}(v)=\binom{\tau(v)}{1-\sigma(v)} \quad \text { and } \quad \hat{r}^{-}(v)=\binom{\tau(v)}{-1-\sigma(v)}
$$

to be the eigenvectors of $\hat{A}$ corresponding to the eigenvalues $\pm 1$, then we can describe the 1 - and 3 -wave curves by

$$
\binom{u}{w}=\binom{u_{0}}{w_{0}}+\epsilon \hat{r}^{ \pm}\left(v_{0}\right) \quad \text { and } \quad v=v_{0}
$$

respectively, where $\epsilon$ is the wave strength. The 2 -wave curve is found by noticing that we can use $v$ as dependent variable and rewriting the system $u^{\prime}=a, w^{\prime}=b$. According to (5.4) and (5.5), the 2 -wave curve satisfies

$$
\frac{d}{d v}\left[\hat{A}(v)\binom{u}{w}\right]=0,
$$

so the wave curve is given by

$$
\hat{A}(v)\binom{u}{w}=\hat{A}\left(v_{0}\right)\binom{u_{0}}{w_{0}}
$$

with wave strength $\epsilon=v-v_{0}$.
We can now write the complete solution to the Riemann problem: if states $\left\{u_{L}, v_{L}, w_{L}\right\}$ and $\left\{u_{R}, v_{R}, w_{R}\right\}$ are connected by 1 -, 2-, and 3 -waves $\alpha^{\prime}, \beta^{\prime}$, and $\gamma^{\prime}$ respectively, then the wave strengths are determined by

$$
\begin{equation*}
\hat{A}\left(v_{L}\right)\left\{\binom{u_{L}}{w_{L}}+\alpha^{\prime} \hat{r}^{-}\left(v_{L}\right)\right\}=\hat{A}\left(v_{R}\right)\left\{\binom{u_{R}}{w_{R}}-\gamma^{\prime} \hat{r}^{+}\left(v_{R}\right)\right\} \tag{5.7}
\end{equation*}
$$

and $\beta^{\prime}=v_{R}-v_{L}$. The same expression can be used to find the right state once we are given a left state and wave strengths. Similarly, if $\left\{u_{L}, v_{L}, w_{L}\right\}$ and $\left\{u_{R}, v_{R}, w_{R}\right\}$ are connected by $3-, 2$-, and 1 -waves $\gamma, \beta$, and $\alpha$, respectively, and converging at a point as in Figure 2.1, we get the expression

$$
\hat{A}\left(v_{L}\right)\left\{\binom{u_{L}}{w_{L}}+\gamma \hat{r}^{+}\left(v_{L}\right)\right\}=\hat{A}\left(v_{R}\right)\left\{\binom{u_{R}}{w_{R}}-\alpha \hat{r}^{-}\left(v_{R}\right)\right\} .
$$

Combining these expressions, we can describe the triple interaction depicted in Figure 2.1 by solving

$$
\begin{equation*}
\alpha^{\prime} \hat{r}^{-}\left(v_{L}\right)-\gamma^{\prime} \hat{r}^{+}\left(v_{R}\right)=\alpha \hat{r}^{-}\left(v_{R}\right)-\gamma \hat{r}^{+}\left(v_{L}\right) \quad \text { and } \quad \beta^{\prime}=\beta, \tag{5.8}
\end{equation*}
$$

where $v_{R}=v_{L}+\beta$. We stress that this is an exact formula, and it is also global; that is, it holds for incident waves of arbitrary strength.

We can compute the interaction coefficients directly: clearly $r^{0} \cdot \nabla r^{ \pm}=r^{ \pm \prime}$, and from (5.6) we get

$$
\hat{r}^{ \pm} \cdot \nabla_{\{u, w\}}\binom{a}{b}=-\hat{A} \hat{A}^{\prime} \hat{r}^{ \pm} .
$$

Using these facts we get

$$
\Lambda_{1}=\frac{\tau \sigma^{\prime}-(\sigma-1) \tau^{\prime}}{2 \tau}, \quad \Lambda_{2}=0 \quad \text { and } \quad \Lambda_{3}=\frac{\tau \sigma^{\prime}-(\sigma+1) \tau^{\prime}}{2 \tau}
$$

If we now choose $\sigma(v)=0$ and $\tau(v)=e^{2 v}$, we get flux $f_{1}$, while if $\tau(v)=1$ and $\sigma(v)=2 v$, we get $f_{2}$. Flux $f_{3}$ is obtained by taking $\sigma(v)=v$ and $\tau(v)=e^{v}$. The corresponding interaction coefficients are then as in (5.1)-(5.3).

We now construct periodic initial data for the resonant pattern used previously and examine the behavior of these solutions. We shall consider only the simplest cases, but because the calculations are exact, it should be possible to treat more general cases.

Referring to Figure 3.1 and using the notation described earlier, we choose our initial data as follows. Fix state 1 and numbers $\alpha, \beta$, and $\gamma$, which will refer to 1-, 2 -, and 3 -waves, respectively. As before, we choose the wave strengths $12,23,34,45$, and 56 , which determine states 2 through 6 , and resolve the Riemann problem $\langle 6,1\rangle$ to determine the remaining wave strengths. If we define strengths $12,23,34,45$, and 56 to be $\beta, \alpha,-\beta,-\gamma$, and $\beta$, respectively, then by a direct calculation using (5.7), we see that strengths 67,70 , and 01 are given exactly by $-\alpha,-\beta$, and $\gamma$, respectively. Moreover, we have that $v_{4}=v_{5}=v_{0}=v_{1}$ and $v_{2}=v_{3}=v_{6}=v_{7}=v_{1}+\beta$, where $v_{i}$ is the $v$-component of state $i$, and these values do not change in time. This is to be expected from the "decoupled" equation $v_{t}=0$ corresponding to the Riemann coordinate.

As a consequence of these observations, we see that we can describe the solution fully for all time with a knowledge of $v_{1}$ and $v_{2}$ and the strengths of the 1 - and 3 -waves in the solution at each time. In other words, once state 1 and strength $\beta$ have been chosen, all we need to describe the system fully is a knowledge of the 1 - and 3 -wave strengths (corresponding to $\alpha$ and $\beta$ ) at each time. We shall use (5.8) to describe these changing wave strengths and choose different values for $\alpha, \beta$, and $\gamma$ to find solutions with different properties.

To this end, we let $\alpha_{k}$ denote the strength of the 1-wave in the solution (with the same sign as $\alpha=\alpha_{0}$ ) for time $k \Delta x<t<(k+1) \Delta x$ and define $\gamma_{k}$ similarly. Then a representative triple interaction at time $(2 k+1) \Delta x$ has waves $\gamma_{2 k}, \beta$, and $\alpha_{2 k}$ entering and $\alpha_{2 k+1}, \beta$, and $\gamma_{2 k+1}$ leaving, so that according to (5.8), we have

$$
\alpha_{2 k+1} \hat{r}^{-}\left(v_{1}\right)-\gamma_{2 k+1} \hat{r}^{+}\left(v_{2}\right)=\alpha_{2 k} \hat{r}^{-}\left(v_{2}\right)-\gamma_{2 k} \hat{r}^{+}\left(v_{1}\right) .
$$

On the other hand, an interaction at time $2 k \Delta x$ has waves $\pm \gamma_{2 k+1},-\beta$, and $\mp \alpha_{2 k+1}$ entering, so that in this case, we get

$$
\alpha_{2 k+2} \hat{r}^{-}\left(v_{2}\right)+\gamma_{2 k+2} \hat{r}^{+}\left(v_{1}\right)=\alpha_{2 k+1} \hat{r}^{-}\left(v_{1}\right)+\gamma_{2 k+1} \hat{r}^{+}\left(v_{2}\right)
$$

We express the foregoing in matrix form as follows. We define

$$
M=\left(\begin{array}{cc}
\hat{r}_{1}^{-} & \hat{r}_{2}^{+}
\end{array}\right), \quad N=\left(\begin{array}{cc}
\hat{r}_{2}^{-} & \hat{r}_{1}^{+}
\end{array}\right), \quad \text { and } \quad S=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

where the vectors $\hat{r}_{i}=\hat{r}\left(v_{i}\right)$ are viewed as columns. We then rewrite the above as

$$
M S\binom{\alpha_{2 k+1}}{\gamma_{2 k+1}}=N S\binom{\alpha_{2 k}}{\gamma_{2 k}} \quad \text { and } \quad N\binom{\alpha_{2 k+2}}{\gamma_{2 k+2}}=M\binom{\alpha_{2 k+1}}{\gamma_{2 k+1}}
$$

This in turn yields

$$
\binom{\alpha_{2 k+2}}{\gamma_{2 k+2}}=G\left(v_{1}, v_{2}\right)\binom{\alpha_{2 k}}{\gamma_{2 k}}
$$

where the matrix $G\left(v_{1}, v_{2}\right)$ is given by

$$
\begin{equation*}
G\left(v_{1}, v_{2}\right)=N^{-1} M S M^{-1} N S \tag{5.9}
\end{equation*}
$$

The wave strengths $\alpha_{2 k}$ and $\gamma_{2 k}$ are now easily calculated, namely

$$
\binom{\alpha_{2 k}}{\gamma_{2 k}}=G\left(v_{1}, v_{2}\right)^{k}\binom{\alpha}{\gamma}
$$

and $\alpha_{2 k+1}$ and $\gamma_{2 k+1}$ are found similarly.
In order to complete the description of our solution to the conservation law, we calculate the powers of the matrix $G$. By inspection, $G$ has determinant 1 , so we can find the eigenvalues of $G$ by a knowledge of its trace. Indeed, if $\operatorname{tr}(G)=2 \mu$, then the eigenvalues are $\mu \pm \sqrt{\mu^{2}-1}$. Thus if $|\mu|<1$, these are complex (with modulus 1 ), corresponding to oscillations, while if $|\mu|>1$, they are real, corresponding to growth and decay.

As we have seen, the 2 -wave strength $\beta$ does not change with time, and the behavior of the solution to the conservation law is given by knowledge of the wave strengths $\alpha_{k}$ and $\gamma_{k}$. This can be regarded as a discrete dynamical system determined by the 2 -parameter family of linear maps $G\left(v_{1}, v_{2}\right)$. With this point of view, we can study the stability and bifurcation properties of $G$. This in turn leads to statements about the stability or lack thereof for solutions to the conservation law.

We now restrict ourselves to the fluxes specified earlier, and describe the solutions. First, for the flux $f_{1}$, we had $\sigma(v)=0$ and $\tau(v)=e^{2 v}$, and we set $v_{2}=v_{1}+\beta$, so that $\tau\left(v_{2}\right)=e^{2 \beta} \tau\left(v_{1}\right)$. After substituting and manipulating, we get

$$
G\left(v_{1}, v_{2}\right)=\left(\begin{array}{cc}
\operatorname{sech} \beta & e^{-\beta} \tanh \beta \\
-e^{\beta} \tanh \beta & \operatorname{sech} \beta
\end{array}\right)^{2}
$$

The (complex) eigenvalues of $G$ are $(\operatorname{sech} \beta \pm i \tanh \beta)^{2}$, with corresponding eigenvector given by $\left(\mp i, e^{\beta}\right)^{T}$. We can now write down the values of $\alpha_{2 k}$ and $\gamma_{2 k}$ explicitly: if we define the complex constant $C$ by

$$
\binom{\alpha}{\gamma}=C\binom{-i}{e^{\beta}}+C^{*}\binom{i}{e^{\beta}}
$$

then we have

$$
\binom{\alpha_{2 k}}{\gamma_{2 k}}=C(\operatorname{sech} \beta+i \tanh \beta)^{2 k}\binom{-i}{e^{\beta}}+C^{*}(\operatorname{sech} \beta-i \tanh \beta)^{2 k}\binom{i}{e^{\beta}}
$$

Depending on our choice of initial 2-wave strength $\beta$, there are two possibilities. First, if the eigenvalues are $n$th roots of unity, so $\operatorname{sech} \beta=\cos \frac{m \pi}{n}$, then $\alpha_{2 n}=\alpha$ and $\gamma_{2 n}=\gamma$, so that our solutions are periodic in time with period $4 n \Delta x$. (There is an extra sign change in the waves.) On the other hand, if the eigenvalues are not roots of unity, there is a continuous transfer of energy between the two wave families and oscillation of wave strengths, but solutions are not time-periodic. Here we view $G$ as a skewed
rotation of the $\alpha-\gamma$ plane, and the orbit of $G$ is dense in an ellipse containing the point $(\alpha, \gamma)$. In other words, the origin is a nonhyperbolic fixed point for the map $G$. In particular, the periodic solutions are not stable under perturbations of the 2 -wave strength $\beta$.

We now consider solutions of the conservation law with flux $f_{2}$, for which we took $\tau(v)=1$ and $\sigma(v)=2 v$. Again we have $v_{2}-v_{1}=\beta$, and substituting these values into (5.9), we get

$$
G\left(v_{1}, v_{2}\right)=\frac{1}{1-\beta^{2}}\left(\begin{array}{cc}
1+\beta^{2} & 2 \beta \\
2 \beta & 1+\beta^{2}
\end{array}\right)
$$

The eigenvalues of $G$ are $\frac{1-\beta}{1+\beta}$ and $\frac{1+\beta}{1-\beta}$, with corresponding eigenvectors $(1,-1)^{T}$ and $(1,1)^{T}$, respectively. Since these eigenvalues are real, we have one growing mode and one decaying mode. For definiteness, suppose that $0<\beta<1$. Then choosing $\alpha=\gamma$ initially is the pure growth mode, and we have

$$
\begin{equation*}
\alpha_{2 k}=\gamma_{2 k}=\left(\frac{1+\beta}{1-\beta}\right)^{k} \alpha \tag{5.10}
\end{equation*}
$$

so that the 1 - and 3 -components of the solution grow exponentially in time. The other extreme is when $\gamma=-\alpha$, in which case we get exponential decay in the first and third families. In general, there will be a combination of growth and decay, but there will be some growth in $L^{p}$-norms of the solution to the conservation law, if the projection of the vector $(\alpha, \gamma)^{T}$ onto the growing mode is nonzero. This indicates that these solutions are more stable under perturbations than those above. In the $\alpha-\gamma$ plane, the origin is a hyperbolic fixed point of the map $G$ corresponding to a saddle.

Since (5.10) gives an exact expression for the waves $\alpha_{2 k}$ and $\gamma_{2 k}$, we can calculate all norms of the solutions directly. Since there is one jump in $v$ of size $\beta$ per $\Delta x$, we take $d=\Delta x$ and we have $\|v\|_{d}^{\prime}=\beta=\rho \Delta x$, where, as in section $4, \rho$ is a scaling parameter which determines the growth rate. In particular, we have for $t=2 k \Delta x$,

$$
\begin{aligned}
T V(u(\cdot, t)) & =T V\left(u_{0}\right)\left(\frac{1+\beta}{1-\beta}\right)^{k} \\
& =T V\left(u_{0}\right)\left(\frac{1+\rho \Delta x}{1-\rho \Delta x}\right)^{t / 2 \Delta x} \\
& \geq T V\left(u_{0}\right) \exp (\rho t)
\end{aligned}
$$

since $\frac{1+y}{1-y} \geq e^{2 y}$ for $y \leq 1$, which proves the corollary. Indeed, since $\frac{1+y}{1-y}=e^{2 y}+O\left(y^{3}\right)$, we can make the growth as close to $e^{\rho t}$ as we like.

For the flux $f_{3}$, similar calculations follow. We shall not carry out the tedious details but rather describe the general situation. The matrix $G\left(v_{1}, v_{2}\right)$ is viewed as a linear map on the $\alpha-\gamma$ plane. It has determinant 1 , and the diagonal entries are equal and are given by $\mu=\frac{1}{2} \operatorname{tr}(G)$. As we noted earlier, the eigenvalues $\eta$ and $1 / \eta$ of $G$, which determine the dynamics of the map, are complex (with unit length) if $\mu^{2}<1$, and real otherwise. For $\tau(v)>0$, an equivalent description is the following: defining

$$
\Sigma\left(v_{1}, v_{2}\right)=\left(\sigma\left(v_{2}\right) \tau\left(v_{1}\right)-\sigma\left(v_{1}\right) \tau\left(v_{2}\right)\right)^{2}-\left(\tau\left(v_{2}\right)-\tau\left(v_{1}\right)\right)^{2}
$$

we have complex eigenvalues for $\Sigma<0$ and real eigenvalues for $\Sigma>0$. As above, complex eigenvalues correspond to oscillations without growth, while real eigenvalues
correspond to growth and decay. Thus, each time $\Sigma$ changes sign, we get a bifurcation from one type of behavior to another. In particular, for the flux $f_{3}$, we have $\sigma(v)=v$ and $\tau(v)=e^{v}$. Now fixing $v_{1}=0$ and $v_{2}=\beta$, we get $\Sigma=\beta^{2}-\left(e^{\beta}-1\right)^{2}=-\beta^{3}+O\left(\beta^{4}\right)$, which changes sign as $\beta$ passes through 0 . Thus, for $\beta<0$ we get growth and decay, while for $\beta>0$ we get oscillations and periodic solutions.

We remark that in all of the above examples, we obtain less interesting periodic solutions as follows. Referring again to Figure 3.1, we choose the initial 2-waves 12 and 56 to vanish, while choosing 34 and 70 to be $\beta$ and $-\beta$, respectively, and choosing the 1 - and 3 -wave strengths as above. Calculations similar to the above then show that the solutions with these data are indeed periodic with period $d=4 \Delta x$, irrespective of the flux which is used.

Since these solutions are exact and global, they do not depend on the size of the initial data, and we can again scale the parameter $\Delta x$ and the initial wave strengths to change the quantitative behavior of solution to get different values of $d$ and the $d$-norm. Thus the rate at which the solution grows or decays, or the period of the solution, can be set according to our needs. These simple examples indicate that there is a wide variety of nonlinear phenomena associated with these simple equations. The author and Blake Temple have recently shown that for general systems with one Riemann coordinate, if the sup-norm of the data is small enough, then there can be at most exponential growth in the solution, with growth rate depending on $d$ [10]. The examples presented here show that this result is sharp in the absence of further assumptions on the flux.

Appendix. Construction of the flux. We now describe the systems of degenerate conservation laws which satisfy the conditions used in earlier sections. Recall that the conservation law is given by

$$
u_{t}+f(u)_{x}=0
$$

where $u \in \mathbf{R}^{3}$ and $f: \mathcal{U} \rightarrow \mathbf{R}^{3}$ is a smooth vector valued function in an open neighborhood $\mathcal{U} \subset \mathbf{R}^{3}$. The hyperbolic wave-speeds are given by the (constant) eigenvalues $\lambda_{i}$ of the matrix $A(u)=D f_{u}$, and the corresponding wave curves are the integrals of the right eigenvectors $r^{i}(u)$. The local nonlinear interactions of waves of different families are determined by the Lie algebra of eigenvector fields, quantified by the interaction coefficients

$$
\Lambda_{i} \equiv \Lambda_{i}^{j k}=l_{i} \cdot\left[r^{j}, r^{k}\right], \quad \text { where } \quad i \neq j>k \neq i
$$

evaluated at the single point $\tilde{u} \in \mathcal{U}$, which we take to be the origin.
Our task is thus to find a matrix $A(u)$ with constant (distinct) eigenvalues and whose eigenvectors are such that the coefficients $\Lambda_{i}^{j k}$ take on specified values at the origin. In addition, the matrix $A(u)$ should be the gradient of some vector function defined in a neighborhood of the origin. When there was a Riemann coordinate, we wrote down the system in closed form; if there is no Riemann coordinate we are not able to do this.

The eigenvalues $\lambda_{i}$ of $A$ are the roots of the characteristic polynomial $P_{A}(\lambda)=$ $\operatorname{det}(A-\lambda I)$ of $A=\left[A_{i j}\right]$. The condition that the eigenvalues of $A(u)$ be constant in a neighborhood is thus equivalent to the statement that $P_{A}(\lambda)$ does not depend on $u$. In addition, we require that the curl of each row vanishes, so that each row of $A$ is the gradient of a scalar function.

We reformulate the problem as a system of PDEs for the components $A_{i j}(u)$ with independent variables $u_{k}$, as follows. We shall consider a Cauchy problem, where
we take the Cauchy surface to be the plane $u_{1}=0$, and describe changes in the components $A_{i j}$ of $A$ in the (time-like) direction of $u_{1}$.

Since the characteristic polynomial $P_{A}(\lambda)$ is to be constant in the neighborhood, differentiating (each coefficient) with respect to $u_{1}$ must give zero. This gives three nonlinear equations, namely one for each coefficient of $P_{A}(\lambda)$. Since we have nine dependent variables, we need six more equations. These are obtained using the requirement that the rows of $A$ be gradients, or curl-free. This is the condition that

$$
\begin{equation*}
\partial A_{i j} / \partial u_{k}=\partial A_{i k} / \partial u_{j} \tag{A.1}
\end{equation*}
$$

which is a nontrivial restriction for each $j \neq k$. We wish to describe changes in the time-like direction $u_{1}$, so we take as the remaining equations those obtained by letting $k=1$ and $j=2$ or 3 , while $i$ varies from 1 to 3 . Thus our full system of equations is given by

$$
\begin{align*}
\partial P_{A}(\lambda) / \partial u_{1} & =0 \quad \text { and } \\
\partial A_{i j} / \partial u_{1} & =\partial A_{i 1} / \partial u_{j} . \tag{A.2}
\end{align*}
$$

If we choose analytic initial data, the Cauchy-Kowalewski theorem implies the existence and uniqueness of a local solution to this system. It remains to choose initial data on a noncharacteristic surface in such a way that the solution matrix $A=\left[A_{i j}\right]$ satisfies our requirements.

We take the Cauchy surface to be the plane $u_{1}=0$ and choose data $A^{0}$ satisfying the above conditions on the plane. That is, $A^{0}$ should have constant eigenvalues, while equations (A.1) hold in the plane $u_{1}=0$, when $u_{2}$ and $u_{3}$ vary. Uniqueness of solutions then implies that since $P_{A}(\lambda)$ is constant on the plane $u_{1}=0$ and satisfies $P_{A}(\lambda)_{u_{1}}=0$, it is constant everywhere. Similarly, differentiating the linear equations in (A.2) gives

$$
\frac{\partial^{2} A_{i 2}}{\partial u_{3} \partial u_{1}}=\frac{\partial^{2} A_{i 1}}{\partial u_{3} \partial u_{2}}=\frac{\partial^{2} A_{i 3}}{\partial u_{2} \partial u_{1}}
$$

for each $i$. Thus, again by uniqueness, if the Cauchy data satisfies (A.1) with $j=2$ and $k=3$, then this is satisfied throughout the neighborhood, and $A(u)$ is indeed a gradient.

It remains to choose appropriate Cauchy data $A^{0}\left(u_{2}, u_{3}\right)$ and calculate the interaction coefficients. We shall choose the second and third columns of $A^{0}$ to satisfy (A.1) and then choose the first column so that we get the correct characteristic polynomial. The interaction coefficients are given in terms of the gradient $D A$ of $A$ by the formula

$$
\begin{equation*}
\Lambda_{i}^{j k}=\frac{\lambda_{j}-\lambda_{k}}{\left(\lambda_{j}-\lambda_{i}\right)\left(\lambda_{k}-\lambda_{i}\right)} l_{i} \cdot D A\left(r^{j}\right) \cdot r^{k} \tag{A.3}
\end{equation*}
$$

so we calculate $D A$ at the origin [11]. This amounts to finding all partial derivatives of the $A_{i j}$ at the origin. These are found from (A.2) as follows. The quantities $\partial A_{i j} / \partial u_{k}$ can be immediately calculated for all $i$ and $j$ and for $k=2$ and 3. The derivatives $\partial A_{i k} / \partial u_{1}$, for $k=2$ and 3 , are then equated with $\partial A_{i 1} / \partial u_{k}$. Finally, $\partial A_{i 1} / \partial u_{1}$ are obtained implicitly from the equation $P_{A}(\lambda)_{u_{1}}=0$, by substituting in the previously found values for $\partial A_{i k} / \partial u_{1}$.

We carry out the details, assuming that the eigenvalues are $-1, \nu$, and 1 . Given some function $\psi\left(u_{2}, u_{3}\right)$ to be chosen later, define the matrix

$$
A^{0}\left(u_{2}, u_{3}\right)=\left(\begin{array}{ccc}
\alpha & 1 & 0 \\
\beta & 0 & 1 \\
\gamma & \psi_{u_{2}} & \psi_{u_{3}}
\end{array}\right)
$$

where we must solve for $\alpha, \beta$, and $\gamma$ as functions of $u_{2}$ and $u_{3}$ so that the correct characteristic polynomial is realized. The coefficients of $P_{A^{0}}(\lambda)$ are easily seen to be $\alpha+\psi_{u_{3}}, \beta+\psi_{u_{2}}-\alpha \psi_{u_{3}}$, and $\gamma-\alpha \psi_{u_{2}}-\beta \alpha \psi_{u_{3}}$, respectively. It is now clear what $\alpha, \beta$, and $\gamma$ should be as functions of $u_{2}$ and $u_{3}$ to ensure a given constant characteristic polynomial on the plane $u_{1}=0$. If we make the further assumption that the first partial derivatives of $\psi$ vanish at the origin, then it is easy to calculate the eigenvectors there. Indeed, we have

$$
A^{0}(0,0)=\left(\begin{array}{lll}
\alpha_{0} & 1 & 0 \\
\beta_{0} & 0 & 1 \\
\gamma_{0} & 0 & 0
\end{array}\right)=\left(\begin{array}{ccc}
\nu & 1 & 0 \\
1 & 0 & 1 \\
-\nu & 0 & 0
\end{array}\right)
$$

whose eigenvectors are easily calculated.
To calculate $D A$ at the origin, we differentiate the characteristic polynomial and evaluate at the origin, to get the system of three equations

$$
\begin{align*}
A_{11, z}+A_{22, z}+A_{33, z} & =0, \\
\alpha_{0}\left(A_{22, z}+A_{33, z}\right)-A_{21, z}-\beta_{0} A_{12, z}-\gamma_{0} A_{13, z}-A_{32, z} & =0, \quad \text { and }  \tag{A.4}\\
\gamma_{0}\left(A_{12, z}+A_{23, z}\right)+A_{31, z}-\alpha_{0} A_{32, z}-\beta_{0} A_{33, z} & =0
\end{align*}
$$

We now take the dummy variable $z$ to be $u_{2}$ and $u_{3}$ to get the derivatives of $A_{i 1}$ with respect to these; use symmetry; and finally take $z$ to be $u_{1}$ to get the $\partial A_{i 1} / \partial u_{1}$. Denoting $\partial A_{i j} / \partial u_{k}$ by $A_{i j, k}$ and $\psi_{u_{j} u_{k}}$ by $\psi_{j k}$, using (A.4) with $z=u_{2}$ and $u_{3}$ together with symmetry, we find

$$
\begin{aligned}
& A_{12,1}=A_{11,2}=-\psi_{23} \\
& A_{13,1}=A_{11,3}=-\psi_{33} \\
& A_{22,1}=A_{21,2}=\nu \psi_{23}-\psi_{22} \\
& A_{23,1}=A_{21,3}=\nu \psi_{33}-\psi_{23} \\
& A_{32,1}=A_{31,2}=\nu \psi_{22}+\psi_{23}, \quad \text { and } \\
& A_{33,1}=A_{31,3}=\nu \psi_{23}+\psi_{33}
\end{aligned}
$$

Finally, we substitute these values back into (A.4) with $z=u_{1}$ to get

$$
\begin{aligned}
& A_{11,1}=\psi_{22}-2 \nu \psi_{23}-\psi_{33} \\
& A_{21,1}=2 \nu^{2} \psi_{23}-2 \nu \psi_{22}, \quad \text { and } \\
& A_{31,1}=\nu^{2} \psi_{22}+\left(1+\nu^{2}\right) \psi_{33}
\end{aligned}
$$

This determines completely the total derivative $D A(0,0,0)$ of $A$ at the origin, and allows us to calculate the interaction coefficients. Note that (A.4) with $z=u_{1}$ determines $A_{i 1,1}$ at the origin which, together with the linear equations in (A.2), shows that the Cauchy surface $u_{1}=0$ is noncharacteristic.

The eigenvectors at the origin are

$$
\begin{aligned}
& r^{1}=\left(\begin{array}{lll}
1 & -1-\nu & \nu
\end{array}\right)^{T}, \\
& r^{2}=\left(\begin{array}{lll}
1 & 0 & 1
\end{array}\right)^{T}, \\
& r^{3}
\end{aligned}=\left(\begin{array}{lll}
1 & 1-\nu & -\nu
\end{array}\right)^{T}, \quad \text { and } \text {. }
$$

respectively, and we take $\psi\left(u_{2}, u_{3}\right)$ to be quadratic with second derivatives

$$
\begin{aligned}
\psi_{22} & =\frac{2}{1-\nu^{2}} \pm \frac{1}{2} \nu^{2} \\
\psi_{23} & =\frac{-2 \nu}{1-\nu^{2}} \pm \frac{1}{2} \nu, \quad \text { and } \\
\psi_{33} & =\frac{2}{1-\nu^{2}} \pm \frac{1}{2}
\end{aligned}
$$

Substituting all of the above into (A.3), we calculate the coefficients to be $\{1, \pm 1,1\}$. Thus we have found a matrix $A(u)$ that satisfies the necessary conditions and that has these interaction coefficients.
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#### Abstract

We consider a two-dimensional problem of scattering of a time-harmonic electromagnetic plane wave by an infinite inhomogeneous conducting or dielectric layer at the interface between semi-infinite homogeneous dielectric half-spaces. The magnetic permeability is assumed to be a fixed positive constant. The material properties of the media are characterized completely by an index of refraction, which is a bounded measurable function in the layer and takes positive constant values above and below the layer, corresponding to the homogeneous dielectric media. In this paper, we examine only the transverse magnetic (TM) polarization case. A radiation condition appropriate for scattering by infinite rough surfaces is introduced, a generalization of the Rayleigh expansion condition for diffraction gratings. With the help of the radiation condition the problem is reformulated as an equivalent mixed system of boundary and domain integral equations, consisting of second-kind integral equations over the layer and interfaces within the layer. Assumptions on the variation of the index of refraction in the layer are then imposed which prove to be sufficient, together with the radiation condition, to prove uniqueness of solution and nonexistence of guided wave modes. Recent, general results on the solvability of systems of second kind integral equations on unbounded domains establish existence of solution and continuous dependence in a weighted norm of the solution on the given data. The results obtained apply to the case of scattering by a rough interface between two dielectric media and to many other practical configurations.
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1. Introduction. Consider a time harmonic electromagnetic plane wave incident on a layer of some inhomogeneous, isotropic, conducting, or dielectric material in $\mathbf{R}^{3}$. The media, above and below the layer, consist of some homogeneous dielectric materials. Adopting Cartesian axes $0 x_{1} x_{2} x_{3}$, we assume throughout that the material is invariant in the $x_{3}$ direction. Thus, in effect, the problem geometry is twodimensional. Further, we assume that the magnetic permeability is a fixed positive constant. The material properties of the media are then characterized completely by an index of refraction, dependent on the permittivity and conductivity, which is assumed to be a bounded measurable function in the layer and takes positive constant values above and below the layer. The scattering problem is to study the electromagnetic field distributions.

In this paper we formulate first the scattering problem as a boundary value problem for the reduced wave equation (Helmholtz equation), using a radiation condition recently introduced for problems of scattering by infinite one-dimensional rough surfaces and interfaces $[4,5,7,8,9]$, which is a generalization of the usual radiation condition used in the study of plane wave diffraction by one-dimensional periodic gratings (see, e.g., $[23,1,2,4,19,20,25]$ ). Next, in section 3 , we derive a novel

[^30]integral equation formulation of the problem, as a system of coupled second-kind domain and boundary integral equations, over the layer and over interfaces within the layer, and establish that this formulation is equivalent to the formulation as a boundary value problem. The radiation condition imposed does not rule out guided waves, localized in the inhomogeneous layer, which are thus solutions of the homogeneous boundary value problem and the homogeneous integral equation formulation. From section 4 onward we make restrictions on the variation of the index of refraction in the layer. Under these restrictions we establish, in section 4, an a priori inequality satisfied by any solution. Using this inequality, a key lemma from [8], and extensions of arguments in [7, 31], uniqueness results and hence conditions for the nonexistence of guided wave modes are established in section 5 . In section 6 , existence of solution is established by employing a novel form of Fredholm alternative based on general results on the solvability of systems of integral equations on unbounded domains in [10].

The assumptions we impose on the index of refraction from section 4 onward are satisfied in many practical cases. In particular, the results obtained apply to the case of scattering by a rough interface between two dielectric media and apply to scattering by a homogeneous layer having rough interfaces, with the media above and below, provided that the wavenumbers in the layer $\left(k^{*}\right)$, and in the media above $\left(k_{+}\right)$and below $\left(k_{-}\right)$, satisfy either that $\Im k^{*}>0$ or that $\max \left(k_{-}, k_{+}\right)>k^{*}$. For a precise statement of the cases covered see section 2. Our conclusion that no guided waves exist if $\max \left(k_{-}, k_{+}\right)>k^{*}$ or $\Im k^{*}>0$ is in agreement with explicit analytical calculations of guided wave modes for the case of plane interfaces between the layer and the media [24].

Integral equation methods have been used widely in the theoretical and numerical study of wave scattering by finite obstacles or local inhomogeneities (see, e.g., [12, 13] and the references quoted there). More recently they have been employed to study scattering by periodic structures [11, 17, 19, 20, 22] and by a nonstratified local inhomogeneity in a stratified medium [30]. Integral equation formulations have also been used extensively in computations of wave scattering by infinite one- and twodimensional rough surfaces and interfaces (see, e.g., $[26,14,21,29]$ and the references quoted there), but little attention appears to have been paid in the literature to their mathematical justification (a recent exception is [15]).

This present paper is intended, in part, as a contribution to the mathematical analysis of rough surface scattering problems and of the well-posedness of their formulation as integral equations. It is related, in terms of results and methods of argument, to recent studies of scattering of a wave incident from a homogeneous half-space onto an inhomogeneous impedance plane [5]; of electromagnetic waves by a one-dimensional perfectly conducting rough surface [6, 8]; of electromagnetic waves by an inhomogeneous conducting or dielectric layer on a perfectly conducting plate [7]; and of acoustic waves by an inhomogeneous layer on a rigid plate [31]. In particular, the present study is closest to this last paper [31] in that the existence proof depends on the same novel results on the solvability of systems of weakly singular second-kind integral equations on unbounded domains. However, the whole space problem considered here requires a substantially more elaborate uniqueness proof and integral equation formulation, related to the presence of transmitted as well as reflected waves, in contrast to the half-plane problems considered in $[5,6,8,7,31]$. Moreover, in these latter papers integral equation formulations using half-plane Green's functions appear natural: as proposed here, the formulation of the whole-space problem as a system of integral
equations in overlapping half-planes, using half-plane Green's functions, is surprising but proves powerful in establishing uniqueness and existence results.

This paper can also be viewed as a generalization of the results of Bonnet-Bendhia and Starling [3] and Strycharz [25], who study plane wave scattering by an inhomogeneous periodic layer. In fact, our uniqueness results derive in part from those of Bonnet-Bendhia and Starling [3] and Strycharz [25], and include some of their results for a periodic layer as special cases; however, note that our results are obtained without an a priori assumption of quasi periodicity of the scattered field. We note also that our existence arguments, based on integral equation methods, differ from the variational methods used in [3] and [25] which appear restricted to the periodic case. We further point out that while integral equation-based existence proofs are common (and more straightforward) in the periodic, diffraction grating case (e.g., [19, 11]), they usually fail for a discrete set of combinations of grating period and angle of incidence at which the integral equation formulation is undefined. Our results show that, at least in the two-dimensional case, this problem can be avoided by use of a halfplane rather than a whole-space Green's function in the integral equation formulation. A finite element method for the case of plane wave scattering by an inhomogeneous periodic layer is analyzed in [1].

We remark that aside from the theoretical use to which the formulation is put in this paper, we anticipate that the novel integral equation formulation we derive in section 3 may also be of value for numerical computation. We point out that the integral operators in our formulation are exclusively of convolution type or are products of convolution and multiplication operators so that, after discretization, the matrix vector multiplications required in an iterative solution scheme can be performed efficiently using the FFT (see [27, pp. 109-111] and [28]). We further point out that, even for the simple case of a single interface between two dielectric media, for which a boundary integral equation formulation on the interface is usual (avoiding domain integrals), a recently successful numerical algorithm involves imbedding the one-dimensional boundary curve in a two-dimensional grid so that FFT techniques can be applied [29].

We conclude this section by introducing some notations used throughout. For $h \in \mathbf{R}$, define $\Gamma_{h}=\left\{x=\left(x_{1}, x_{2}\right) \in \mathbf{R}^{2} \mid x_{2}=h\right\}$ and $U_{h}=\left\{x \in \mathbf{R}^{2} \mid x_{2}>h\right\}$. Set $E_{h}^{H}=U_{h} \backslash \bar{U}_{H}$ for $H>h$, and write $U, \Gamma$, and $E_{H}$ for $U_{0}, \Gamma_{0}$, and $E_{0}^{H}$, respectively. Define $D_{A}=\left\{x \in \mathbf{R}^{2}| | x_{1} \mid<A\right\}, A>0$, and $\Gamma_{h}(A)=\Gamma_{h} \cap D_{A}, E_{h}^{H}(A)=E_{h}^{H} \cap D_{A}$. For $G \subset \mathbf{R}^{2}$ let $B C(G)$ denote the space of bounded continuous functions defined on $G$. For $v \in C^{1}\left(\mathbf{R}^{2}\right)$ denote by $\partial_{j} v, j=1,2$, the derivative $\partial v(x) / \partial x_{j}$. Finally, for $A>0, x \in \mathbf{R}^{2}$, let $B_{A}(x)=\left\{y \in \mathbf{R}^{2}| | y-x \mid<A\right\}$.
2. The scattering problem and radiation conditions. Let us assume that $\mathbf{R}^{3}$ is filled with an inhomogeneous, isotropic, conducting, or dielectric medium of electric permittivity $\epsilon>0$, magnetic permeability $\mu>0$, and electric conductivity $\sigma \geq 0$. Suppose that the medium is nonmagnetic, i.e., the magnetic permeability $\mu$ is a fixed constant in $\mathbf{R}^{3}$, and suppose that the fields are source free. Then the electromagnetic wave propagation is governed by the time-harmonic Maxwell equations (time dependence $\exp (-i \omega t)$ with frequency $\omega>0$ )

$$
\begin{align*}
\nabla \times E-i \omega \mu H & =0,  \tag{2.1}\\
\nabla \times H+(i \omega \epsilon-\sigma) E & =0, \tag{2.2}
\end{align*}
$$

where $E$ and $H$ are the electric field and magnetic field, respectively. In this paper, it is assumed that the medium is invariant in the $x_{3}$ direction, i.e., $\epsilon=\epsilon(x)$ and $\sigma=\sigma(x)$
with $x=\left(x_{1}, x_{2}\right) \in \mathbf{R}^{2}$. Also, we restrict ourselves to the transverse magnetic (TM) polarization case; that is, the electric field $E$ is assumed to point along the $x_{3}$ axis. Let $E=(0,0, u)$, where $u=u(x)$ is a scalar function. Then it follows from the Maxwell equations (2.1)-(2.2) that $u$ satisfies the reduced wave equation

$$
\begin{equation*}
\Delta u+k^{2} u=0 \quad \text { in } \quad \mathbf{R}^{2} \tag{2.3}
\end{equation*}
$$

where $\Delta$ is the Laplacian in $\mathbf{R}^{2}$ and $k^{2}=\omega^{2} \mu \epsilon[1+i \sigma /(\omega \epsilon)]$ so that $\Im\left(k^{2}\right) \geq 0$.
Additionally we make the following assumptions on $k$ throughout:
(A1) $k \in L_{\infty}\left(\mathbf{R}^{2}\right)$.
(A2) There are positive constants $B, k_{+}$, and $k_{-}$such that $k(x)=k_{+}$for $x \in U_{B}$, $=k_{-}$for $x \in \mathbf{R}^{2} \backslash \bar{U}$.
These two assumptions are sufficient (together with the radiation conditions we introduce below) to derive, in section 3, an equivalent integral equation formulation of the problem. In sections 4 and 5 we address the question of uniqueness of solution which is related to the question of existence or otherwise of guided wave solutions of the homogeneous problem.

We remark that the radiation conditions we will impose will ensure that the scattered field does not contain a downward propagating component and that the transmitted wave does not contain an upward propagating component but (in common with the usual radiation condition for plane wave incidence on periodic gratings) will not rule out solutions of the homogeneous problem which are guided waves localized in the inhomogeneous layer. (See Theorem A. 1 in the appendix, where a precise definition of a guided wave in this context is given.) Thus, to prove any uniqueness result, we will have to impose additional conditions (on $k$ ) which rule out guided waves. In other words (and more positively), any uniqueness proof will simultaneously establish conditions for the nonexistence of guided waves.

The additional requirements for our uniqueness proof (sections 4 and 5) and for proving the existence of solution (section 6) are that assumption (A3) is satisfied or that both assumptions (A4) and (A5) below are satisfied.
(A3) There exist constants $\lambda_{1}, \lambda_{2}, \eta$, and $\rho$, with $\lambda_{1}>0,1>\lambda_{2}>0$ and $0 \leq$ $\eta<\rho \leq B$ such that $\Im\left(k^{2}(x)\right) \geq \lambda_{1}$ for almost all $x \in E_{\eta}^{\rho}, \Im\left(k^{2}(x)\right) \geq$ $\lambda_{2}\left|k^{2}(x)-k_{+}^{2}\right|$ for almost all $x \in E_{\eta}^{B}$, and $\Im\left(k^{2}(x)\right) \geq \lambda_{2}\left|k^{2}(x)-k_{-}^{2}\right|$ for almost all $x \in E_{0}^{\rho}$.
(A4) There exists $\beta \in \mathbf{R}$ such that $\Re\left(k^{2}(x)\right)$ is monotonic nondecreasing in $U_{\beta}$ and monotonic nonincreasing in $\mathbf{R}^{2} \backslash U_{\beta}$ as $x_{2}$ increases: precisely, for all $h>0$, where $e_{2}=(0,1), \Re\left[k^{2}\left(x+e_{2} h\right)\right] \geq \Re\left[k^{2}(x)\right]$ for almost all $x \in U_{\beta}$ and $\Re\left[k^{2}\left(x-e_{2} h\right)\right] \geq \Re\left[k^{2}(x)\right]$ for almost all $x \in \mathbf{R}^{2} \backslash \bar{U}_{\beta}$.
Let $\tilde{k}(x)=k_{+}$for $x_{2} \geq \beta,=k_{-}$for $x_{2}<\beta$. Then Assumption (A4) implies that $\Re\left[k^{2}(x)\right] \leq \tilde{k}^{2}(x)$ for almost all $x \in \mathbf{R}^{2}$.
(A5) There are constants $\lambda_{3}, \eta$, and $\rho$, with $\lambda_{3}>0$ and $0 \leq \eta<\rho \leq B$, such that $\Re\left[k^{2}(x)\right] \leq \tilde{k}^{2}(x)-\lambda_{3}$ for almost all $x \in E_{\eta}^{\rho}$.
We can write (A4) succinctly as

$$
\left(x_{2}-\beta\right) \partial_{2}\left(\Re\left(k^{2}\right)\right) \geq 0
$$

in a distributional sense in $\mathbf{R}^{2}$ (cf. Bonnet-Bendhia and Starling [3, equation (3.34)] and [7]). If (A4) and (A5) hold with $\beta<\rho$, then it must be the case that $\Re\left[k^{2}(x)\right] \leq$ $k_{+}^{2}-\lambda_{3}$ for almost all $x \in E_{\beta}^{\rho}$, while if $\beta>\eta$, then $\Re\left[k^{2}(x)\right] \leq k_{-}^{2}-\lambda_{3}$ for almost all $x \in E_{\eta}^{\beta}$.

To clarify the above assumptions we list some important practical cases in which they are satisfied:
(i) Suppose that $k_{+} \neq k_{-}$and, for some $f \in L_{\infty}(\mathbf{R})$, that $k(x)=k_{+}, x_{2}>f\left(x_{1}\right)$, $=k_{-}, x_{2}<f\left(x_{1}\right)$, and assume without loss of generality that $\epsilon \leq f\left(x_{1}\right) \leq B-\epsilon$ for some $\epsilon>0, B>\epsilon$. Then (A1), (A2), (A4), (A5) are satisfied, with $0=\beta=\eta, \rho=\epsilon$, if $k_{-}<k_{+}, B-\epsilon=\eta, B=\beta=\rho$, if $k_{-}>k_{+}$.
(ii) Suppose that $k^{*}>0$ and, for some $f_{+}, f_{-} \in L_{\infty}(\mathbf{R})$, with $f_{-} \leq f_{+}$, that $k(x)=k_{+}, x_{2}>f_{+}\left(x_{1}\right),=k_{-}, x_{2}<f_{-}\left(x_{1}\right),=k^{*}, f_{-}\left(x_{1}\right)<x_{2}<f_{+}\left(x_{1}\right)$. Suppose further without loss of generality that, for some $B>\epsilon>0, \epsilon \leq f_{-}\left(x_{1}\right) \leq f_{+}\left(x_{1}\right) \leq$ $B-\epsilon, x_{1} \in \mathbf{R}$. Then assumptions (A1) and (A2) are satisfied and so are assumptions (A4) and (A5) in the following cases: (a) $k_{-}<k^{*}<k_{+}(\operatorname{set} \beta=\eta=0, \rho=\epsilon)$; (b) $k_{-}>k^{*}>k_{+}($set $\eta=B-\epsilon, \beta=\rho=B)$; (c) $k^{*}<k_{+}, k^{*}<k_{-}$provided, for some $0<\eta<\rho<B, k(x)=k^{*}, x \in E_{\eta}^{\rho}$, and $\eta \leq \beta \leq \rho$.
(iii) Suppose that $\Im k^{*}>0$ and that, for some $0<\eta<\rho<B$, and disjoint open sets $S_{+}, S$, and $S_{-}$, with $\overline{S_{+}} \cup \bar{S} \cup \overline{S_{+}}=\mathbf{R}^{2}$ and $E_{\eta}^{\rho} \subset S, U_{B} \subset S_{+}$, and $\mathbf{R}^{2} \backslash \bar{U} \subset S_{-}$,

$$
k(x)= \begin{cases}k_{+}, & x \in S_{+} \\ k^{*}, & x \in S \\ k_{-}, & x \in S_{-}\end{cases}
$$

Then (A1)-(A3) are satisfied.
We mention one simple example not covered by the above assumptions. In the case $k \equiv k_{+}$assumptions (A1), (A2), and (A4) are satisfied (with $k_{-}=k_{+}$), but assumption (A5) is not satisfied. Thus, the uniqueness results established in section 4 do not apply, and indeed, our problem as formulated will not have a unique solution in this case as is shown by the simple example $u(x)=\exp \left( \pm i k_{+} x_{1}\right)$, which satisfies (2.3) with $k \equiv k_{+}$and, by Remark 2.3 below, the radiation conditions (2.4) and (2.5).

Let $u^{\mathrm{i}}(x)=\exp \left(i k_{+} x \cdot \alpha\right)$ be the time-harmonic incoming plane wave incident from $U_{B}$ on the finite inhomogeneous layer $E_{B}$, where $x \in \mathbf{R}^{2}, \alpha=(\cos \theta,-\sin \theta) \in \mathbf{R}^{2}$, and $\theta \in(0, \pi)$ is the incident angle. We are interested in finding the total field $u$ satisfying the reduced wave equation (2.3).

In order to determine the physical solution $u$, a radiation condition as $x_{2}$ tends to infinity has to be imposed on the scattered field $u^{\mathrm{s}}=u-u^{\mathrm{i}}$ in $U_{B}$; that is, the scattered field $u^{\mathrm{s}}$ should behave as an outgoing wave as $x_{2} \rightarrow+\infty$. Similarly, the transmitted field $u$ in $\mathbf{R}^{2} \backslash U$ should behave as an outgoing wave as $x_{2} \rightarrow-\infty$. The standard Sommerfeld radiation condition is not appropriate in this context as we cannot expect that the scattered and the transmitted fields will decay at infinity. We will use a radiation condition proposed in [5] and utilized recently in [7, 8] and [31], which we will usefully relate to the Sommerfeld radiation condition. To this end we introduce the following definitions.

Definition 2.1. Given a domain $G \subset \mathbf{R}^{2}$ and $k_{*}>0$, call $v \in C^{2}(G) \cap L_{\infty}(G)$ a radiating solution of the Helmholtz equation for wavenumber $k_{*}$ in $G$ if $\Delta v+k_{*}^{2} v=0$ in $G$ and

$$
\begin{aligned}
v(x) & =O\left(r^{-1 / 2}\right) \\
\frac{\partial v(x)}{\partial r}-i k_{*} v(x) & =o\left(r^{-1 / 2}\right)
\end{aligned}
$$

as $r=|x| \rightarrow \infty$, uniformly in $x /|x|$.
Let $\Phi\left(x, y ; k_{ \pm}\right)$denote the free-space Green's function for $\Delta+k_{ \pm}^{2}$; that is,

$$
\Phi\left(x, y ; k_{ \pm}\right)=\frac{i}{4} H_{0}^{(1)}\left(k_{ \pm}|x-y|\right), \quad x, y \in \mathbf{R}^{2}, \quad x \neq y
$$

with $H_{0}^{(1)}$ being the Hankel function of the first kind of order zero.
Definition 2.2. Given a domain $G \subset \mathbf{R}^{2}$, say that $v_{+}: G \rightarrow \mathbf{C}$ satisfies the upward propagating radiation condition (UPRC) for wavenumber $k_{+}$in $G$ if, for some $H \in \mathbf{R}$ and $\phi_{+} \in L_{\infty}\left(\Gamma_{H}\right)$, it holds that $U_{H} \subset G$ and

$$
\begin{equation*}
v_{+}(x)=2 \int_{\Gamma_{H}} \frac{\partial \Phi\left(x, y ; k_{+}\right)}{\partial y_{2}} \phi_{+}(y) d s(y), \quad x \in U_{H} \tag{2.4}
\end{equation*}
$$

and say that $v_{-}: G \rightarrow \mathbf{C}$ satisfies the downward propagating radiation condition (DPRC) for wavenumber $k_{-}$in $G$ if, for some $h \in \mathbf{R}$ and $\phi_{-} \in L_{\infty}\left(\Gamma_{h}\right)$, it holds that $\mathbf{R}^{2} \backslash \bar{U}_{h} \subset G$ and

$$
\begin{equation*}
v_{-}(x)=-2 \int_{\Gamma_{h}} \frac{\partial \Phi\left(x, y ; k_{-}\right)}{\partial y_{2}} \phi_{-}(y) d s(y), \quad x \in \mathbf{R}^{2} \backslash \bar{U}_{h} \tag{2.5}
\end{equation*}
$$

Note that the existence of the integrals in (2.4) and (2.5) for arbitrary $\phi_{+} \in L_{\infty}\left(\Gamma_{H}\right)$ and $\phi_{-} \in L_{\infty}\left(\Gamma_{h}\right)$ is ensured by the bound which follows from the asymptotic behavior of the Hankel function for small and large argument,

$$
\begin{equation*}
\left|\frac{\partial \Phi\left(x, y ; k_{ \pm}\right)}{\partial y_{2}}\right| \leq C\left|x_{2}-y_{2}\right|\left(|x-y|^{-2}+|x-y|^{-3 / 2}\right), \quad x, y \in \mathbf{R}^{2}, \quad x \neq y \tag{2.6}
\end{equation*}
$$

which holds for some constant $C>0$ dependent only on $k_{ \pm}$.
The next lemma states properties of the upward propagating radiation condition needed later and, in particular, shows that, for $h \in \mathbf{R}$, a radiating solution for wavenumber $k_{*}$ in $U_{h}\left(\mathbf{R}^{2} \backslash \bar{U}_{h}\right)$ satisfies the UPRC (DPRC) for wavenumber $k_{*}$. We first remark that the DPRC can be expressed, through reflection, in terms of the UPRC.

Remark 2.1. For $x=\left(x_{1}, x_{2}\right) \in \mathbf{R}^{2}$ let $x^{\prime}=\left(x_{1},-x_{2}\right)$, and for $G \subset \mathbf{R}^{2}$ let $G^{\prime}=\left\{x^{\prime} \mid x \in G\right\}$. Then $v_{-}: G \rightarrow \mathbf{C}$ satisfies the DPRC for wavenumber $k_{*}$ in $G$ if and only if $v_{+}: G^{\prime} \rightarrow \mathbf{C}$, given by $v_{+}(x)=v_{-}\left(x^{\prime}\right), x \in G^{\prime}$, satisfies the UPRC for wavenumber $k_{*}$ in $G^{\prime}$.

Lemma 2.1 (see [7, Theorem 2.1]). Given $H \in \mathbf{R}$ and $v: U_{H} \rightarrow \mathbf{C}$, the following statements are equivalent:
(i) $v \in C^{2}\left(U_{H}\right), v \in L_{\infty}\left(U_{H} \backslash U_{a}\right)$ for all $a>H, \Delta v+k_{+}^{2} v=0$ in $U_{H}$, and $v$ satisfies the UPRC for wavenumber $k_{+}$;
(ii) $v \in L_{\infty}\left(U_{H} \backslash U_{a}\right)$ for some $a>H$ and $v$ satisfies (2.4) for each $h>H$ with $\phi=\left.v\right|_{\Gamma_{h}} ;$
(iii) $v \in C^{2}\left(U_{H}\right), v \in L_{\infty}\left(U_{H} \backslash U_{a}\right)$ for all $a>H, \Delta v+k_{+}^{2} v=0$ in $U_{H}$, and for every $h>H$ and radiating solution in $U_{H}$, $w$, such that the restrictions of $w$ and $\partial_{2} w$ to $\Gamma_{h}$ are in $L_{1}(\mathbf{R})$, it holds that

$$
\begin{equation*}
\int_{\Gamma_{h}}\left(v \frac{\partial w}{\partial n}-w \frac{\partial v}{\partial n}\right) d s=0 \tag{2.7}
\end{equation*}
$$

From Lemma 2.1 and Remark 2.1 we can deduce corresponding characteristics of downward propagating solutions of the Helmholtz equation.

For convenience, we now state a local regularity estimate used throughout the paper.

Lemma 2.2 (see [18, Theorem 3.9, Lemma 4.1]). If for some $A>0$ and $x \in \mathbf{R}^{2}$ it holds that $v \in L_{\infty}\left(B_{A}(x)\right)$ and $\Delta v=f \in L_{\infty}\left(B_{A}(x)\right)$ (in a distributional sense),
then $v \in C^{1}\left(B_{A}(x)\right)$ and

$$
|\nabla v(y)| \leq C A^{-1}\left(\|v\|_{\infty}+A^{2}\|f\|_{\infty}\right), \quad y \in B_{A / 2}(x)
$$

where $C$ is an absolute constant.
Remark 2.2. A consequence of Lemma 2.2 is that if $\Delta v+k^{2} v=0$ in some region $G$ and $v \in L_{\infty}(G), k \in L_{\infty}(G)$, then $v \in C^{1}(G)$ and $\nabla v$ is bounded in every compact subset of $G$. Further, if the sequence $\left(v_{n}\right) \subset L_{\infty}(G)$ is uniformly bounded, $\Delta v_{n}+$ $k_{*}^{2} v_{n}=0$ in $G$ for some $k_{*} \in \mathbf{C}$ and each $n$, and $v_{n}(x) \rightarrow v(x)$ uniformly on compact subsets of $G$, then $v \in C^{2}(G)$ and $\Delta v+k_{*}^{2} v=0$ in $G$.

Our problem of scattering of a time-harmonic plane wave by an inhomogeneous layer can now be formulated as the following boundary value problem.

Problem (P). Find $u \in C\left(\mathbf{R}^{2}\right)$ such that (i) $u$ satisfies the reduced wave equation (2.3) in a distributional sense; (ii) $u^{\mathrm{s}}$ and $u$ satisfy the UPRC and DPRC (2.4) and (2.5), respectively; and (iii) $u$ is bounded in $E_{-A}^{A}$ for every $A>0$.

Remark 2.3. From (iii) and Lemma 2.2, it follows that $u \in C^{1}\left(\mathbf{R}^{2}\right) \cap C^{2}\left(U_{B}\right) \cap$ $C^{2}\left(\mathbf{R}^{2} \backslash \bar{U}\right)$ and

$$
\begin{equation*}
\sup _{x \in E_{-A}^{A}}[|\nabla u(x)|+|u(x)|]<\infty \tag{2.8}
\end{equation*}
$$

for every $A>0$. Further, by (2.3) and standard local regularity results [18], we have that $u \in H_{\text {loc }}^{2}\left(\mathbf{R}^{2}\right)$.

Remark 2.4. The radiation conditions (2.4) and (2.5) are generalizations of the standard radiation conditions for one-dimensional periodic gratings. Precisely, it was proven in [4] that if $u^{\mathrm{s}}$ has the usual representation as a Rayleigh expansion [2, 19, 20] in some $U_{\tau}$, then it also satisfies (2.4) for all $h>\tau$ and thus satisfies the UPRC. As a consequence, any upward or horizontally propagating plane wave satisfies the UPRC and, by Remark 2.1, any downward or horizontally propagating plane wave satisfies the DPRC.

In what follows we are concerned with deriving an equivalent integral equation formulation of Problem (P) and with establishing unique solvability for Problem (P), employing integral equation methods.
3. An integral equation formulation. For $h \in \mathbf{R}$ let $y_{h}^{\prime}=\left(y_{1}, 2 h-y_{2}\right)$ be the image of $y$ in $\Gamma_{h}$ and define

$$
G_{h}^{ \pm}(x, y)=\Phi\left(x, y ; k_{ \pm}\right)-\Phi\left(x, y_{h}^{\prime} ; k_{ \pm}\right), \quad x, y \in \mathbf{R}^{2}, \quad x \neq y
$$

Then $G_{h}^{ \pm}$is the Dirichlet Green's function for $\Delta+k_{ \pm}^{2}$ in the half-planes $U_{h}$ and $\mathbf{R}^{2} \backslash \bar{U}_{h}$. It follows from [6, Lemma 3.1] that, for some constant $C$ depending only on $k_{ \pm}$and $h$,

$$
\begin{equation*}
\left|G_{h}^{ \pm}(x, y)\right|, \quad\left|\nabla_{x} G_{h}^{ \pm}(x, y)\right|, \quad\left|\nabla_{y} G_{h}^{ \pm}(x, y)\right| \leq C \frac{\left(1+x_{2}\right)\left(1+y_{2}\right)}{|x-y|^{3 / 2}} \tag{3.1}
\end{equation*}
$$

if $x, y \in U_{h}$ or $x, y \in \mathbf{R}^{2} \backslash \bar{U}_{h}$ with $|x-y| \geq 1$. On the other hand, from asymptotic properties of the Hankel function it follows that

$$
\begin{equation*}
\left|G_{h}^{ \pm}(x, y)\right| \leq C(1+|\log | x-y| |), \quad\left|\nabla_{x} G_{h}^{ \pm}(x, y)\right|, \quad\left|\nabla_{y} G_{h}^{ \pm}(x, y)\right| \leq C|x-y|^{-1} \tag{3.2}
\end{equation*}
$$

if $x, y \in U_{h}$ or $x, y \in \mathbf{R}^{2} \backslash \bar{U}_{h}$ with $|x-y| \leq 1$. It follows from (3.1) and (3.2) that, for $0 \leq h \leq B$,

$$
\begin{equation*}
\left|G_{h}^{ \pm}(x, y)\right|, \quad\left|\nabla_{x} G_{h}^{ \pm}(x, y)\right|, \quad\left|\nabla_{y} G_{h}^{ \pm}(x, y)\right| \leq C_{b}\left(1+\left|x_{1}-y_{1}\right|\right)^{-3 / 2} \tag{3.3}
\end{equation*}
$$

if $y \in \bar{E}_{h}^{B}, x \in \Gamma_{b}$, with $b>B$, or if $y \in \bar{E}_{0}^{h}, x \in \Gamma_{b}$, with $b<0$, where $C_{b}$ depends only on $b, B, h$, and $k_{ \pm}$.

Let $u^{\mathrm{r}}$ denote the upward propagating plane wave $u^{\mathrm{r}}(x)=-\exp \left(i k_{+} x_{c}^{\prime} \cdot \alpha\right)$, $x \in \mathbf{R}^{2}$.

Theorem 3.1. Let $u$ be a solution of Problem (P), and let $0 \leq c<d \leq B$. Then we have

$$
\begin{align*}
& u(x)= u^{\mathrm{i}}(x)+u^{\mathrm{r}}(x)+\int_{E_{c}^{B}} u(y)\left[k^{2}(y)-k_{+}^{2}\right] G_{c}^{+}(x, y) d y \\
&+\int_{\Gamma_{c}} u(y) \frac{\partial G_{c}^{+}(x, y)}{\partial y_{2}} d s(y), \quad x \in U_{c},  \tag{3.4}\\
& u(x)=\int_{E_{0}^{d}} u(y)\left[k^{2}(y)-k_{-}^{2}\right] G_{d}^{-}(x, y) d y \\
& \quad-\int_{\Gamma_{d}} u(y) \frac{\partial G_{d}^{-}(x, y)}{\partial y_{2}} d s(y), \quad x \in \mathbf{R}^{2} \backslash \bar{U}_{d} \tag{3.5}
\end{align*}
$$

Remark 3.1. In view of (3.1) and (3.2), (A1), and the fact that $u \in B C\left(\overline{E_{B}}\right)$, the integrals in (3.4) and (3.5) are well defined.

Proof. Take $x \in U_{c}$, choose $b>\max \left(x_{2}, B\right), A>\left|x_{1}\right|$, and $\epsilon>0$ sufficiently small and apply Green's second theorem to $G_{c}^{+}(x, \cdot)$ and $u$ in the bounded region $E_{c}^{b}(A) \backslash \overline{B_{\epsilon}(x)}$, and then let $\epsilon \rightarrow 0$ to obtain that

$$
\begin{align*}
u(x)= & \int_{E_{c}^{B}(A)} u(y)\left[k^{2}(y)-k_{+}^{2}\right] G_{c}^{+}(x, y) d y \\
& +\int_{\partial\left(E_{c}^{b}(A)\right)}\left[G_{c}^{+}(x, y) \frac{\partial u}{\partial n}(y)-u(y) \frac{\partial G_{c}^{+}(x, y)}{\partial n(y)}\right] d s(y) \tag{3.6}
\end{align*}
$$

Letting $A \rightarrow \infty$ in (3.6), in view of (3.1), we find that

$$
\begin{equation*}
u(x)=\int_{E_{c}^{B}} u(y)\left[k^{2}(y)-k_{+}^{2}\right] G_{c}^{+}(x, y) d y+\int_{\Gamma_{c}} u(y) \frac{\partial G_{c}^{+}(x, y)}{\partial y_{2}} d s(y)+I_{b} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{b}=\int_{\Gamma_{b}}\left[G_{c}^{+}(x, y) \frac{\partial u}{\partial n}(y)-u(y) \frac{\partial G_{c}^{+}(x, y)}{\partial n(y)}\right] d s(y) \tag{3.8}
\end{equation*}
$$

Now $v=u^{\mathrm{i}}+u^{\mathrm{r}}$ satisfies the Helmholtz equation $\Delta v+k_{+}^{2} v=0$ in $U_{c}$ and the Dirichlet condition $v=0$ on $\Gamma_{c}$, so that by the same argument used to derive (3.7), we can show that $v(x)=\tilde{I}_{b}$, where $\tilde{I}_{b}$ is given by (3.8) but with $u$ replaced by $v$. It follows that

$$
\begin{equation*}
I_{b}=u^{\mathrm{i}}(x)+u^{\mathrm{r}}(x)+\int_{\Gamma_{b}}\left[G_{c}^{+}(x, y) \frac{\partial w}{\partial n}(y)-w(y) \frac{\partial G_{c}^{+}(x, y)}{\partial n(y)}\right] d s(y) \tag{3.9}
\end{equation*}
$$

where $w=u^{\mathrm{s}}-u^{\mathrm{r}}$. Further, by Remark 2.4, $u^{\mathrm{r}}$ and thus $w$ satisfies the UPRC. Also, $G_{c}^{+}(x, \cdot)$ is a radiating solution in $U_{\tau}$ for $\tau>\max \left(x_{2}, B\right)$ so that, in view of (3.1) and
the equivalence of (i) and (iii) in Lemma 2.1, the integral in (3.9) vanishes. Thus (3.4) follows.

Take $x \in \mathbf{R}^{2} \backslash \bar{U}_{d}$, and choose $a<\min \left(x_{2}, 0\right), A>\left|x_{1}\right|$, and $\epsilon>0$ sufficiently small. Then (3.5) can be derived similarly by applying Green's second theorem to $G_{d}^{-}(x, \cdot)$ and $u$ in the bounded region $E_{a}^{d}(A) \backslash \overline{B_{\epsilon}(x)}$, letting $\epsilon \rightarrow 0, A \rightarrow \infty$, and finally utilizing the equivalence of (i) and (iii) in Lemma 2.1 and noting Remark 2.1.

The next two lemmas state properties of volume and surface potentials of the type appearing in (3.4) and (3.5). Lemma 3.1(i) was proved as Lemma 3.1 in [7] while Lemma 3.2(i) was proved as Theorem 3.2 in [5]. In both lemmas the assertion (ii) is a consequence of (i) on noting Remark 2.1.

Lemma 3.1. (i) Define the volume potential $v_{+}$with density $\phi_{+} \in L_{\infty}\left(E_{c}^{B}\right)$ by

$$
v_{+}(x)=\int_{E_{c}^{B}} G_{c}^{+}(x, y) \phi_{+}(y) d y, \quad x \in \bar{U}_{c}
$$

and extend the definition of $\phi_{+}$to $U_{c}$ by setting $\phi_{+}(x)=0, x \in U_{B}$. Then $v_{+} \in$ $C^{1}\left(\bar{U}_{c}\right) \cap L_{\infty}\left(E_{c}^{b}\right)$ for $b>c, v_{+}=0$ on $\Gamma_{c}, \Delta v_{+}+k_{+}^{2} v_{+}=-\phi_{+}$in $U_{c}$, and $v_{+}$ satisfies the UPRC.
(ii) Define the volume potential $v_{-}$with density $\phi_{-} \in L_{\infty}\left(E_{0}^{d}\right)$ by

$$
v_{-}(x)=\int_{E_{0}^{d}} G_{d}^{-}(x, y) \phi_{-}(y) d y, \quad x \in \mathbf{R}^{2} \backslash U_{d}
$$

and extend the definition of $\phi_{-}$to $\mathbf{R}^{2} \backslash \bar{U}_{d}$ by setting $\phi_{-}(x)=0, x \in \mathbf{R}^{2} \backslash U$. Then $v_{-} \in C^{1}\left(\mathbf{R}^{2} \backslash U_{d}\right) \cap L_{\infty}\left(E_{a}^{d}\right)$ for $a<d, v_{-}=0$ on $\Gamma_{d}, \Delta v_{-}+k_{-}^{2} v_{-}=-\phi_{-}$in $\mathbf{R}^{2} \backslash \bar{U}_{d}$, and $v_{-}$satisfies the DPRC.

Lemma 3.2. (i) Define the double layer potential $D_{+}$with density $\psi_{+} \in B C\left(\Gamma_{c}\right)$ by

$$
D_{+}(x)=\int_{\Gamma_{c}} \frac{\partial G_{c}^{+}(x, y)}{\partial y_{2}} \psi_{+}(y) d s(y), \quad x \in U_{c}
$$

Then $D_{+} \in C\left(\bar{U}_{c}\right) \cap C^{2}\left(U_{c}\right) \cap L_{\infty}\left(E_{c}^{b}\right)$ for $b>c, D_{+}=\psi_{+}$on $\Gamma_{c}, \Delta D_{+}+k_{+}^{2} D_{+}=0$ in $U_{c}$, and $D_{+}$satisfies the $U P R C$.
(ii) Define the double layer potential $D_{-}$with density $\psi_{-} \in B C\left(\Gamma_{d}\right)$ by

$$
D_{-}(x)=\int_{\Gamma_{d}} \frac{\partial G_{d}^{-}(x, y)}{\partial y_{2}} \psi_{-}(y) d s(y), \quad x \in \mathbf{R}^{2} \backslash \bar{U}_{d}
$$

Then $D_{-} \in C\left(\mathbf{R}^{2} \backslash U_{d}\right) \cap C^{2}\left(\mathbf{R}^{2} \backslash \bar{U}_{d}\right) \cap L_{\infty}\left(E_{a}^{d}\right)$ for $a<d, D_{-}=-\psi_{-}$on $\Gamma_{d}, \Delta D_{-}+$ $k_{-}^{2} D_{-}=0$ in $\mathbf{R}^{2} \backslash \bar{U}_{d}$, and $D_{-}$satisfies the DPRC.

As in Theorem 3.1, choose $c$ and $d$ so that $0 \leq c<d \leq B$ and let $\lambda=\left(k_{+} c+\right.$ $\left.k_{-} d\right) /\left(k_{-}+k_{+}\right)$so that $k_{-}(d-\lambda)=k_{+}(\lambda-c)$. Suppose that $u$ satisfies Problem (P) and let $\psi_{1}=\left.u\right|_{\bar{E}_{\lambda}^{B}}, \psi_{2}=\left.u\right|_{\bar{E}_{0}^{\lambda}}$, and $k^{ \pm}=k^{2}-k_{ \pm}^{2}$. Then, by Theorem 3.1, $\psi_{1} \in B C\left(\bar{E}_{\lambda}^{B}\right)$ and $\psi_{2} \in B C\left(\bar{E}_{0}^{\lambda}\right)$ satisfy the pair of second-kind integral equations

$$
\psi_{1}(x)=u^{i}(x)+u^{r}(x)+\int_{E_{\lambda}^{B}} \psi_{1}(y) k^{+}(y) G_{c}^{+}(x, y) d y+\int_{E_{c}^{\lambda}} \psi_{2}(y) k^{+}(y) G_{c}^{+}(x, y) d y
$$

$$
\begin{align*}
& +\int_{\Gamma_{c}} \psi_{2}(y) \frac{\partial G_{c}^{+}(x, y)}{\partial y_{2}} d s(y), \quad x \in \bar{E}_{\lambda}^{B}  \tag{3.10}\\
\psi_{2}(x)= & \int_{E_{0}^{\lambda}} \psi_{2}(y) k^{-}(y) G_{d}^{-}(x, y) d y+\int_{E_{\lambda}^{d}} \psi_{1}(y) k^{-}(y) G_{d}^{-}(x, y) d y \\
& -\int_{\Gamma_{d}} \psi_{1}(y) \frac{\partial G_{d}^{-}(x, y)}{\partial y_{2}} d s(y), \quad x \in \bar{E}_{0}^{\lambda} \tag{3.11}
\end{align*}
$$

Conversely, suppose now that $\psi_{1} \in B C\left(\bar{E}_{\lambda}^{B}\right)$ and $\psi_{2} \in B C\left(\bar{E}_{0}^{\lambda}\right)$ satisfy the integral equations (3.10) and (3.11) and define $u$ as follows:

$$
\begin{align*}
u(x)= & u^{\mathrm{i}}(x)+u^{\mathrm{r}}(x)+\int_{E_{\lambda}^{B}} \psi_{1}(y) k^{+}(y) G_{c}^{+}(x, y) d y+\int_{E_{c}^{\lambda}} \psi_{2}(y) k^{+}(y) G_{c}^{+}(x, y) d y \\
& +\int_{\Gamma_{c}} \psi_{2}(y) \frac{\partial G_{c}^{+}(x, y)}{\partial y_{2}} d s(y), \quad x \in U_{c},  \tag{3.12}\\
u(x)= & \lim _{y \rightarrow x, y \in U_{c}} u(y), \quad x \in \Gamma_{c},  \tag{3.13}\\
u(x)= & \int_{E_{0}^{\lambda}} \psi_{2}(y) k^{-}(y) G_{d}^{-}(x, y) d y+\int_{E_{\lambda}^{d}} \psi_{1}(y) k^{-}(y) G_{d}^{-}(x, y) d y \\
& -\int_{\Gamma_{d}} \psi_{1}(y) \frac{\partial G_{d}^{-}(x, y)}{\partial y_{2}} d s(y), \quad x \in \mathbf{R}^{2} \backslash \bar{U}_{c} . \tag{3.14}
\end{align*}
$$

Then it follows, provided $d-c$ is small enough, that $u$ is a solution of Problem (P). To see this define $v$ by

$$
\begin{align*}
v(x)= & \int_{E_{0}^{\lambda}} \psi_{2}(y) k^{-}(y) G_{d}^{-}(x, y) d y+\int_{E_{\lambda}^{d}} \psi_{1}(y) k^{-}(y) G_{d}^{-}(x, y) d y \\
& -\int_{\Gamma_{d}} \psi_{1}(y) \frac{\partial G_{d}^{-}(x, y)}{\partial y_{2}} d s(y), \quad x \in \mathbf{R}^{2} \backslash \bar{U}_{d}  \tag{3.15}\\
v(x)= & \lim _{y \rightarrow x, y \in \mathbf{R}^{2} \backslash \bar{U}_{d}} v(y), \quad x \in \Gamma_{d} . \tag{3.16}
\end{align*}
$$

Then, comparing (3.10) and (3.12), $\psi_{1}=\left.u\right|_{\bar{E}_{\lambda}^{B}}$, and comparing (3.11) and (3.15), $\psi_{2}=\left.v\right|_{\bar{E}_{0}^{\lambda}}$. Also, by Lemmas 3.1 and 3.2 applied to (3.12) and (3.15), $\psi_{2}=u$ on $\Gamma_{c}$ and $\psi_{1}=v$ on $\Gamma_{d}$. Thus $u=v$ on $\Gamma_{c}$ and $\Gamma_{d}$. Define $w=u-v$. Then it is clear from Lemmas 3.1 and 3.2 again, together with the above results, that (i) $w$ is bounded in $E_{c}^{d}$ and $w \in C\left(\bar{E}_{c}^{d}\right) \cap C^{1}\left(E_{c}^{d}\right)$; (ii) $\Delta w+\hat{k}^{2} w=0$ in $E_{c}^{d}$, where $\hat{k}(x)=k_{-}, x \in E_{\lambda}^{d}$, $=k_{+}$, $x \in E_{c}^{\lambda}$; (iii) $w=0$ on $\Gamma_{c}$ and $\Gamma_{d}$. Now, consider the following eigenvalue problem: find $z \in C^{1}[c, d] \cap H^{2}(c, d), \Lambda \in \mathbf{R}$, such that $-z^{\prime \prime}-q z=\Lambda z$ in $(c, d)$ and $z(c)=z(d)=0$, where $q\left(x_{2}\right)=k_{-}, \lambda<x_{2}<d,=k_{+}, c<x_{2}<\lambda$. Provided this problem has only positive eigenvalues $\Lambda>0$, and this is the case if $(d-\lambda) k_{-}=(\lambda-c) k_{+}<\pi / 2$, i.e., provided $2 k_{+} k_{-}(d-c)<\pi\left(k_{+}+k_{-}\right)$, then an elementary separation of variables argument establishes that $w \equiv 0$ in $E_{c}^{d}$ and hence $u \equiv v$ in $E_{c}^{d}$. It is now easy to see, by
further applications of Lemmas 3.1 and 3.2, that $u$, defined by (3.12)-(3.14), satisfies Problem (P). Thus we have the following equivalence theorem between Problem (P) and the integral equation problem (3.10) and (3.11).

Theorem 3.2. If $u \in C\left(\mathbf{R}^{2}\right)$ is a solution of Problem $(\mathrm{P})$, then $\psi_{1}:=\left.u\right|_{\bar{E}_{\lambda}^{B}}$ and $\psi_{2}:=\left.u\right|_{\bar{E}_{0}^{\lambda}}$ satisfy the integral equations (3.10) and (3.11). Conversely, suppose that $\psi_{1} \in B C\left(\bar{E}_{\lambda}^{B}\right)$ and $\psi_{2} \in B C\left(\bar{E}_{0}^{\lambda}\right)$ satisfy the integral equations (3.10) and (3.11) and define $u$ by (3.12)-(3.14). Then, provided $(d-\lambda) k_{-}=(\lambda-c) k_{+}$and $2 k_{+} k_{-}(d-c)<$ $\pi\left(k_{+}+k_{-}\right)$, $u$ satisfies Problem (P).

Remark 3.2. Let $(d-\lambda) k_{-}=(\lambda-c) k_{+}$and $2 k_{+} k_{-}(d-c)<\pi\left(k_{+}+k_{-}\right)$. Then from Theorem 3.2 it follows that in order to prove the existence of a solution to Problem (P), it is enough to show that the pair of integral equations (3.10) and (3.11) has a solution. This will be done in section 6 .
4. A basic inequality. In this section a basic inequality satisfied by solutions of (2.3) is established, which is a key step in the proof of the uniqueness theorem.

Suppose that $u \in C\left(\mathbf{R}^{2}\right)$ satisfies (2.3). Then, by Remark 2.3, $u \in C^{1}\left(\mathbf{R}^{2}\right) \cap$ $H_{\text {loc }}^{2}\left(\mathbf{R}^{2}\right)$. Let $\eta<c<d<\rho$ with $\eta, \rho$ being as defined in assumptions (A3) or (A5) and define, for $t \in \mathbf{R}$ and $A>0$,

$$
\begin{align*}
J_{A}(t)= & \Im \int_{\Gamma_{t}(A)} \bar{u} \partial_{2} u d s, \quad L_{A}(t)=\Re \int_{\Gamma_{t}(A)} \bar{u} \partial_{2} u d s  \tag{4.1}\\
I_{A}^{ \pm}(t)= & \int_{\Gamma_{t}(A)}\left\{\left|\partial_{2} u\right|^{2}-\left|\partial_{1} u\right|^{2}+k_{ \pm}^{2}|u|^{2}\right\} d s  \tag{4.2}\\
K_{A}= & \int_{E_{\eta}^{B}(A)}|u|^{2}\left|k^{2}-k_{+}^{2}\right| d x+\int_{E_{0}^{\rho}(A)}|u|^{2}\left|k^{2}-k_{-}^{2}\right| d x  \tag{4.3}\\
& +\int_{\Gamma_{c}(A)}|u|^{2} d s+\int_{\Gamma_{d}(A)}|u|^{2} d s \tag{4.4}
\end{align*}
$$

Let $a<0<B<b$, and for $t \in \mathbf{R}$, let $\gamma(t)=\left\{\left(t, x_{2}\right) \mid a \leq x_{2} \leq b\right\}$.
Theorem 4.1. Assume that (A3) holds or that both (A4) and (A5) hold. Then, for some nonnegative constants $C_{j}, j=1,2,3$, there holds

$$
\begin{align*}
K_{A} \leq & C_{1}\left[(b-\beta) I_{A}^{+}(b)-(a-\beta) I_{A}^{-}(a)\right]+C_{1}\left[L_{A}(b)-L_{A}(a)\right] \\
& +C_{2}\left[J_{A}(a)-J_{A}(b)\right]+C_{3} R_{1}(A)+C_{1} R_{2}(A), \tag{4.5}
\end{align*}
$$

for all $A>0$, where

$$
R_{1}(A)=\left[\int_{\gamma(A)}+\int_{\gamma(-A)}\right]\left|\bar{u} \partial_{1} u\right| d s
$$

and

$$
R_{2}(A)=\Re\left[\int_{\gamma(A)}-\int_{\gamma(-A)}\right]\left[2\left(x_{2}-\beta\right) \partial_{2} \bar{u} \partial_{1} u+\bar{u} \partial_{1} u\right] d s
$$

Proof. First we will deduce the inequality (4.5) in the case that (A3) holds.

Apply Green's first theorem to $u$ and $\bar{u}$ in $E_{a}^{b}(A)$ and take the imaginary part of the result thus obtained to get that since $\Im\left(k^{2}(x)\right)=0$ for $x_{2}>B$ and $x_{2}<0$,

$$
\begin{equation*}
\int_{E_{B}(A)} \Im\left(k^{2}\right)|u|^{2} d x+J_{A}(b)-J_{A}(a) \leq R_{1}(A) \tag{4.6}
\end{equation*}
$$

Let $\theta \in C^{2}(\mathbf{R})$ be such that $0 \leq \theta(t) \leq 1$ for $t \in \mathbf{R}, \theta(t)=1$ for $c \leq t \leq d$, and $\theta(t)=0$ for $t \geq \rho$ and $t \leq \eta$. Then, by applying Green's first theorem to $u$ and $\theta\left(x_{2}\right) \bar{u}$ in $E_{B}(A)$ and taking the real part of the result thus obtained, we obtain on integrating by parts that

$$
\int_{E_{B}(A)} \theta\left(x_{2}\right)|\nabla u|^{2} d x \leq \int_{E_{B}(A)}\left[\Re\left(k^{2}\right) \theta\left(x_{2}\right)+\frac{1}{2} \theta^{\prime \prime}\left(x_{2}\right)\right]|u|^{2} d x+R_{1}(A),
$$

which together with the definition of $\theta$ implies that

$$
\begin{equation*}
\int_{E_{c}^{d}(A)}|\nabla u|^{2} d x \leq\left(\|k\|_{\infty}^{2}+C\right) \int_{E_{\eta}^{\rho}(A)}|u|^{2} d x+R_{1}(A) \tag{4.7}
\end{equation*}
$$

for some constant $C>0$ depending only on the choice of $\theta$.
Now, for any $r, t \in \mathbf{R}$,

$$
\begin{equation*}
u\left(\left(x_{1}, r\right)\right)-u\left(\left(x_{1}, t\right)\right)=\int_{t}^{r} \partial_{2} u(x) d x_{2}, \quad x_{1} \in \mathbf{R} \tag{4.8}
\end{equation*}
$$

so that using the Cauchy-Schwarz inequality,

$$
\begin{equation*}
\left|u\left(\left(x_{1}, t\right)\right)\right|^{2} \leq 2\left|u\left(\left(x_{1}, r\right)\right)\right|^{2}+2(r-t) \int_{t}^{r}\left|\partial_{2} u(x)\right|^{2} d x_{2}, \quad x_{1} \in \mathbf{R} . \tag{4.9}
\end{equation*}
$$

From (4.9) it follows that, for $R<T, r, t \in[R, T]$,

$$
\begin{equation*}
\int_{\Gamma_{t}(A)}|u|^{2} d s \leq 2 \int_{\Gamma_{r}(A)}|u|^{2} d s+2(T-R) \int_{E_{R}^{T}(A)}\left|\partial_{2} u\right|^{2} d x \tag{4.10}
\end{equation*}
$$

and hence that

$$
\begin{equation*}
(T-R) \int_{\Gamma_{t}(A)}|u|^{2} d s \leq 2 \int_{E_{R}^{T}(A)}|u|^{2} d x+2(T-R)^{2} \int_{E_{R}^{T}(A)}\left|\partial_{2} u\right|^{2} d x \tag{4.11}
\end{equation*}
$$

Thus, assuming that (A3) holds, the required inequality (4.5), with $C_{1}=0$, follows from (4.6), (4.7), and (4.11) with $R=c, T=d, t=c, d$.

Suppose now that (A4) and (A5) hold. Multiplying (2.3) by $2\left(x_{2}-\beta\right) \partial_{2} \bar{u}+\bar{u}$, integrating over $E_{a}^{b}(A)$, and taking the real part, we obtain on noting that $\Im\left(k^{2}(x)\right)=$ 0 for $x_{2}>B$ and $x_{2}<0$,
$2 \int_{E_{a}^{b}(A)}\left|\partial_{2} u\right|^{2} d x=\Re \int_{E_{a}^{b}(A)}\left\{2 \nabla \cdot\left[\left(x_{2}-\beta\right) \partial_{2} \bar{u} \nabla u\right]-\partial_{2}\left[\left(x_{2}-\beta\right)|\nabla u|^{2}\right]+\nabla \cdot(\bar{u} \nabla u)\right\} d x$

$$
\begin{aligned}
& +\int_{E_{a}^{b}(A)} \Re\left(k^{2}\right) \partial_{2}\left[\left(x_{2}-\beta\right)|u|^{2}\right] d x+2 \int_{E_{B}(A)}\left(x_{2}-\beta\right) \Im\left(k^{2}\right) \Im\left\{\bar{u} \partial_{2} u\right\} d x \\
= & (b-\beta) \int_{\Gamma_{b}(A)}\left(\left|\partial_{2} u\right|^{2}-\left|\partial_{1} u\right|^{2}\right) d s-(a-\beta) \int_{\Gamma_{a}(A)}\left(\left|\partial_{2} u\right|^{2}-\left|\partial_{1} u\right|^{2}\right) d s \\
& +L_{A}(b)-L_{A}(a)+R_{2}(A)+\int_{E_{a}^{b}(A)} \Re\left(k^{2}\right) \partial_{2}\left[\left(x_{2}-\beta\right)|u|^{2}\right] d x \\
& +2 \int_{E_{B}(A)}\left(x_{2}-\beta\right) \Im\left(k^{2}\right) \Im\left\{\bar{u} \partial_{2} u\right\} d x .
\end{aligned}
$$

Now, if $\Re\left(k^{2}\right) \in C^{1}\left(\mathbf{R}^{2}\right)$, then from (A4) we have that $\left(x_{2}-\beta\right) \partial_{2}\left(\Re\left(k^{2}\right)\right) \geq 0$, and integrating by parts, we obtain that

$$
\begin{align*}
\int_{E_{a}^{b}(A)} \Re\left(k^{2}\right) \partial_{2}\left[\left(x_{2}-\beta\right)|u|^{2}\right] d x & \leq(b-\beta) k_{+}^{2} \int_{\Gamma_{b}(A)}|u|^{2} d s-(a-\beta) k_{-}^{2} \int_{\Gamma_{a}(A)}|u|^{2} d s \\
& =\int_{E_{a}^{b}(A)} \tilde{k}^{2} \partial_{2}\left[\left(x_{2}-\beta\right)|u|^{2}\right] d x . \tag{4.13}
\end{align*}
$$

Thus

$$
\begin{equation*}
G_{A} \equiv \int_{E_{a}^{b}(A)}\left[\tilde{k}^{2}-\Re\left(k^{2}\right)\right] \partial_{2}\left[\left(x_{2}-\beta\right)|u|^{2}\right] d x \geq 0 . \tag{4.14}
\end{equation*}
$$

In the general case where $k \in L_{\infty}\left(\mathbf{R}^{2}\right)$, let $\phi(x)=\Re\left(k^{2}(x)\right), \psi(x)=\left(x_{2}-\beta\right)|u(x)|^{2}$, and for $h \in \mathbf{R}$, let $\phi_{h}(x)=\phi\left(x+h e_{2}\right), \psi_{h}(x)=\psi\left(x+h e_{2}\right)$. Then, since $\phi\left(\psi_{h}-\psi\right)+$ $\phi_{h}\left(\psi_{h}-\psi\right)=2\left(\phi_{h} \psi_{h}-\phi \psi\right)-\left(\phi_{h}-\phi\right)\left(\psi+\psi_{h}\right)$, we have that for sufficiently small $h>0$,

$$
\begin{align*}
& \int_{E_{a}^{b}(A)} \phi\left(\psi_{h}-\psi\right) d x+\int_{E_{a+h}^{b+h}(A)} \phi\left(\psi-\psi_{-h}\right) d x \\
& =2 \int_{E_{b}^{b+h}(A)} \phi \psi d x-2 \int_{E_{a}^{a+h}(A)} \phi \psi d x-\int_{E_{a}^{b}(A)}\left(\phi_{h}-\phi\right)\left(\psi+\psi_{h}\right) d x . \tag{4.15}
\end{align*}
$$

By using (A4) the last term on the right-hand side of (4.15) can be estimated as follows. First, in the cases where $\beta \leq a$ and $\beta \geq b+h$, it is easy to see that

$$
I \equiv-\int_{E_{a}^{b}(A)}\left(\phi_{h}-\phi\right)\left(\psi+\psi_{h}\right) d x \leq 0,
$$

while if $a<\beta<b+h$, then

$$
I \leq 2\|k\|_{\infty}^{2} \int_{E_{\beta-h}^{\beta}(A)}\left|\psi+\psi_{h}\right| d x \equiv I_{h} .
$$

Therefore, $I \leq I_{h}$ in any case, and thus it follows from (4.15) that

$$
\begin{align*}
& \int_{E_{a}^{b}(A)} \phi\left(\psi_{h}-\psi\right) d x+\int_{E_{a+h}^{b+h}(A)} \phi\left(\psi-\psi_{-h}\right) d x \\
& \leq 2 k_{+}^{2} \int_{E_{b}^{b+h}(A)} \psi d x-2 k_{-}^{2} \int_{E_{a}^{a+h}(A)} \psi d x+I_{h} \tag{4.16}
\end{align*}
$$

on using (A2). Since $\psi \in C^{1}\left(\mathbf{R}^{2}\right)$ and $\psi=0$ on $\Gamma_{\beta}$, dividing (4.16) by $2 h$ and taking the limit $h \rightarrow 0$ we obtain that (4.13) and (4.14) hold in the general case.

It follows from (4.12) that

$$
\begin{align*}
2 \int_{E_{a}^{b}(A)}\left|\partial_{2} u\right|^{2} d x+G_{A}= & (b-\beta) I_{A}^{+}(b)-(a-\beta) I_{A}^{-}(a)+L_{A}(b)-L_{A}(a)+R_{2}(A) \\
& +2 \int_{E_{B}(A)}\left(x_{2}-\beta\right) \Im\left(k^{2}\right) \Im\left\{\bar{u} \partial_{2} u\right\} d x . \tag{4.17}
\end{align*}
$$

Since $0 \leq \Im\left(k^{2}\right) \leq\|k\|_{\infty}^{2}$, the Cauchy-Schwarz inequality yields that

$$
\begin{equation*}
2 \int_{E_{B}(A)}\left(x_{2}-\beta\right) \Im\left(k^{2}\right) \Im\left\{\bar{u} \partial_{2} u\right\} d x \leq \int_{E_{B}(A)}\left|\partial_{2} u\right|^{2} d x+(B+|\beta|)^{2}\|k\|_{\infty}^{2} \int_{E_{B}(A)} \Im\left(k^{2}\right)|u|^{2} d x \tag{4.18}
\end{equation*}
$$

Thus, it follows from (4.17), (4.18), and (4.6) that

$$
\int_{E_{a}^{b}(A)}\left|\partial_{2} u\right|^{2} d x+G_{A} \leq(b-\beta) I_{A}^{+}(b)-(a-\beta) I_{A}^{-}(a)+L_{A}(b)-L_{A}(a)+R_{2}(A)
$$

$$
\begin{equation*}
+(B+|\beta|)^{2}\|k\|_{\infty}^{2}\left[J_{A}(a)-J_{A}(b)+R_{1}(A)\right] \equiv F_{A} \tag{4.19}
\end{equation*}
$$

Now, from (4.19) and the fact that $G_{A} \geq 0$, it is seen that

$$
\begin{equation*}
\int_{E_{a}^{b}(A)}\left|\partial_{2} u\right|^{2} d x \leq F_{A} \tag{4.20}
\end{equation*}
$$

On the other hand, since $2\left|\left(x_{2}-\beta\right) \Re\left(\bar{u} \partial_{2} u\right)\right| \leq|u|^{2} / 2+2(b+|\beta|)^{2}\left|\partial_{2} u\right|^{2}$ in $E_{a}^{b}$, we have

$$
\partial_{2}\left[\left(x_{2}-\beta\right)|u|^{2}\right]=|u|^{2}+2\left(x_{2}-\beta\right) \Re\left(\bar{u} \partial_{2} u\right) \geq|u|^{2} / 2-2(b+|\beta|)^{2}\left|\partial_{2} u\right|^{2}
$$

for $x \in E_{a}^{b}$, so that on noting that $\tilde{k}^{2} \geq \Re\left(k^{2}\right)$ by (A4),

$$
G_{A} \geq \frac{1}{2} \int_{E_{a}^{b}(A)}\left[\tilde{k}^{2}-\Re\left(k^{2}\right)\right]|u|^{2} d x-4(b+|\beta|)^{2}\|k\|_{\infty}^{2} \int_{E_{a}^{b}(A)}\left|\partial_{2} u\right|^{2} d x .
$$

This, together with (4.19) and (4.20), implies that

$$
\begin{equation*}
\int_{E_{a}^{b}(A)}\left[\tilde{k}^{2}-\Re\left(k^{2}\right)\right]|u|^{2} d x \leq 2\left[1+4(b+|\beta|)^{2}\|k\|_{\infty}^{2}\right] F_{A} \tag{4.21}
\end{equation*}
$$

We now make use of (4.20) and (4.21) to derive the required inequality (4.5). First, using (4.9) and the fact that $\Re\left(k^{2}\right) \leq \tilde{k}^{2}$ by (A4), we obtain (cf. (4.11)) that

$$
\begin{align*}
& \int_{E_{c}^{d}(A)}\left[\tilde{k}^{2}-\Re\left(k^{2}\right)\right]\left|u\left(\left(x_{1}, c\right)\right)\right|^{2} d x \\
& \quad \leq 2 \int_{E_{c}^{d}(A)}\left[\tilde{k}^{2}-\Re\left(k^{2}\right)\right]|u|^{2} d x+4(d-c)^{2}\|k\|_{\infty}^{2} \int_{E_{c}^{d}(A)}\left|\partial_{2} u\right|^{2} d x . \tag{4.22}
\end{align*}
$$

Using (A4) and (A5) yields that

$$
\begin{equation*}
(d-c) \lambda_{3} \int_{\Gamma_{c}(A)}|u|^{2} d s \leq 2 \int_{E_{a}^{b}(A)}\left[\tilde{k}^{2}-\Re\left(k^{2}\right)\right]|u|^{2} d x+4 B^{2}\|k\|_{\infty}^{2} \int_{E_{a}^{b}(A)}\left|\partial_{2} u\right|^{2} d x \tag{4.23}
\end{equation*}
$$

From (4.10) with $R=a, T=b, r=c$, we obtain that

$$
\begin{equation*}
\int_{E_{a}^{b}(A)}|u|^{2} d x \leq 2(b-a) \int_{\Gamma_{c}(A)}|u|^{2} d s+2(b-a)^{2} \int_{E_{a}^{b}(A)}\left|\partial_{2} u\right|^{2} d x \tag{4.24}
\end{equation*}
$$

Thus, utilizing (4.20) and (4.21) together with (4.23), (4.24), and (4.11), with $R=a$, $T=b, t=d$, it follows that $K_{A}$ is bounded by a multiple of $F_{A}$. Thus the required result (4.5) holds with $C_{2}=C_{3}$.
5. Uniqueness of solution. In this section we establish the following uniqueness theorem for Problem (P).

THEOREM 5.1. If (A3) holds or both (A4) and (A5) hold, then Problem (P) has at most one solution.

We prove this theorem by showing that the homogeneous version of Problem (P) has only the trivial solution. Since guided waves are solutions of the homogeneous problem (see Definition A. 1 and Theorem A. 1 in the appendix), we have immediately the following corollary.

Corollary 5.1. If (A3) holds or both (A4) and (A5) hold, then there are no guided wave solutions to the homogeneous problem.

In the proof of Theorem 5.1 we utilize the following two lemmas, the first of which is a special case of Lemma A in [8].

Lemma 5.1. Suppose that $F \in L_{\infty}(\mathbf{R})$ and that, for some nonnegative constants $C, \epsilon$, and $A_{0}$,
$\int_{-A}^{A}|F(t)|^{2} d t \leq C \int_{\mathbf{R} \backslash[-A, A]} G_{A}^{2}(t) d t+C \int_{-A}^{A}\left(G_{\infty}(t)-G_{A}(t)\right) G_{\infty}(t) d t+\epsilon, \quad A>A_{0}$,
where, for $A_{0}<A \leq+\infty$,

$$
G_{A}(s)=\int_{-A}^{A}(1+|s-t|)^{-3 / 2}|F(t)| d t, \quad s \in \mathbf{R}
$$

Then $F \in L_{2}(\mathbf{R})$ and

$$
\int_{-\infty}^{+\infty}|F(t)|^{2} d t \leq \epsilon
$$

Lemma 5.2. If $\phi_{+} \in L_{2}\left(\Gamma_{H}\right) \cap L_{\infty}\left(\Gamma_{H}\right), \phi_{-} \in L_{2}\left(\Gamma_{h}\right) \cap L_{\infty}\left(\Gamma_{h}\right)$, and $v_{ \pm}$are defined by (2.4) and (2.5), respectively, then the restrictions of $v_{+}, \partial_{1} v_{+}$, and $\partial_{2} v_{+}$to $\Gamma_{b}$ are in $L_{2}\left(\Gamma_{b}\right) \cap B C\left(\Gamma_{b}\right)$ for $b>H$; the restrictions of $v_{-}, \partial_{1} v_{-}$, and $\partial_{2} v_{-}$to $\Gamma_{a}$ are in $L_{2}\left(\Gamma_{a}\right) \cap B C\left(\Gamma_{a}\right)$ for $a<h$; and

$$
\begin{align*}
& \Im \int_{\Gamma_{b}} \bar{v}_{+} \partial_{2} v_{+} d s \geq 0, \quad \Re \int_{\Gamma_{b}} \bar{v}_{+} \partial_{2} v_{+} d s \leq 0  \tag{5.1}\\
& \int_{\Gamma_{b}}\left[\left|\partial_{2} v_{+}\right|^{2}-\left|\partial_{1} v_{+}\right|^{2}+k_{+}^{2}\left|v_{+}\right|^{2}\right] d s \leq 2 k_{+} \Im \int_{\Gamma_{b}} \bar{v}_{+} \partial_{2} v_{+} d s \tag{5.2}
\end{align*}
$$

and

$$
\begin{align*}
& \Im \int_{\Gamma_{a}} \bar{v}_{-} \partial_{2} v_{-} d s \leq 0, \quad \Re \int_{\Gamma_{a}} \bar{v}_{-} \partial_{2} v_{-} d s \geq 0  \tag{5.3}\\
& \int_{\Gamma_{a}}\left[\left|\partial_{2} v_{-}\right|^{2}-\left|\partial_{1} v_{-}\right|^{2}+k_{-}^{2}\left|v_{-}\right|^{2}\right] d s \leq-2 k_{-} \Im \int_{\Gamma_{a}} \bar{v}_{-} \partial_{2} v_{-} d s \tag{5.4}
\end{align*}
$$

The statements in this lemma concerning $v_{+}$were proved as in Lemma 6.1 in [7]. The statements regarding $v_{-}$follow from Remark 2.1.

Proof of Theorem 5.1. As in section 4, let $\eta<c<d<\rho$ and $a<0, b>B$. Also for convenience choose $a$ and $b$ so that $b-\beta=\beta-a \equiv \omega>0$.

Suppose that $u_{1}$ and $u_{2}$ are solutions of Problem (P). Then, by Remark 2.3, $u=u_{1}-u_{2} \in C^{1}\left(\mathbf{R}^{2}\right)$ and satisfies (2.3), the bound (2.8), the UPRC, and the DPRC. Also, by Theorem 3.1,

$$
\begin{array}{ll}
u(x)=\int_{E_{c}^{B}} u(y) k^{+}(y) G_{c}^{+}(x, y) d y+\int_{\Gamma_{c}} u(y) \frac{\partial G_{c}^{+}(x, y)}{\partial y_{2}} d s(y), & x \in U_{c}  \tag{5.5}\\
u(x)=\int_{E_{0}^{d}} u(y) k^{-}(y) G_{d}^{-}(x, y) d y-\int_{\Gamma_{d}} u(y) \frac{\partial G_{d}^{-}(x, y)}{\partial y_{2}} d s(y), \quad x \in \mathbf{R}^{2} \backslash \bar{U}_{d}
\end{array}
$$

and by Theorem 4.1, for some constants $C_{j} \geq 0, j=1,2,3$,

$$
\begin{align*}
K_{A} \leq & C_{1}\left[\omega I_{A}^{+}(b)+\omega I_{A}^{-}(a)+L_{A}(b)-L_{A}(a)+R_{2}(A)\right] \\
& +C_{2}\left[J_{A}(a)-J_{A}(b)\right]+C_{3} R_{1}(A), \tag{5.7}
\end{align*}
$$

where $J_{A}, I_{A}^{ \pm}, L_{A}$, and $K_{A}$ are given by (4.1) and (4.2). Clearly, for $j=1,2$,

$$
\begin{equation*}
R_{j}(A)=O(1) \text { as } A \rightarrow \infty \tag{5.8}
\end{equation*}
$$

and by (4.6),

$$
\begin{equation*}
J_{A}(b)-J_{A}(a) \leq R_{1}(A) \tag{5.9}
\end{equation*}
$$

Now to make use of Lemma 5.1 and the bound (5.7), we define

$$
\begin{align*}
& v(x)=\int_{E_{c}^{B}(A)} u(y) k^{+}(y) G_{c}^{+}(x, y) d y+\int_{\Gamma_{c}(A)} u(y) \frac{\partial G_{c}^{+}(x, y)}{\partial y_{2}} d s(y), \quad x \in U_{c}  \tag{5.10}\\
& v(x)=\int_{E_{0}^{d}(A)} u(y) k^{-}(y) G_{d}^{-}(x, y) d y-\int_{\Gamma_{d}(A)} u(y) \frac{\partial G_{d}^{-}(x, y)}{\partial y_{2}} d s(y), \quad x \in \mathbf{R}^{2} \backslash \bar{U}_{c} . \tag{5.11}
\end{align*}
$$

Then, by (3.1)-(3.2), v| $\left.\right|_{\Gamma_{B}} \in L_{2}\left(\Gamma_{B}\right) \cap B C\left(\Gamma_{B}\right)$ and $\left.v\right|_{\Gamma_{0}} \in L_{2}\left(\Gamma_{0}\right) \cap B C\left(\Gamma_{0}\right)$. Moreover, by Lemmas 3.1 and 3.2 and the equivalence of Lemmas 2.1(i)-(ii) and 2.2, $v$ satisfies (2.4), with $h=B$ and $\phi_{+}=\left.v\right|_{\Gamma_{B}}$, and satisfies (2.5) with $h=0$ and $\phi_{-}=\left.v\right|_{\Gamma_{0}}$. For $t \in \mathbf{R}$ set,

$$
\begin{array}{cl}
J_{A}^{\prime}(t)=\Im \int_{\Gamma_{t}(A)} \bar{v} \partial_{2} v d s, & J_{A}^{\prime \prime}(t)=\Im \int_{\Gamma_{t}} \bar{v} \partial_{2} v d s \\
I_{A}^{ \pm \prime}(t)=\int_{\Gamma_{t}(A)}\left\{\left|\partial_{2} v\right|^{2}-\left|\partial_{1} v\right|^{2}+k_{ \pm}^{2}|v|^{2}\right\} d s, & I_{A}^{ \pm \prime \prime}=\int_{\Gamma_{t}}\left\{\left|\partial_{2} v\right|^{2}-\left|\partial_{1} v\right|^{2}+k_{ \pm}^{2}|v|^{2}\right\} d s \\
L_{A}^{\prime}(t)=\Re \int_{\Gamma_{t}(A)} \bar{v} \partial_{2} v d s, & L_{A}^{\prime \prime}(t)=\Re \int_{\Gamma_{t}} \bar{v} \partial_{2} v d s
\end{array}
$$

Then, by Lemma 5.2,

$$
\begin{array}{ll}
J_{A}^{\prime \prime}(b) \geq 0, & L_{A}^{\prime \prime}(b) \leq 0, \\
J_{A}^{\prime \prime}(a) \leq 0, & L_{A}^{\prime \prime \prime}(b) \geq 0, \\
L_{A}^{\prime \prime}\left(a J_{A}^{\prime \prime}(b)\right. \\
I_{A}^{-\prime \prime}(a) \leq-2 k_{-} J_{A}^{\prime \prime}(a)
\end{array}
$$

Hence, by the preceding and (5.7),

$$
\begin{aligned}
K_{A} \leq C_{1}\{\omega & {\left.\left[I_{A}^{+}(b)-I_{A}^{+^{\prime \prime}}(b)\right]+\omega\left[I_{A}^{-}(a)-I_{A}^{-^{\prime \prime}}(a)\right]+\left[L_{A}(b)-L_{A}^{\prime \prime}(b)\right]+\left[L_{A}^{\prime \prime}(a)-L_{A}(a)\right]\right\} } \\
& +\left[C_{2}+2 C_{1} \omega\left(k_{+}+k_{-}\right)\right]\left\{\left[J_{A}^{\prime \prime}(b)-J_{A}(b)\right]+\left[J_{A}(a)-J_{A}^{\prime \prime}(a)\right]\right\} \\
& +\left[C_{3}+2 C_{1} \omega\left(k_{+}+k_{-}\right)\right] R_{1}(A)+C_{1} R_{2}(A)
\end{aligned}
$$

Now note that

$$
K_{A}=\int_{-A}^{A}\left|w\left(x_{1}\right)\right|^{2} d x_{1}
$$

where

$$
\begin{aligned}
w\left(x_{1}\right)= & \left\{\int_{\eta}^{B}|u(x)|^{2}\left|k^{2}(x)-k_{+}^{2}\right| d x_{2}+\int_{0}^{\rho}|u(x)|^{2}\left|k^{2}(x)-k_{-}^{2}\right| d x_{2}\right. \\
& \left.+\left|u\left(x_{1}, c\right)\right|^{2}+\left|u\left(x_{1}, d\right)\right|^{2}\right\}^{1 / 2}, \quad x_{1} \in \mathbf{R}
\end{aligned}
$$

and note that by (3.3) and the Cauchy-Schwarz inequality, for $x \in \Gamma_{a}, \Gamma_{b}$,

$$
\begin{array}{rlrl} 
& |v(x)|, & |\nabla v(x)| & \leq C W_{A}\left(x_{1}\right), \\
|u(x)-v(x)|, & |\nabla u(x)-\nabla v(x)| & \leq C\left(W_{\infty}\left(x_{1}\right)-W_{A}\left(x_{1}\right)\right),
\end{array}
$$

where $C$ is a constant independent of $A$ and, for $0 \leq A \leq+\infty$,

$$
W_{A}\left(x_{1}\right)=\int_{-A}^{A}\left(1+\left|x_{1}-y_{1}\right|\right)^{-3 / 2} w\left(y_{1}\right) d y_{1}, \quad x_{1} \in \mathbf{R}
$$

It follows that

$$
\begin{aligned}
\left|I_{A}^{ \pm \prime}(t)-I_{A}^{ \pm \prime \prime}(t)\right|, \quad\left|J_{A}^{\prime}(t)-J_{A}^{\prime \prime}(t)\right|, \quad\left|L_{A}^{\prime}(t)-L_{A}^{\prime \prime}(t)\right| \\
\leq C \int_{\mathbf{R} \backslash[-A, A]}\left(W_{A}\left(x_{1}\right)\right)^{2} d x_{1}, \quad(t=a, b)
\end{aligned}
$$

where $C$ is a constant independent of $A$, and that

$$
\begin{aligned}
& \left|I_{A}^{ \pm}(t)-I_{A}^{ \pm \prime}(t)\right|, \quad\left|J_{A}(t)-J_{A}^{\prime}(t)\right|, \quad\left|L_{A}(t)-L_{A}^{\prime}(t)\right| \\
& \quad \leq C \int_{-A}^{A}\left(W_{\infty}\left(x_{1}\right)-W_{A}\left(x_{1}\right)\right) W_{\infty}\left(x_{1}\right) d x_{1}, \quad(t=a, b)
\end{aligned}
$$

so that, from (5.12) for some constant $C_{0}>0$ and all $A>0$,

$$
\begin{align*}
K_{A} \leq & C_{0}\left\{\int_{\mathbf{R} \backslash[-A, A]} W_{A}^{2}\left(x_{1}\right) d x_{1}+\int_{-A}^{A}\left(W_{\infty}\left(x_{1}\right)-W_{A}\left(x_{1}\right)\right) W_{\infty}\left(x_{1}\right) d x_{1}\right. \\
& \left.+\left|R_{1}(A)\right|+\left|R_{2}(A)\right|\right\} . \tag{5.13}
\end{align*}
$$

Applying Lemma 5.1 to (5.13) we obtain that $w \in L_{2}(\mathbf{R})$, i.e., $u \in L_{2}\left(E_{B}\right) \cap L_{2}\left(\Gamma_{c}\right) \cap$ $L_{2}\left(\Gamma_{d}\right)$ and, for all $A_{0}>0$,

$$
\begin{array}{r}
\int_{E_{B}}|u|^{2} d x+\int_{\Gamma_{c}}|u|^{2} d s+\int_{\Gamma_{d}}|u|^{2} d s=\int_{-\infty}^{+\infty}|w|^{2} \\
\leq C_{0} \sup _{A>A_{0}}\left(\left|R_{1}(A)\right|+\left|R_{2}(A)\right|\right) \tag{5.14}
\end{array}
$$

Since $u \in L_{2}\left(E_{B}\right) \cap L_{2}\left(\Gamma_{c}\right) \cap L_{2}\left(\Gamma_{d}\right)$, it follows from (5.5), (5.6), the bounds (3.1) and (3.2), and applications of Young's theorem that $u \in L_{2}\left(E_{a}^{b}\right)$ for any $a, b \in \mathbf{R}$ with $a<b$. Also, since $\nabla u \in B C\left(E_{a}^{b}\right)$ so that $u$ is uniformly continuous in $\overline{E_{a}^{b}}$, it follows that $u(x) \rightarrow 0$ as $x_{1} \rightarrow \infty$ uniformly in $x_{2}$ for $a \leq x_{2} \leq b$ for any real numbers $a<b$. Also, noting Lemma 2.2, it follows that $R_{j}(A) \rightarrow 0$ as $A \rightarrow \infty, j=1,2$, and thus, from (5.14), that $u=0$ in $E_{B}$ and on $\Gamma_{c} \cup \Gamma_{d}$; and hence, from (5.5) and (5.6), that $u \equiv 0$ in $\mathbf{R}^{2}$.
6. Existence of solution. In this section existence of a solution for Problem (P) will be established by making use of general results on the solvability of the system of second-kind integral equations

$$
\begin{equation*}
\psi_{i}=\phi_{i}+\sum_{j=1}^{N} K_{i j} \psi_{j}, \quad i=1, \ldots, N \tag{6.1}
\end{equation*}
$$

in which $\phi_{i} \in Y_{i}:=B C\left(\bar{\Omega}_{i}\right)$ is assumed known, $\psi_{i} \in Y_{i}$ is to be determined, and $K_{i j}: Y_{j} \rightarrow Y_{i}$ is the integral operator defined by

$$
\begin{equation*}
K_{i j} \psi(x)=\int_{\Omega_{j}} k_{i j}(x, y) \psi(y) d \mu_{j}(y), \quad x \in \bar{\Omega}_{i} \tag{6.2}
\end{equation*}
$$

$i, j=1, \ldots, N$. Here $\Omega_{j}$ is an open subset of $\mathbf{R}^{n_{j}}\left(n_{j} \geq 1\right)$ and $d \mu_{j}$ is $n_{j}$-dimensional Lebesgue measure. The function $k_{i j}: \bar{\Omega}_{i} \times \Omega_{j} \rightarrow \mathbf{C}$ is assumed to take the form, for some $M \in \mathbf{N}$,

$$
k_{i j}(x, y)=\sum_{m=1}^{M} k_{i j}^{(m)}(x, y) z_{j}^{(m)}(y)
$$

where $z_{j}^{(m)} \in X_{j}:=L_{\infty}\left(\Omega_{j}\right)$ and $k_{i j}^{(m)}(x, \cdot) \in L_{1}\left(\Omega_{j}\right)$ for every $x \in \bar{\Omega}_{i} \quad(i, j=$ $1, \ldots, N, m=1, \ldots, M)$. We assume that the following conditions on $k_{i j}^{(m)}$ and $\Omega_{j}$ hold:
(C.1) $\sup _{x \in \bar{\Omega}_{i}} \int_{\Omega_{j}}\left|k_{i j}^{(m)}(x, y)\right| d \mu_{j}(y)<\infty$ and, for all $x \in \bar{\Omega}_{i}$,

$$
\int_{\Omega_{j}}\left|k_{i j}^{(m)}(x, y)-k_{i j}^{(m)}\left(x^{\prime}, y\right)\right| d \mu_{j}(y) \rightarrow 0
$$

as $x^{\prime} \rightarrow x$ with $x^{\prime} \in \bar{\Omega}_{i}(i, j=1, \ldots, N, m=1, \ldots, M)$.
(C.2) For some $n_{0} \leq \min _{j} n_{j}$ and $i=1, \ldots, N$, there exists $a_{j}^{(i)} \in \mathbf{R}^{n_{i}}, j=$ $1, \ldots, n_{0}$, and a bounded set $\omega_{i} \subset \Omega_{i}$ such that
(i) $\Omega_{i}=\bigcup_{P \in \mathbf{Z}^{n_{0}}} \omega_{i}^{(P)}$, where $\omega_{i}^{(P)}:=\omega_{i}+\sum_{j=1}^{n_{0}} a_{j}^{(i)} p_{j}$, for $P=\left(p_{1}, \ldots, p_{n_{0}}\right) \in$ $\mathbf{Z}^{n_{0}}$;
(ii) $\omega_{i}^{(Q)} \cap \omega_{i}^{(P)}=\emptyset$ for $Q, P \in \mathbf{Z}^{n_{0}}, Q \neq P$;
(iii) $k_{i j}^{(m)}\left(x+a_{l}^{(i)}, y+a_{l}^{(j)}\right)=k_{i j}^{(m)}(x, y), x \in \bar{\Omega}_{i}, y \in \Omega_{j}, i, j=1, \ldots, N, l=$ $1, \ldots, n_{0}$, $m=1, \ldots, M$.

Let $X$ and $Y$ denote the product spaces $X:=\prod_{j=1}^{N} X_{j}$ and $Y:=\prod_{j=1}^{N} Y_{j} \subset X$. Let $\phi=\left(\phi_{1}, \ldots, \phi_{N}\right)^{t}, \psi=\left(\psi_{1}, \ldots, \psi_{N}\right)^{t} \in Y$, where $(\cdot, \ldots, \cdot)^{t}$ denotes the transpose of $(\cdot, \ldots, \cdot)$. For $m=1, \ldots, M$, define the matrix operator $K^{(m)}$ on $X$ by

$$
K^{(m)}=\left(\begin{array}{ccc}
K_{11}^{(m)} & \cdots & K_{1 N}^{(m)}  \tag{6.3}\\
& \ddots & \\
K_{N 1}^{(m)} & \cdots & K_{N N}^{(m)}
\end{array}\right)
$$

where $K_{i j}^{(m)}: X_{j} \rightarrow X_{i}$ is the integral operator defined by (6.2) with $K_{i j}, k_{i j}$ replaced by $K_{i j}^{(m)}, k_{i j}^{(m)}$. For $z=\left(z_{1}, \ldots, z_{N}\right)^{t} \in X$ define $\hat{z}$ by

$$
\hat{z}=\left(\begin{array}{ccc}
z_{1} & \cdots & 0 \\
& \ddots & \\
0 & \cdots & z_{N}
\end{array}\right)
$$

and for $m=1, \ldots, M$ and $z \in X$, define $K_{z}^{(m)}: Y \rightarrow Y$ by

$$
\begin{equation*}
K_{z}^{(m)} \psi=K^{(m)}(\hat{z} \psi), \quad \psi \in Y \tag{6.4}
\end{equation*}
$$

For $w=\left(w^{(1)}, \ldots, w^{(M)}\right) \in X^{M}$ let $K_{w}$ denote the matrix integral operator

$$
\begin{equation*}
K_{w}=\sum_{m=1}^{M} K_{w^{(m)}}^{(m)} \tag{6.5}
\end{equation*}
$$

Then (6.1) can be abbreviated as

$$
\begin{equation*}
\psi=\phi+K_{z} \psi \tag{6.6}
\end{equation*}
$$

where $z=\left(z^{(1)}, \ldots, z^{(M)}\right)$ and $z^{(m)}=\left(z_{1}^{(m)}, \ldots, z_{N}^{(m)}\right)^{t}, m=1, \ldots, M$.

For $j=1, \ldots, N, i=1, \ldots, n_{0}$, define the translation operator $T_{a_{j}^{(i)}}: X_{j} \rightarrow X_{j}$ by

$$
T_{a_{j}^{(i)}} \psi(x)=\psi\left(x-a_{j}^{(i)}\right), \quad x \in \Omega_{j}
$$

and for $a=\left(a_{1}, \ldots, a_{N}\right) \in \tau:=\left\{\left(a_{l}^{(1)}, \ldots, a_{l}^{(N)}\right)^{t} \mid l=1, \ldots, n_{0}\right\}$, define the matrix operator $T_{a}: X \rightarrow X$ by

$$
T_{a}=\left(\begin{array}{ccc}
T_{a_{1}} & & 0 \\
& \ddots & \\
0 & & T_{a_{N}}
\end{array}\right)
$$

Then, by (C.2) (iii), $T_{a} K^{(m)}=K^{(m)} T_{a}, a \in \tau, m=1, \ldots, M$. Let $B(Y)$ denote the Banach space of bounded linear operators on $Y$ and $I$ the identity matrix operator on $Y$. The following results have been proved in [10], extending the results of [9] for single integral equations to systems of integral equations.

ThEOREM 6.1. Suppose that (C.1) and (C.2) are satisfied, that $W \subset X^{M}$ is weak* sequentially compact, that $T_{a} W:=\left\{\left(T_{a} z^{(1)}, \ldots, T_{a} z^{(M)}\right) \mid\left(z^{(1)}, \ldots, z^{(M)}\right) \in W\right\}=W$, $a \in \tau$, and that $I-K_{z}$ is injective for all $z \in W$. Then $\left(I-K_{z}\right)^{-1}$ exists as an operator on the range space $\left(I-K_{z}\right) Y$ for all $z \in W$ and

$$
\sup _{z \in W}\left\|\left(I-K_{z}\right)^{-1}\right\|<\infty
$$

Also, if for every $z \in W$ there exists a sequence $\left(z_{j}\right) \subset W$ such that $\left(z_{j}\right)$ converges weak* to $z$ in $X$ and

$$
\text { for all } j, \quad I-K_{z_{j}} \quad \text { injective } \Longrightarrow I-K_{z_{j}} \text { surjective, }
$$

then $I-K_{z}$ is surjective also for each $z \in W$ so that $\left(I-K_{z}\right)^{-1} \in B(Y)$.
THEOREM 6.2. If (C.1) and (C.2) are satisfied, $z=\left(\left(z_{1}^{(1)}, \ldots, z_{N}^{(1)}\right)^{t}, \ldots\right.$, $\left.\left(z_{1}^{(M)}, \ldots, z_{N}^{(M)}\right)^{t}\right) \in X^{M}$, and for some constants $\lambda_{j}^{(m)} \in \mathbf{C}, j=1, \ldots, N, m=$ $1, \ldots, M$, it holds that

$$
\operatorname{ess} \sup _{|x| \geq A, x \in \Omega_{j}}\left|z_{j}^{(m)}(x)-\lambda_{j}^{(m)}\right| \rightarrow 0
$$

as $A \rightarrow \infty$, then

$$
I-K_{\lambda}, \quad I-K_{z} \text { injective } \Rightarrow I-K_{z} \text { surjective, } \quad\left(I-K_{z}\right)^{-1} \in B(Y)
$$

where $\lambda=\left(\left(\lambda_{1}^{(1)}, \ldots, \lambda_{N}^{(1)}\right)^{t}, \ldots,\left(\lambda_{1}^{(M)}, \ldots, \lambda_{N}^{(M)}\right)^{t}\right)$.
To apply Theorems 6.1 and 6.2 to show the existence of a solution to Problem (P), we choose $\lambda, c$, and $d$ so that $0 \leq c<d \leq B, k_{-}(d-\lambda)=k_{+}(\lambda-c)$, and $2(d-c) k_{+} k_{-}<\pi\left(k_{+}+k_{-}\right)$. It then follows from Theorem 3.2 that Problem (P) and the integral equation problems (3.10) and (3.11) are equivalent.

Let $N=4, n_{0}=1, \Omega_{1}=E_{\lambda}^{B} \subset \mathbf{R}^{2}, \Omega_{2}=E_{0}^{\lambda} \subset \mathbf{R}^{2}, \Omega_{3}=\Omega_{4}=\mathbf{R}, \omega_{1}=$ $\left\{x \in \Omega_{1} \mid 0 \leq x_{1}<B, \lambda<x_{2}<B\right\}, \omega_{2}=\left\{x \in \Omega_{2} \mid 0 \leq x_{1}<B, 0<x_{2}<\lambda\right\}$, $\omega_{3}=\omega_{4}=[0, B), a_{1}^{(1)}=a_{1}^{(2)}=(B, 0)$, and $a_{1}^{(3)}=a_{1}^{(4)}=B$. Define $\tilde{y}:=y$ and $\hat{y}:=y$ for $y \in \mathbf{R}^{2}$ and $\tilde{y}:=(y, c)$ and $\hat{y}:=(y, d)$ for $y \in \mathbf{R}$. Let $\chi(t)=1, t>0$, $=0, t<0$, and let $M=2, k_{i j}^{(1)}(x, y)=G_{c}^{+}(\hat{x}, y) \chi\left(y_{2}-c\right)$ for all $x \in \Omega_{i}, y \in \Omega_{j}$,
$\hat{x} \neq y, i=1,3, j=1,2, k_{i j}^{(1)}(x, y)=G_{d}^{-}(\tilde{x}, y) \chi\left(d-y_{2}\right)$ for all $x \in \Omega_{i}, y \in \Omega_{j}, \tilde{x} \neq y$, $i=2,4, j=1,2, k_{i 4}^{(1)}(x, y)=\partial G_{c}^{+}(\hat{x}, z) /\left.\partial z_{2}\right|_{z=\tilde{y}}$ for all $x \in \Omega_{i}, y \in \Omega_{4}, i=1,3$, $k_{i 3}^{(1)}(x, y)=\partial G_{d}^{-}(\tilde{x}, z) /\left.\partial z_{2}\right|_{z=\hat{y}}$ for all $x \in \Omega_{i}, y \in \Omega_{3}, i=2,4, k_{i j}^{(1)}(x, y)=0$ for all $x \in \Omega_{i}, y \in \Omega_{j}$, with $i=1,3, j=3$, or $i=2,4, j=4$. Let $k_{i j}^{(2)}=k_{i j}^{(1)}, i=2,4$, $j=1,2,=0$, otherwise. Then conditions (C.1) and (C.2) are satisfied with these choices of $k_{i j}^{(m)}$ and $\Omega_{j}(i, j=1,2,3,4, m=1,2)$. Set $w_{j}^{(1)}(y)=k^{+}(y)$ for $y \in \Omega_{j}$, $j=1,2, w_{3}^{(1)}(y)=-1, y \in \Omega_{3}, w_{4}^{(1)}(y)=1, y \in \Omega_{4}$, and set $w^{(1)}=\left(w_{1}^{(1)}, \ldots, w_{4}^{(1)}\right)^{t}$, $w^{(2)}=\left(k_{+}^{2}-k_{-}^{2}\right)(1,1,0,0)^{t}$. Then the integral equations (3.10) and (3.11) can be written as the $4 \times 4$ matrix system

$$
\begin{equation*}
\left(I-K_{w}\right) \psi=\phi, \quad \psi=\left(\psi_{1}, \ldots, \psi_{4}\right)^{t}, \quad \phi=\left(\phi_{1}, \ldots, \phi_{4}\right)^{t} \in Y \tag{6.7}
\end{equation*}
$$

where $w=\left(w^{(1)}, w^{(2)}\right), K_{w}$ is defined by (6.5), (6.4), and (6.3), $\phi_{2}=\phi_{4}=0, \phi_{j}(y)=$ $u^{i}(\hat{y})+u^{r}(\hat{y}), y \in \bar{\Omega}_{j}, j=1,3$, and $\psi_{3}, \psi_{4} \in B C(\mathbf{R})$ are defined by $\psi_{3}(y)=\psi_{2}(\hat{y})$, $\psi_{4}(y)=\psi_{1}(\tilde{y}), y \in \mathbf{R}$.

THEOREM 6.3. Assume that (A3) holds or that (A4) and (A5) hold and that $k_{-}(d-\lambda)=k_{+}(\lambda-c)$ and $2(d-c) k_{+} k_{-}<\pi\left(k_{+}+k_{-}\right)$. Then $\left(I-K_{w}\right)^{-1} \in B(Y)$ so that the system of integral equations (6.7) has a unique solution $\psi \in Y$. Furthermore, for any $L>0$, there is a constant $C>0$ depending only on $L, k_{ \pm}, c, d, \eta, \rho, B, \lambda_{1}$, and $\lambda_{2}$, in the case that (A3) is satisfied, or on $L, k_{ \pm}, c, d, \eta, \rho, B, \beta$, and $\lambda_{3}$, in the case that (A4) and (A5) are satisfied such that, provided $\|k\|_{\infty} \leq L,\left\|\left(I-K_{w}\right)^{-1}\right\| \leq C$ so that $\|\psi\| \leq C\|\phi\|$.

Proof. Theorem 6.3 is proved by means of Theorems 6.1 and 6.2. To this end, suppose without loss of generality that $L>k_{ \pm}^{2}+\lambda_{1}$ and set

$$
\begin{aligned}
Q=Q_{3}:= & \left\{\mu \in L_{\infty}\left(E_{B}\right)\left|\Im \mu \geq 0, \Im \mu(x) \geq \lambda_{1}, x \in E_{\eta}^{\rho}, \Im \mu(x) \geq \lambda_{2}\right| \mu(x)-k_{+}^{2} \mid,\right. \\
& \left.x \in E_{\eta}^{B}, \Im \mu(x) \geq \lambda_{2}\left|\mu(x)-k_{-}^{2}\right|, x \in E_{0}^{\rho},\|\mu\|_{\infty} \leq L^{2}\right\}
\end{aligned}
$$

in the case that (A3) is satisfied. In the case that (A4) and (A5) are satisfied suppose without loss of generality that $L^{2}>k_{ \pm}^{2}+\lambda_{3}$ and set

$$
\begin{aligned}
Q=Q_{4}:= & \left\{\mu \in L_{\infty}\left(\mathbf{R}^{2}\right) \mid \Im \mu \geq 0, \mu(x)=k_{+}^{2}, x \in U_{B}, \mu(x)=k_{-}^{2}, x \in \mathbf{R}^{2} \backslash \bar{U},\right. \\
& \|\mu\|_{\infty} \leq L^{2}, \operatorname{ess}^{2} \inf _{x \in U_{\beta}} \Re\left[\mu\left(x+e_{2} h\right)-\mu(x)\right] \geq 0, \\
& {\operatorname{ess} \inf _{x \in \mathbf{R}^{2} \backslash \bar{U}_{\beta}} \Re\left[\mu\left(x-e_{2} h\right)-\mu(x)\right] \geq 0, h>0,}{\left.\operatorname{ess} \inf _{x \in E_{\eta}^{\rho}}\left\{\tilde{k}^{2}(x)-\Re[\mu(x)]\right\} \geq \lambda_{3}\right\} .}^{\text {es }} .
\end{aligned}
$$

Define $W^{(1)} \subset X$ by

$$
W^{(1)}=\left\{\left(\left.\mu\right|_{\Omega_{1}}-k_{+}^{2},\left.\mu\right|_{\Omega_{2}}-k_{+}^{2},-1,1\right)^{t} \mid \mu \in Q\right\}
$$

and $W \subset X^{2}$ by

$$
W=\left\{\left(w^{(1)},\left(k_{+}^{2}-k_{-}^{2}, k_{+}^{2}-k_{-}^{2}, 0,0\right)^{t}\right) \mid w^{(1)} \in W^{(1)}\right\}
$$

Then $T_{a} W=W$ for $a \in \tau=\left\{\left(a_{1}^{(1)}, \ldots, a_{1}^{(4)}\right)\right\}$. Also, it follows easily from Theorems 3.2 and 5.1 that $I-K_{z}$ is injective for all $z \in W$.

Next, we show that $W$ is weak* sequentially compact. In view of the definition of $W$ it is sufficient to show that $W^{(1)} \subset X$ is weak* sequentially compact. Further,
in view of the definition of $W^{(1)}$, it is sufficient to show that $Q$ is weak* sequentially compact, where $Q=Q_{3} \subset L_{\infty}\left(E_{B}\right)$ in the case that (A3) is satisfied and $Q=Q_{4} \subset$ $L_{\infty}\left(\mathbf{R}^{2}\right)$ in the case that (A4) and (A5) are satisfied.

Since $Q$ is bounded it follows from the Alaoglu theorem [16, p. 60] that $Q$ is weak* sequentially compact if it is weak* sequentially closed. In the case $Q=Q_{3}$, the fact that $Q$ is weak* sequentially closed follows from Lemma 2.13 in [9], since the sets $\left\{w \in \mathbf{C}\left||w| \leq L^{2}, \Im w \geq \lambda_{1}\right\}\right.$ and $\left\{w \in \mathbf{C}\left||w| \leq L^{2}, \Im w \geq 0\right.\right.$, $\left.\left.\Im w \geq \lambda_{2}\right| w-k_{*}^{2} \mid\right\}$, for $k_{*}=k_{+}$and $k_{-}$, are compact and convex.

In the case $Q=Q_{4}$, in order to see that $Q$ is weak* sequentially compact consider a sequence $\left(\mu_{j}\right) \subset Q$. Since $\left(\mu_{j}\right)$ is bounded, it follows from the Alaoglu theorem [16, p. 60] that there is an element $\mu \in L_{\infty}\left(\mathbf{R}^{2}\right)$ and a subsequence of $\left(\mu_{j}\right)$, denoted simply by itself, such that $\left(\mu_{j}\right)$ converges weak* to $\mu$ in $L_{\infty}\left(\mathbf{R}^{2}\right)$ and $\|\mu\|_{\infty} \leq L^{2}$. Thus, for all $\xi \in L_{1}\left(\mathbf{R}^{2}\right)$,

$$
\begin{equation*}
\int_{\mathbf{R}^{2}} \mu_{j} \xi d x \rightarrow \int_{\mathbf{R}^{2}} \mu \xi d x \tag{6.8}
\end{equation*}
$$

as $j \rightarrow \infty$ and, in particular, (6.8) holds if $\xi$ is the characteristic function of any bounded measurable subset of $\mathbf{R}^{2}$. This and the fact that $\mu_{j} \in Q, j=1,2, \ldots$, implies that $\Im \mu \geq 0$ in $\mathbf{R}^{2}, \mu(x)=k_{+}^{2}$ for $x \in U_{B}, \mu(x)=k_{-}^{2}$ for $x \in \mathbf{R}^{2} \backslash \bar{U}$, ess $\inf _{x \in E_{\eta}^{\rho}}\left\{\tilde{k}^{2}(x)-\Re[\mu(x)]\right\} \geq \lambda_{2}$, and

$$
\begin{array}{r}
{\operatorname{ess} \inf _{x \in U_{\beta}} \Re\left[\mu\left(x+e_{2} h\right)-\mu(x)\right] \geq 0}^{\operatorname{ess} \inf _{x \in \mathbf{R}^{2} \backslash \bar{U}_{\beta}} \Re\left[\mu\left(x-e_{2} h\right)-\mu(x)\right] \geq 0}
\end{array}
$$

for all $h>0$. Hence $\mu \in Q$ and $\left(\mu_{j}\right)$ converges weak* to $\mu$ in $Q$. Thus $Q$ is weak* sequentially compact.

Finally, let $z=\left(z^{(1)}, z^{(2)}\right) \in W$. Then, for some $\mu \in Q, z^{(1)}=\left(\left.\mu\right|_{\Omega_{1}}-k_{+}^{2},\left.\mu\right|_{\Omega_{2}}-\right.$ $\left.k_{+}^{2},-1,1\right)^{t}$ and $z^{(2)}=\left(k_{+}^{2}-k_{-}^{2}\right)(1,1,0,0)^{t}$. For $j=1,2, \ldots$, set

$$
\mu_{j}(x)= \begin{cases}\mu^{*}(x) & \text { for }\left|x_{1}\right|>j \\ \mu(x) & \text { for }\left|x_{1}\right| \leq j\end{cases}
$$

where $\mu^{*} \equiv i \lambda_{1}$ in the case that (A3) is satisfied, $\mu^{*}=k_{+}^{2}$ in $U_{B},=k_{-}^{2}$ in $\mathbf{R}^{2} \backslash \bar{U},=$ $\min \left(k_{-}^{2}, k_{+}^{2}\right)-\lambda_{2}$ in $E_{B}$, in the case that (A4) and (A5) are satisfied. Then $\mu^{*}, \mu_{j} \in Q$, and setting $z_{j}^{(1)}=\left(\left.\mu_{j}\right|_{\Omega_{1}}-k_{+}^{2},\left.\mu_{j}\right|_{\Omega_{2}}-k_{+}^{2},-1,1\right)^{t}$ and $z_{j}=\left(z_{j}^{(1)}, z^{(2)}\right), j=1,2, \ldots$, it is easy to see that $\left(z_{j}\right)$ converges weak* to $z$. Define

$$
\begin{aligned}
z^{*} & =\left(\left(\left.\mu^{*}\right|_{\Omega_{1}}-k_{+}^{2},\left.\mu^{*}\right|_{\Omega_{2}}-k_{+}^{2},-1,1\right)^{t}, z^{(2)}\right) \\
& =\left(\left(\lambda^{*}, \lambda^{*},-1,1\right)^{t},\left(k_{+}^{2}-k_{-}^{2}, k_{+}^{2}-k_{-}^{2}, 0,0\right)^{t}\right)
\end{aligned}
$$

where $\lambda^{*} \in \mathbf{C}$ is given by $\lambda^{*}=i \lambda_{1}-k_{+}^{2}$ in the case that (A3) is satisfied and by $\lambda^{*}=\min \left(k_{-}^{2}, k_{+}^{2}\right)-\lambda_{2}-k_{+}^{2}$ in the case that (A4) and (A5) are satisfied. Since $z^{*} \in W$ so that $I-K_{z^{*}}$ is injective, it follows from Theorem 6.2 that $I-K_{z_{j}}$ injective implies $I-K_{z_{j}}$ surjective, for $j=1,2, \ldots$.

All the assumptions in Theorem 6.1 have been verified so Theorem 6.3 follows from Theorem 6.1.

ThEOREM 6.4. Assume that (A3) holds or that (A4) and (A5) hold. Then Problem (P) has exactly one solution. Further, for any $L>0$, there exists a constant $C>0$ depending only on $L, k_{ \pm}, \eta, \rho, B, \lambda_{1}$, and $\lambda_{2}$ in the case that (A3) is satisfied, or
on $L, k_{ \pm}, \eta, \rho, B, \beta$, and $\lambda_{3}$ in the case that (A4) and (A5) are satisfied such that, provided $\|k\|_{\infty} \leq L$,

$$
\begin{equation*}
|u(x)| \leq C\left(1+\left|x_{2}\right|\right)^{1 / 2}, \quad x \in \mathbf{R}^{2} \tag{6.9}
\end{equation*}
$$

Proof. The existence of a unique solution to Problem (P) follows from Theorems 3.1, 3.2, and 6.3. To derive the estimate (6.9) we note from the equivalence of (i) and (ii) in Lemma 2.1 that, for $h>B$,

$$
\begin{equation*}
u^{\mathrm{s}}(x)=2 \int_{\Gamma_{h}} \frac{\partial \Phi(x, y)}{\partial y_{2}} u^{\mathrm{s}}(y) d s(y), \quad x \in U_{h} \tag{6.10}
\end{equation*}
$$

It follows from (2.6) and (6.10) (see [5]) that

$$
\begin{equation*}
\left|u^{\mathrm{s}}(x)\right| \leq C\left(1+\left(x_{2}-B\right)\right)^{1 / 2} \sup _{x \in \Gamma_{B}}|u(x)|, \quad x \in U_{B} \tag{6.11}
\end{equation*}
$$

for some constant $C>0$ dependent only on $k_{+}$, which together with Theorem 6.3 implies the estimate (6.9) for $x \in U$. The estimate (6.9) for $x \in \mathbf{R}^{2} \backslash U$ can be proved similarly by using Lemma 2.2 .

Appendix: Guided waves. By a guided wave we mean a solution of the homogeneous problem which has its energy localized in or near the layer $E_{B}$. Precisely, for $a<b$, let $D(a, b)=\left\{x \in \mathbf{R}^{2} \mid a<x_{1}<b\right\}$. Then our definition is as follows.

Definition A.1. Call $v \in C^{1}\left(\mathbf{R}^{2}\right) a$ guided wave if $v \not \equiv 0$, $v$ satisfies (2.3), $v$ is bounded in $E_{-h}^{h}$ for every $h>0$,

$$
\begin{equation*}
\sup _{n \in \mathbf{Z}} \int_{D(n, n+1)}\left(|v|^{2}+|\nabla v|^{2}\right) d x<\infty \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{h}:=\sup _{n \in \mathbf{Z}} \int_{D(n, n+1) \backslash E_{-h}^{h}}\left(|v|^{2}+|\nabla v|^{2}\right) d x \rightarrow 0 \tag{A.2}
\end{equation*}
$$

as $h \rightarrow \infty$.
Remark A.1. In the case when the scatterer is a diffraction grating, i.e., $k$ is periodic in the $x_{1}$-direction with some period $L$, it is usual to assume that $v$ is correspondingly quasi periodic (i.e., that $v(x) \exp \left(-i k_{+} \cos \theta x_{1}\right)$ is periodic). Then (A.1) and (A.2) reduce to the condition that

$$
\int_{D(0, L)}\left(|v|^{2}+|\nabla v|^{2}\right) d x<\infty
$$

i.e., that the energy is finite in a single period of the grating (cf. Bonnet-Bendhia and Starling [3]).

Remark A.2. Conditions (A.1) and (A.2) are satisfied if $v$ decreases rapidly enough in the vertical direction, in particular, if for some constants $C>0$ and $p>1 / 2$,

$$
|v(x)| \leq C\left(1+\left|x_{2}\right|\right)^{-p}, \quad x \in \mathbf{R}^{2}
$$

The following result follows from Theorem 8.1 in [7] and Remark 2.1.
THEOREM A.1. If $v$ is a guided wave, then $v$ satisfies the UPRC for wavenumber $k_{+}$and the DPRC for wavenumber $k_{-}$.
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#### Abstract

This paper is devoted to the study of a solidification/melting process in the case where the fluid is flowing. Such a phenomenon is described by the Stefan problem with transport terms in the equation of the temperature distribution and the initial-boundary value problem for the incompressible Navier-Stokes equations. The existence of the classical solution is proved locally in time.
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1. Introduction. This paper is devoted to the study of solidification/melting processes in the case where the fluid is flowing. Such phenomena have received attention only during past three decades in physics [4], [16], [23].

In contrast to the above, we have a long history of the study of phase change in stagnant media since Stefan's pioneering work in 1891. In these problems, the unknowns are the interface separating the liquid and the solid regions and the temperature distributions in both regions. An excellent survey is provided by Rubinstein [19], Yamaguti and Nogi [25], and Meĭrmanov [15]. Meĭrmanov [14] and Hanzawa [10], in particular, studied the time-dependent, multidimensional Stefan problem in the class of smooth functions by a regularization method and by the Nash-Moser implicit function theorem, respectively.

The classical solvability of the same problem for a convective motion in a viscous incompressible fluid flow was discussed by Bazaliĭ and Degtyarev [3]. Stimulated by their work, in this paper we consider the same problem in another situation.

The differences between our problem (1.1)-(1.6) below and that of Bazaliĭ and Degtyarev consist of two aspects:

1. Equations (1.1) and (1.2) are the same except for the right-hand side of (1.2), which is caused by Boussinesq approximation in [8].
2. Bazaliĭ and Degtyarev imposed the boundary condition $\boldsymbol{v}=0$ on the interface. Instead we impose (1.3) on the interface since, in general, the densities of a liquid and a solid at the melting temperature are not equal; for example, the densities of water and ice at $0^{\circ} \mathrm{C}$ are $0.999 \mathrm{~g} / \mathrm{cm}^{3}$ and $0.917 \mathrm{~g} / \mathrm{cm}^{3}[7]$ and we assume that the melting or freezing processes proceed without cavity.
Now let us formulate our problem: find the interface $\Gamma_{t}$ which separates the liquid and the solid phases, the temperature $\theta$, and the fluid velocity $\boldsymbol{v}=\left(v_{1}, v_{2}, v_{3}\right)$ satisfying

$$
\begin{equation*}
\frac{\partial \boldsymbol{v}}{\partial t}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}+\nabla p-\nu \Delta \boldsymbol{v}=\boldsymbol{f}(\theta), \quad \nabla \cdot \boldsymbol{v}=0 \tag{1.1}
\end{equation*}
$$

[^31]\[

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}+(\boldsymbol{v} \cdot \nabla) \theta-\frac{1}{\varrho C_{p}} \nabla \cdot(\kappa(\theta) \nabla \theta)=\frac{\nu}{2 C_{p}} \sum_{i, k}\left(\frac{\partial v_{i}}{\partial x_{k}}+\frac{\partial v_{k}}{\partial x_{i}}\right)^{2} \tag{1.2}
\end{equation*}
$$

\]

in $\bigcup_{0<t \leq T}\left(\Omega_{t} \times\{t\}\right)$, where $\Omega_{t}$ denotes the liquid region, $\nu$ and $C_{p}$ mean kinetic viscosity and specific heat at constant pressure (assumed to be positive constants), and $\kappa(\theta)$ is heat conductivity. Equation (1.1) is known as the Navier-Stokes equations, and the right-hand side of (1.2) represents the heat generation due to viscosity.

We impose the following conditions on the interface $\bigcup_{0<t \leq T}\left(\Gamma_{t} \times\{t\}\right)$ (see, for example, [11]):

$$
\begin{gather*}
\boldsymbol{v} \cdot \boldsymbol{n}=\left(1-\frac{\varrho_{e}}{\varrho}\right) \mathcal{V}, \quad 2 \nu \Pi \mathbf{D}(\boldsymbol{v}) \boldsymbol{n}=\Pi\left[\boldsymbol{v}(\boldsymbol{v}-\mathcal{V} \boldsymbol{n})^{*}\right] \boldsymbol{n}  \tag{1.3}\\
l \varrho_{e} \mathcal{V}=-\kappa(\theta) \nabla \theta \cdot \boldsymbol{n}, \quad \theta=\theta_{1} \tag{1.4}
\end{gather*}
$$

Here $\varrho$ and $\varrho_{e}$ are positive constants representing the densities of liquid and solid, respectively; $\mathcal{V}$ is the normal velocity of the interface; $l$ is a latent heat; $\mathbf{D}(\boldsymbol{v})$ is the velocity deformation tensor; $\Pi$ is the projection operator to $\Gamma_{t} ; \boldsymbol{n}$ is the unit normal vector to $\Gamma_{t}$ pointing into the liquid region; $\theta_{1}$ is the melting (solidification) temperature. The notation $\boldsymbol{a}^{*}$ is used for the transposed vector of $\boldsymbol{a}$. The conservation laws of mass and momentum imply $(1.3)^{1}$ and $(1.3)^{2}$, respectively, and (1.4) is the socalled Stefan condition which describes the conservation law of energy on the interface in the process of liquid-solid phase change.

Furthermore, in order to complete the problem, we need initial conditions and boundary conditions on the rigid boundary $\Sigma_{T} \equiv \Sigma \times(0, T)$ :

$$
\begin{gather*}
\boldsymbol{v}=\boldsymbol{v}_{0}, \quad \theta=\theta_{0} \quad \text { on } \quad \Omega \equiv \Omega_{0},  \tag{1.5}\\
\boldsymbol{v}=0, \quad \theta=\theta_{2} \quad \text { on } \quad \Sigma_{T} . \tag{1.6}
\end{gather*}
$$

Before stating our result, we introduce the function spaces used throughout this paper. Let $D$ be a domain in $\mathbf{R}^{3} \times(0, T), l$ be a nonnegative integer, and $0<\alpha<1$. We denote by $C^{l+\alpha, \frac{l+\alpha}{2}}(D)$ the standard anisotropic Hölder space whose norm is $|\cdot|_{D}^{\left(l+\alpha, \frac{l+\alpha}{2}\right)}$, and by $\tilde{C}^{3+\alpha, \frac{3+\alpha}{2}}(D)$ the function space

$$
\left\{f \left\lvert\, f \in C^{3+\alpha, \frac{3+\alpha}{2}}(D)\right., \frac{\partial f}{\partial t} \in C^{2+\alpha, \frac{2+\alpha}{2}}(D)\right\}
$$

equipped with the norm

$$
\|f\|_{D}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)} \equiv|f|_{D}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\left|\frac{\partial f}{\partial t}\right|_{D}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}
$$

We also define function spaces $C_{0}^{l+\alpha, \frac{l+\alpha}{2}}(D)$ and $\tilde{C}_{0}^{3+\alpha, \frac{3+\alpha}{2}}(D)$ as

$$
\left\{f \in C^{l+\alpha, \frac{l+\alpha}{2}}(D)\left|\frac{\partial k f}{\partial t k}\right|_{t=0}=0 \quad \text { for } \quad k=0,1, \ldots,\left[\frac{l}{2}\right]\right\}
$$

and

$$
\left\{f \in \tilde{C}^{3+\alpha, \frac{3+\alpha}{2}}(D)\left|\frac{\partial k f}{\partial t k}\right|_{t=0}=0 \quad \text { for } \quad k=0,1,2\right\}
$$

respectively.

The following is our main result in this paper.
Theorem 1.1. Let $T$ be an arbitrary positive real number and $0<\alpha<1$. Assume that

$$
\begin{gathered}
\Gamma \equiv \Gamma_{0} \in C^{3+\alpha}, \quad \Sigma \in C^{3+\alpha}, \\
f \in C^{1+\alpha}(0, \infty), \quad \kappa \in C^{2+\alpha}(0, \infty), \quad \boldsymbol{v}_{0} \in C^{2+\alpha}(\bar{\Omega}), \\
\theta_{0} \in C^{3+\alpha}(\bar{\Omega}), \quad \theta_{1} \in C^{3+\alpha, \frac{3+\alpha}{2}}\left(\mathbf{R}^{3} \times[0, T]\right), \quad \theta_{2} \in C^{3+\alpha, \frac{3+\alpha}{2}}\left(\Sigma_{T}\right), \\
\kappa_{0} \leq \kappa(\theta) \leq \kappa_{0}^{-1}, \quad \theta_{2} \geq a_{0}, \quad\left|\boldsymbol{n} \cdot \nabla \theta_{0}\right|_{\Gamma_{T}} \mid \geq a_{0}
\end{gathered}
$$

for some positive constants $\kappa_{0}(<1)$ and $a_{0}$. Moreover, we assume that the compatibility conditions up to order 1 hold. Then problem (1.1)-(1.6) has a solution

$$
\begin{gathered}
\Gamma_{t} \in \tilde{C}^{3+\alpha^{\prime}, \frac{3+\alpha^{\prime}}{2}}, \quad \theta \in C^{3+\alpha^{\prime}, \frac{3+\alpha^{\prime}}{2}}\left(\bigcup_{0 \leq t \leq T_{0}}\left(\Omega_{t} \times\{t\}\right)\right), \\
\boldsymbol{v} \in C^{2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}}\left(\bigcup_{0 \leq t \leq T_{0}}\left(\Omega_{t} \times\{t\}\right)\right), \quad \nabla p \in C^{\alpha^{\prime}, \frac{\alpha^{\prime}}{2}}\left(\bigcup_{0 \leq t \leq T_{0}}\left(\Omega_{t} \times\{t\}\right)\right)
\end{gathered}
$$

for some $\alpha^{\prime}, 0<\alpha^{\prime}<\alpha$ and some $T_{0}, 0<T_{0}<T$.
2. Reduction of the problem. In this section, using the transformation due to Hanzawa [10] (see also [6]), we reduce problem (1.1)-(1.6) to that in a fixed domain. First we introduce the local coordinates $\left(\omega_{1}, \omega_{2}, \lambda\right)$ in a neighborhood of $\Gamma$, where $\omega=\left(\omega_{1}, \omega_{2}\right)$ denotes a point on the surface $\Gamma$, and a mapping $x$ defined by $x(\omega, \lambda)=$ $\omega+\boldsymbol{n}(\omega) \lambda$ from $\Gamma \times\left[-\gamma_{0}, \gamma_{0}\right]$ to $N_{0} \subset \mathbf{R}^{3}$ with $\boldsymbol{n}(\omega)$ being the unit normal to $\Gamma$ at $\omega$ directing into $\Omega$. Here a positive number $\gamma_{0}$ is assumed to be chosen so small that the mapping $x$ is regular and one to one. By $(\omega(x), \lambda(x))$ we denote the inverse mapping of $x$ from $N_{0}$ to $\Gamma \times\left[-\gamma_{0}, \gamma_{0}\right]$.

Now let us assume that the interface $\Gamma_{t}, t \in[0, T]$ is represented by $x=\omega+$ $\boldsymbol{n}(\omega) d(\omega, t)$ with a function $d(\omega, t)$ satisfying $d(\omega, 0)=0$. Certainly we get another representation of $\bigcup_{0 \leq t \leq T}\left(\Gamma_{t} \times\{t\}\right)$,

$$
\bigcup_{0 \leq t \leq T}\left(\Gamma_{t} \times\{t\}\right)=\left\{(x, t) \in N_{0} \times[0, T] \mid \Phi_{d}(x, t)=0\right\},
$$

for a function

$$
\Phi_{d}(x, t)=\lambda(x)-d(\omega(x), t), \quad(x, t) \in N_{0} \times[0, T] .
$$

Accordingly, the Stefan condition can be written as

$$
\frac{\partial \Phi_{d}}{\partial t}-c_{0}\left(\nabla \Phi_{d} \cdot \nabla \theta\right)=0 \quad \text { on } \quad \bigcup_{0<t \leq T}\left(\Gamma_{t} \times\{t\}\right),
$$

where $c_{0}=\kappa\left(\theta_{1}\right) /\left(l \varrho_{e}\right)$.

Next let $X_{T}$ and $Y_{T}$ be two coordinates $\left(x_{1}, x_{2}, x_{3}, t\right)$ and $\left(y_{1}, y_{2}, y_{3}, t\right)$ in $\mathbf{R}^{3} \times$ $[0, T]$ such that

$$
\begin{aligned}
x & =(\omega(x), \lambda(x)), \quad y=(\omega(y), \eta(y)) \\
\omega(x)=\omega(y), \quad \lambda(x) & =\eta(y)+\chi(\eta(y)) d(\omega(y), t) \quad \text { if } \quad(x, t) \in N_{0} \times[0, T] \\
\omega(x)=\omega(y), \quad \lambda(x) & =\eta(y) \quad \text { if } \quad(x, t) \in N_{0}^{c} \times[0, T]
\end{aligned}
$$

where $\chi(\lambda) \in C^{\infty}(-\infty,+\infty)$ is a cut-off function satisfying

$$
\chi(\lambda)=\left\{\begin{array}{lll}
1 & \text { for } \quad & |\lambda| \leq \frac{\gamma_{0}}{4} \\
0 & \text { for } & |\lambda| \geq \frac{3 \gamma_{0}}{4},
\end{array} \quad\left|\chi^{\prime}(\lambda)\right| \leq \frac{4}{3 \gamma_{0}}\right.
$$

Then we define a mapping $e_{d}: Y_{T} \rightarrow X_{T}$ by

$$
\begin{aligned}
& e_{d}(y(\omega, \eta), t)=(x(\omega, \eta+\chi(\eta) d(\omega, t)), t) \quad \text { for } \quad(x, t) \in N_{0} \times[0, T] \\
& e_{d}(y(\omega, \eta), t)=(x(\omega, \eta), t) \quad \text { for } \quad(x, t) \in N_{0}^{c} \times[0, T]
\end{aligned}
$$

It is obvious that $Q_{T}=\Omega \times[0, T]$ and $\Gamma_{T}=\Gamma \times[0, T]$ are transformed onto $\bigcup_{0 \leq t \leq T}\left(\Omega_{t} \times\{t\}\right)$ and $\bigcup_{0 \leq t \leq T}\left(\Gamma_{t} \times\{t\}\right)$, respectively, by $e_{d}$. Denoting simply by $\theta, \boldsymbol{v}$, and $p$ the transformed functions $\theta \circ e_{d}, \boldsymbol{v} \circ e_{d}$, and $p \circ e_{d}$, respectively, we reduce problem (1.1)-(1.6) to that in the fixed domain $Q_{T}$ in variables $(y, t)$ :

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{v}}{\partial t}+\left(\boldsymbol{h}_{d} \cdot \nabla\right) \boldsymbol{v}+\left(\boldsymbol{v} \cdot \nabla_{d}\right) \boldsymbol{v}-\nu \nabla_{d}^{2} \boldsymbol{v}+\nabla_{d} p=\boldsymbol{f}(\theta), \quad \nabla_{d} \cdot \boldsymbol{v}=0 \quad \text { in } \quad Q_{T}  \tag{2.1}\\
\left.\boldsymbol{v}\right|_{t=0}=\boldsymbol{v}_{0} \quad \text { on } \quad \bar{\Omega}, \\
\boldsymbol{v} \cdot \boldsymbol{n}_{d}=\left(1-\frac{\varrho_{e}}{\varrho}\right) \mathcal{V}, \quad 2 \nu \Pi_{d} \mathbf{D}_{d}(\boldsymbol{v}) \boldsymbol{n}_{d}=\Pi_{d}\left[\boldsymbol{v}\left(\boldsymbol{v}-\mathcal{V} \boldsymbol{n}_{d}\right)^{*}\right] \boldsymbol{n}_{d} \quad \text { on } \quad \Gamma_{T} \\
\boldsymbol{v}=0 \quad \text { on } \quad \Sigma_{T}
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\frac{\partial \theta}{\partial t}+\left(\boldsymbol{h}_{d} \cdot \nabla\right) \theta+\left(\boldsymbol{v} \cdot \nabla_{d}\right) \theta-\frac{1}{\varrho C_{p}} \nabla_{d} \cdot\left(\kappa(\theta) \nabla_{d} \theta\right)  \tag{2.2}\\
=\frac{\nu}{2 C_{p}} \sum_{i, k}\left(\sum_{j}\left\{a^{k j} \frac{\partial v_{i}}{\partial y_{j}}+a^{i j} \frac{\partial v_{k}}{\partial y_{j}}\right\}\right)^{2} \quad \text { in } Q_{T} \\
\left.\theta\right|_{t=0}=\theta_{0} \quad \text { on } \bar{\Omega}, \\
\theta=\theta_{1}, \quad \frac{\partial d}{\partial t}+c_{0}\left(\nabla_{d} \Phi_{d} \cdot \nabla_{d} \theta\right)=0 \quad \text { on } \quad \Gamma_{T} \\
d(\omega, 0)=0 \quad \text { on } \Gamma \\
\theta=\theta_{2} \quad \text { on } \quad \Sigma_{T}
\end{array}\right.
$$

Here we use the notation

$$
\nabla_{d}=\left(E_{d}^{*}\right)^{-1} \nabla, \quad \boldsymbol{h}_{d}=\frac{\partial y}{\partial t} \circ e_{d}, \quad \boldsymbol{n}_{d}=\frac{\nabla_{d} \eta}{\left|\nabla_{d} \eta\right|}, \quad \mathbf{D}_{d}(\boldsymbol{v})=\mathbf{D}(\boldsymbol{v}) \circ e_{d}, \quad \Pi_{d} g=\Pi g \circ e_{d}
$$

$E_{d}=\left(a_{i j}\right)$ is the Jacobian matrix of the mapping from $y$ to $x, E_{d}^{*}$ is the transposed matrix of $E_{d}$, and $a^{i j}$ is the $(i, j)$-component of $\left(E_{d}^{*}\right)^{-1}$.

It is obvious that there exist the extensions $\hat{\theta} \in C^{3+\alpha, \frac{3+\alpha}{2}}\left(Q_{T}\right), \hat{d} \in C^{4+\alpha, \frac{4+\alpha}{2}}\left(\Gamma_{T}\right)$, $\hat{\boldsymbol{v}} \in C^{2+\alpha, \frac{2+\alpha}{2}}\left(Q_{T}\right), \nabla \hat{p} \in C^{\alpha, \frac{\alpha}{2}}\left(Q_{T}\right)$ which satisfy the conditions

$$
\left\{\begin{array}{l}
\hat{\theta}(y, 0)=\theta_{0}(y), \quad \frac{\partial \hat{\theta}}{\partial t}(y, 0)=\theta^{(1)}(y) \\
\hat{d}(\omega, 0)=0, \quad \frac{\partial \hat{d}}{\partial t}(\omega, 0)=d^{(1)}(\omega), \quad \frac{\partial^{2} \hat{d}}{\partial t^{2}}(\omega, 0)=d^{(2)}(\omega) \\
\hat{\boldsymbol{v}}(y, 0)=\boldsymbol{v}_{0}(y), \quad \frac{\partial \hat{\boldsymbol{v}}}{\partial t}(y, 0)=\boldsymbol{v}^{(1)}(y) \\
\nabla \hat{p}(y, 0)=-\boldsymbol{v}^{(1)}(y)-\left(\boldsymbol{v}_{0}(y) \cdot \nabla\right) \boldsymbol{v}_{0}(y)+\nu \nabla^{2} \boldsymbol{v}_{0}(y)+\boldsymbol{f}\left(\theta_{0}\right)
\end{array}\right.
$$

where $\theta^{(1)}, d^{(1)}, d^{(2)}$, and $\boldsymbol{v}^{(1)}$ are defined from the compatibility conditions of the equations and data in (2.1) and (2.2). It is clear that such extensions can be taken to satisfy the inequality

$$
|\hat{\theta}|_{Q_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+|\hat{d}|_{\Gamma_{T}}^{\left(4+\alpha, \frac{4+\alpha}{2}\right)}+|\nabla \hat{p}|_{Q_{T}}^{\left(\alpha, \frac{\alpha}{2}\right)}+|\hat{\boldsymbol{v}}|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)} \leq C\left(\left|\theta_{0}\right| \frac{1}{\Omega}^{(3+\alpha)}+\left|\boldsymbol{v}_{0}\right|_{\frac{(2+\alpha)}{\Omega}}^{(2+\alpha)}\right)
$$

with a constant $C$ being bounded as $T \rightarrow 0$.
Then by introducing the new functions $w \equiv \theta-\hat{\theta}-\chi \sigma \partial \hat{\theta} / \partial n, \sigma \equiv d-\hat{d}, \boldsymbol{u} \equiv \boldsymbol{v}-\hat{\boldsymbol{v}}$ and $\nabla q \equiv \nabla p-\nabla \hat{p}$, problems (2.1) and (2.2) can be written in the equivalent form

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}}{\partial t}-\nu \Delta \boldsymbol{u}+\nabla q=\boldsymbol{f}\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)-\frac{\partial \hat{\boldsymbol{v}}}{\partial t}-\left(\boldsymbol{h}_{\sigma+\hat{d}} \cdot \nabla\right)(\boldsymbol{u}+\hat{\boldsymbol{v}}) \\
\quad+\nu\left(\nabla_{\sigma+\hat{d}}^{2}-\nabla^{2}\right)(\boldsymbol{u}+\hat{\boldsymbol{v}})+\nu \Delta \hat{\boldsymbol{v}}-\left((\boldsymbol{u}+\hat{\boldsymbol{v}}) \cdot \nabla_{\sigma+\hat{d}}\right)(\boldsymbol{u}+\hat{\boldsymbol{v}}) \\
\quad-\nabla_{\sigma+\hat{d}}(q+\hat{p})+\nabla q \equiv \mathcal{F}_{1}(\boldsymbol{u}, \nabla q, w, \sigma) \quad \text { in } Q_{T}, \\
\nabla \cdot \boldsymbol{u}=-\left(\nabla_{\sigma+\hat{d}}-\nabla\right) \cdot \boldsymbol{u}-\nabla_{\sigma+\hat{d}} \cdot \hat{\boldsymbol{v}} \equiv \mathcal{F}_{2}(\boldsymbol{u}, \sigma) \quad \text { in } Q_{T}, \\
\left.\boldsymbol{u}\right|_{t=0}=0 \quad \text { on } \quad \bar{\Omega}, \\
\begin{array}{r}
\boldsymbol{u} \cdot \boldsymbol{n}=-\boldsymbol{u} \cdot\left(\boldsymbol{n}_{\sigma+\hat{d}}-\boldsymbol{n}\right)-\hat{\boldsymbol{v}} \cdot \boldsymbol{n}_{\sigma+\hat{d}}+\left(1-\frac{\varrho_{e}}{\varrho}\right)\left(\frac{\partial \sigma}{\partial t}+\frac{\partial \hat{d}}{\partial t}\right) \\
\\
\equiv \mathcal{F}_{3}(\boldsymbol{u}, \sigma) \quad \text { on } \quad \Gamma_{T},
\end{array}  \tag{2.3}\\
2 \nu \Pi \mathbf{D}(\boldsymbol{u}) \boldsymbol{n}=-\left(2 \nu \Pi_{\sigma+\hat{d}} \mathbf{D}_{\sigma+\hat{d}}(\boldsymbol{u}+\hat{\boldsymbol{v}}) \boldsymbol{n}_{\sigma+\hat{d}}-2 \nu \Pi \mathbf{D}(\boldsymbol{u}+\hat{\boldsymbol{v}}) \boldsymbol{n}\right) \\
-2 \nu \Pi D^{2}(\hat{\boldsymbol{v}}) \boldsymbol{n}+\Pi_{\sigma+\hat{d}}\left[(\boldsymbol{u}+\hat{\boldsymbol{v}})\left(\boldsymbol{u}+\hat{\boldsymbol{v}}-\frac{\partial}{\partial t}(\sigma+\hat{d}) \boldsymbol{n}_{\sigma+\hat{d}}\right)^{*}\right] \boldsymbol{n}_{\sigma+\hat{d}} \\
\equiv \mathcal{F}_{4}(\boldsymbol{u}, \sigma) \quad \text { on } \quad \Gamma_{T},
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\frac{\partial w}{\partial t}-\frac{1}{\varrho C_{p}} \nabla \cdot(\kappa(\hat{\theta}) \nabla w)=-\frac{\partial}{\partial t}\left(\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right) \\
\quad-\left(\boldsymbol{h}_{\sigma+\hat{d}} \cdot \nabla\right)\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)-\left((\boldsymbol{u}+\hat{\boldsymbol{v}}) \cdot \nabla_{\sigma+\hat{d}}\right)\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right) \\
\quad+\frac{1}{\varrho C_{p}} \nabla \cdot\left(\kappa(\hat{\theta}) \nabla\left(\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)\right) \\
\quad-\frac{1}{\varrho C_{p}} \nabla \cdot\left(\kappa(\hat{\theta}) \nabla\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)\right) \\
\quad+\frac{1}{\varrho C_{p}} \nabla_{\sigma+\hat{d}} \cdot\left(\kappa\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right) \nabla_{\sigma+\hat{d}}\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)\right) \\
\quad+\frac{\nu}{2 C_{p}} \sum_{i, k}\left(\sum_{j}\left\{a^{k j} \frac{\partial\left(u_{i}+\hat{v}_{i}\right)}{\partial y_{j}}+a^{i j} \frac{\partial\left(u_{k}+\hat{v}_{k}\right)}{\partial y_{j}}\right\}\right)^{2} \\
\equiv \mathcal{F}_{5}(\boldsymbol{u}, w, \sigma) \quad \text { in } \quad Q_{T},
\end{array} \quad \begin{array}{l}
\left.w\right|_{t=0}=0 \quad \text { on } \quad \bar{\Omega}, \\
\begin{array}{l}
w+\frac{\partial \hat{\theta}}{\partial n} \sigma=\theta_{1}-\hat{\theta} \quad \text { on } \quad \Gamma_{T}, \\
\frac{\partial \sigma}{\partial t}+c_{0}(\nabla \eta \cdot \nabla w)=-\frac{\partial \hat{d}}{\partial t}-c_{0}\left(\nabla_{\sigma+\hat{d}} \eta \cdot \nabla_{\sigma+\hat{d}}\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)\right) \\
+c_{0}\left(\nabla \eta \cdot \nabla\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)\right)-c_{0}\left(\nabla \eta \cdot \nabla\left(\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)\right) \\
\equiv \mathcal{F}_{6}(w, \sigma) \quad \text { on } \quad \Gamma_{T},
\end{array} \\
\left.\sigma\right|_{t=0}=0 \quad \text { on } \quad \Gamma, \\
w=\theta_{2}-\hat{\theta} \quad \text { on } \quad \Sigma_{T} .
\end{array}\right.
$$

3. Linear problems. In this section we consider the linear problems

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}}{\partial t}-\nu \Delta \boldsymbol{u}+\nabla p=\boldsymbol{F}_{1}, \quad \nabla \cdot \boldsymbol{u}=F_{2} \quad \text { in } \quad Q_{T}, \\
\left.\boldsymbol{u}\right|_{t=0}=0 \quad \text { on } \bar{\Omega}, \\
\boldsymbol{u} \cdot \boldsymbol{n}=F_{3}, \quad \text { пD }(\boldsymbol{u}) \boldsymbol{n}=\boldsymbol{F}_{4} \quad \text { on } \quad \Gamma_{T}, \\
\boldsymbol{u}=\boldsymbol{G}_{1} \quad \text { on } \quad \Sigma_{T},
\end{array}\right.  \tag{3.1}\\
& \left\{\begin{array}{l}
\frac{\partial w}{\partial t}-\frac{1}{\varrho C_{p}} \nabla \cdot(\kappa(\hat{\theta}) \nabla w)=F_{5} \quad \text { in } \quad Q_{T}, \\
\left.w\right|_{t=0}=0 \quad \text { on } \bar{\Omega}, \\
w+\frac{\partial \hat{\theta}}{\partial n} \sigma=F_{6}, \quad \frac{\partial \sigma}{\partial t}+c_{0} \frac{\partial w}{\partial n}=F_{7} \quad \text { on } \quad \Gamma_{T}, \\
w=G_{2} \quad \text { on } \quad \Sigma_{T} .
\end{array}\right. \tag{3.2}
\end{align*}
$$

We will solve problems (3.1) and (3.2) separately. First we consider the following model problem in the half-space $D_{\infty}^{3}=R_{+}^{3} \times(0, \infty), R_{+}^{3}=\left\{\left(z_{1}, z_{2}, z_{3}\right) \in \mathbf{R}^{3} \mid z_{3}>0\right\}$.

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}}{\partial t}-\nu \Delta \boldsymbol{u}+\nabla p=0, \quad \nabla \cdot \boldsymbol{u}=0 \quad \text { in } \quad D_{\infty}^{3}  \tag{3.3}\\
\left.\boldsymbol{u}\right|_{t=0}=0 \quad \text { on } \quad R_{+}^{3}, \\
\frac{\partial u_{3}}{\partial z_{j}}+\frac{\partial u_{j}}{\partial z_{3}}=b_{j} \quad(j=1,2), \quad u_{3}=0 \quad \text { on } \quad R_{\infty}^{2}
\end{array}\right.
$$

where $b_{j}, j=1,2$, are given functions defined on $R_{\infty}^{2}=\mathbf{R}^{2} \times(0, \infty)$.
By means of Fourier transformation with respect to $z^{\prime}=\left(z_{1}, z_{2}\right)$ and Laplace transformation with respect to $t$,

$$
[\mathcal{F} f]\left(\xi^{\prime}, z_{3}, s\right) \equiv \tilde{f}\left(\xi^{\prime}, z_{3}, s\right)=\int_{0}^{\infty} \mathrm{e}^{-s t} d t \int_{\mathbf{R}^{2}} \mathrm{e}^{-i z^{\prime} \cdot \xi^{\prime}} f\left(z^{\prime}, z_{3}, t\right) d z^{\prime}
$$

the solution of the transformed problem of (3.3) can be represented as

$$
\left\{\begin{array}{l}
\tilde{u}_{j}=\frac{e_{0}\left(z_{3}\right)}{r}+\frac{i \xi_{j}}{\left|\xi^{\prime}\right|\left(r+\left|\xi^{\prime}\right|\right)} \sum_{k=1,2} i \xi_{k} \tilde{b}_{k}\left(e_{0}\left(z_{3}\right)-e_{1}\left(z_{3}\right)\right), \quad j=1,2  \tag{3.4}\\
\tilde{u}_{3}=\frac{e_{1}\left(z_{3}\right)}{r+\left|\xi^{\prime}\right|} \sum_{k=1,2} i \xi_{k} \tilde{b}_{k}, \quad \tilde{p}=-\frac{\nu}{\left|\xi^{\prime}\right|} e_{2}\left(z_{3}\right) \sum_{k=1,2} i \xi_{k} \tilde{b}_{k}
\end{array}\right.
$$

where

$$
\begin{aligned}
e_{0}\left(z_{3}\right) & =e^{-r z_{3}}, \quad e_{1}\left(z_{3}\right)=\frac{e^{-r z_{3}}-e^{-\left|\xi^{\prime}\right| z_{3}}}{r-\left|\xi^{\prime}\right|}, \quad e_{2}\left(z_{3}\right)=e^{-\left|\xi^{\prime}\right| z_{3}} \\
r^{2} & =\frac{s}{\nu}+\xi^{\prime 2}, \quad s=a+i \xi_{0}, \quad \xi^{\prime 2}=\xi_{1}^{2}+\xi_{2}^{2} \quad(\text { see }[24])
\end{aligned}
$$

From (3.4) we can easily obtain

$$
\begin{equation*}
|\boldsymbol{u}|_{D_{T}^{3}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+|\nabla p|_{D_{T}^{3}}^{\left(\alpha, \frac{\alpha}{2}\right)} \leq C \sum_{k=1,2}\left|b_{k}\right|_{R_{T}^{2}}^{\left(1+\alpha, \frac{1+\alpha}{2}\right)} \tag{3.5}
\end{equation*}
$$

where $D_{T}^{3}=R_{+}^{3} \times(0, T), R_{T}^{2}=\mathbf{R}^{2} \times(0, T)$.
Second we proceed to the nonhomogeneous problem

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}}{\partial t}-\nu \Delta \boldsymbol{u}+\nabla p=\boldsymbol{f}, \quad \nabla \cdot \boldsymbol{u}=g \quad \text { in } \quad D_{T}^{3}  \tag{3.6}\\
\left.\boldsymbol{u}\right|_{t=0}=0 \quad \text { on } \quad R_{+}^{3}, \\
\frac{\partial u_{3}}{\partial z_{j}}+\left.\frac{\partial u_{j}}{\partial z_{3}}\right|_{z_{3}=0}=b_{j} \quad(j=1,2),\left.\quad u_{3}\right|_{z_{3}=0}=b_{3} \quad \text { on } \quad R_{T}^{2}
\end{array}\right.
$$

It is obvious that the solution of problem (3.6) is given by

$$
\boldsymbol{u}=\boldsymbol{u}^{\prime}+\nabla \phi+\boldsymbol{u}^{\prime \prime}, \quad p=\pi-\frac{\partial \phi}{\partial t}+\nu \Delta \phi
$$

where $\boldsymbol{u}^{\prime}$ is a solution to the Dirichlet problem of the heat equation

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}^{\prime}}{\partial t}-\nu \Delta \boldsymbol{u}^{\prime}=\boldsymbol{f} \quad \text { in } D_{T}^{3}  \tag{3.7}\\
\left.\boldsymbol{u}^{\prime}\right|_{t=0}=0,\left.\quad \boldsymbol{u}^{\prime}\right|_{z_{3}=0}=0 \quad \text { on } \quad R_{T}^{2}
\end{array}\right.
$$

$\phi$ is a solution of the Neumann problem of the elliptic equation with a parameter $t$

$$
\left\{\begin{array}{l}
\Delta \phi=g-\nabla \cdot \boldsymbol{u}^{\prime} \quad \text { in } \quad R_{+}^{3}  \tag{3.8}\\
\left.\frac{\partial \phi}{\partial z_{3}}\right|_{z_{3}=0}=b_{3} \quad \text { on } \quad \mathbf{R}^{2}
\end{array}\right.
$$

and $\left(\boldsymbol{u}^{\prime \prime}, \pi\right)$ is a solution of problem

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}^{\prime \prime}}{\partial t}-\nu \Delta \boldsymbol{u}^{\prime \prime}+\nabla \pi=0, \quad \nabla \cdot \boldsymbol{u}^{\prime \prime}=0 \quad \text { in } \quad D_{T}^{3}  \tag{3.9}\\
\left.\boldsymbol{u}^{\prime \prime}\right|_{t=0}=0 \quad \text { on } \quad R_{+}^{3} \\
\left.\left(\frac{\partial u_{3}^{\prime \prime}}{\partial z_{j}}+\frac{\partial u_{j}^{\prime \prime}}{\partial z_{3}}\right)\right|_{z_{3}=0}=b_{j}-\frac{\partial u_{3}^{\prime}}{\partial z_{j}}-\frac{\partial u_{j}^{\prime}}{\partial z_{3}}-\left.2 \frac{\partial^{2} \phi}{\partial z_{3} \partial z_{j}}\right|_{z_{3}=0} \quad(j=1,2), \\
\left.u_{3}^{\prime \prime}\right|_{z_{3}=0}=0 \quad \text { on } \quad R_{T}^{2}
\end{array}\right.
$$

It is well known that problems (3.7) and (3.8) have solutions satisfying

$$
\begin{gathered}
\left|\boldsymbol{u}^{\prime}\right|_{D_{T}^{3}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)} \leq C|\boldsymbol{f}|_{D_{T}^{3}}^{\left(\alpha, \frac{\alpha}{2}\right)} \\
|\nabla \phi|_{R_{+}^{3}}^{(2+\alpha)} \leq C\left(|g|_{R_{+}^{3}}^{(1+\alpha)}+\left|\boldsymbol{u}^{\prime}\right|_{R_{+}^{3}}^{(2+\alpha)}+\left|b_{3}\right|_{\mathbf{R}^{2}}^{(2+\alpha)}\right)
\end{gathered}
$$

With regard to problem (3.9), it follows from (3.5) that

$$
\begin{aligned}
& \left|\boldsymbol{u}^{\prime \prime}\right|_{D_{T}^{3}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+|\nabla \pi|_{D_{T}^{3}}^{\left(\alpha, \frac{\alpha}{2}\right)} \\
& \leq C\left(\sum_{j=1,2}\left|b_{j}\right|_{R_{T}^{2}}^{\left(1+\alpha, \frac{1+\alpha}{2}\right)}+\left|\boldsymbol{u}^{\prime}\right|_{R_{T}^{2}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+|\nabla \phi|_{R_{T}^{2}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}\right)
\end{aligned}
$$

Thus the solution of problem (3.6) is evaluated as follows:

$$
|\boldsymbol{u}|_{D_{T}^{3}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+|\nabla p|_{D_{T}^{3}}^{\left(\alpha, \frac{\alpha}{2}\right)} \leq C\left(|\boldsymbol{f}|_{D_{T}^{3}}^{\left(\alpha, \frac{\alpha}{2}\right)}+|g|_{D_{T}^{3}}^{\left(1+\alpha, \frac{1+\alpha}{2}\right)}+\sum_{j=1,2}\left|b_{j}\right|_{R_{T}^{2}}^{\left(1+\alpha, \frac{1+\alpha}{2}\right)}\right)
$$

Finally we solve problem (3.1) by a regularizer. Let $\left\{\omega^{(k)}\right\}$ and $\left\{\Omega^{(k)}\right\}$ be two systems of the coverings of $\bar{\Omega}$ constructed in the same way as in [12] and let $\lambda$ be a positive constant determined later. For $k \in M_{1}, \omega^{(k)}$ and $\Omega^{(k)}$ are three-dimensional cubes included completely in $\Omega$ with common centers and with the length of their edges, in parallel directions of axes, equal to $\lambda / 2$ and $\lambda$, respectively. For $k \in M_{2}, \omega^{(k)}$ and $\Omega^{(k)}$ have common parts with $\Sigma$ which are defined in the local coordinates $\{z\}$ in the neighborhood of $\Sigma$ as follows:

$$
\omega^{(k)}=\Pi_{x}^{z}\left\{\left|z_{i}\right| \leq \frac{\lambda}{2} \quad(i=1,2), \quad 0 \leq z_{3}-F\left(z_{1}, z_{2}\right) \leq \lambda\right\}
$$

and

$$
\Omega^{(k)}=\Pi_{x}^{z}\left\{\left|z_{i}\right| \leq \lambda \quad(i=1,2), \quad 0 \leq z_{3}-F\left(z_{1}, z_{2}\right) \leq 2 \lambda\right\}
$$

respectively, where $z_{3}=F\left(z_{1}, z_{2}\right)$ represents $\Sigma$ and $\Pi_{x}^{z}$ is the transformation from $z$ to $x$. For $k \in M_{3}, \omega^{(k)}$ and $\Omega^{(k)}$, which are adjacent to $\Gamma$, are defined in the same way as $\omega^{(k)}$ and $\Omega^{(k)}$ for $k \in M_{2}$. Furthermore, we introduce the partitions of unity $\left\{\xi^{(k)}\right\}$ and $\left\{\eta^{(k)}\right\}$ subordinated to $\left\{\Omega^{(k)}\right\}$ and $\left\{\omega^{(k)}\right\}$ such that

$$
\begin{gathered}
\xi^{(k)}(x)=\left\{\begin{array}{ll}
1 & \left(x \in \omega^{(k)}\right), \\
0 & \left(x \in \Omega \backslash \Omega^{(k)}\right),
\end{array} \quad 0 \leq \xi^{(k)}(x) \leq 1,\right. \\
\left|D_{x}^{\alpha} \xi^{(k)}(x)\right| \leq C \lambda^{-|\alpha|}, \quad \eta^{(k)}(x)=\frac{\xi^{(k)}(x)}{\sum_{k} \xi^{(k)}(x)^{2}} .
\end{gathered}
$$

Then a regularizer $\mathcal{R}$ is defined by

$$
\mathcal{R} H=\sum_{k \in M_{1}} \eta^{(k)}\left(\boldsymbol{u}_{1}^{(k)}, p_{1}^{(k)}\right)+\sum_{j=2,3} \sum_{k \in M_{j}} \eta^{(k)} \Pi_{x}^{z}\left(\boldsymbol{u}_{j}^{(k)}, p_{j}^{(k)}\right),
$$

where $H=\left(\boldsymbol{F}_{1}, F_{2}, F_{3}, \boldsymbol{F}_{4}, \boldsymbol{G}_{1}\right)$. Here $\left(\boldsymbol{u}_{1}^{(k)}, p_{1}^{(k)}\right)$ is a solution of the problem

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}_{1}^{(k)}}{\partial t}-\nu \Delta \boldsymbol{u}_{1}^{(k)}+\nabla p_{1}^{(k)}=\xi^{(k)} \boldsymbol{F}_{1}, \quad \nabla \cdot \boldsymbol{u}_{1}^{(k)}=\xi^{(k)} F_{2} \quad \text { in } \quad R_{T}^{3} \\
\left.\boldsymbol{u}_{1}^{(k)}\right|_{t=0}=0 \quad \text { on } \quad \mathbf{R}^{3}
\end{array}\right.
$$

$\left(\boldsymbol{u}_{2}^{(k)}, p_{2}^{(k)}\right)$ is a solution of the problem

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}_{2}^{(k)}}{\partial t}-\nu \Delta \boldsymbol{u}_{2}^{(k)}+\nabla p_{2}^{(k)}=\Pi_{z}^{x} \xi^{(k)} \boldsymbol{F}_{1}, \quad \nabla \cdot \boldsymbol{u}_{2}^{(k)}=\Pi_{z}^{x} \xi^{(k)} F_{2} \quad \text { in } \quad D_{T}^{3} \\
\left.\boldsymbol{u}_{2}^{(k)}\right|_{t=0}=0 \quad \text { on } \quad R_{+}^{3}, \\
\left.\boldsymbol{u}_{2}^{(k)}\right|_{z_{3}=0}=\Pi_{z}^{x} \xi^{(k)} \boldsymbol{G}_{1} \quad \text { on } \quad R_{T}^{2}
\end{array}\right.
$$

and $\left(\boldsymbol{u}_{3}^{(k)}, p_{3}^{(k)}\right)$ is a solution of the problem

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{u}_{3}^{(k)}}{\partial t}-\nu \Delta \boldsymbol{u}_{3}^{(k)}+\nabla p_{3}^{(k)}=\Pi_{z}^{x} \xi^{(k)} \boldsymbol{F}_{1}, \quad \nabla \cdot \boldsymbol{u}_{3}^{(k)}=\Pi_{z}^{x} \xi^{(k)} F_{2} \quad \text { in } D_{T}^{3}, \\
\left.\boldsymbol{u}_{3}^{(k)}\right|_{t=0}=0 \quad \text { on } \quad R_{+}^{3}, \\
\left.u_{3,3}^{(k)}\right|_{z_{3}=0}=\Pi_{z}^{x} \xi^{(k)} F_{3}, \quad \frac{\partial u_{3,3}^{(k)}}{\partial z_{j}}+\left.\frac{\partial u_{3, j}^{(k)}}{\partial z_{3}}\right|_{z_{3}=0}=\Pi_{z}^{x} \xi^{(k)} F_{4, j} \quad(j=1,2) \quad \text { on } \quad R_{T}^{2}
\end{array}\right.
$$

It is not difficult to see that $\mathcal{R} H=(\overline{\boldsymbol{v}}, \bar{q}), H=\left(\boldsymbol{F}_{1}, F_{2}, F_{3}, \boldsymbol{F}_{4}, \boldsymbol{G}_{1}\right)$ satisfies

$$
\left\{\begin{array}{l}
\frac{\partial \overline{\boldsymbol{v}}}{\partial t}-\nu \Delta \overline{\boldsymbol{v}}+\nabla \bar{q}=\boldsymbol{F}_{1}-\mathcal{T}_{1} H, \quad \nabla \cdot \overline{\boldsymbol{v}}=F_{2}-\mathcal{T}_{2} H \quad \text { in } \quad Q_{T} \\
\left.\overline{\boldsymbol{v}}\right|_{t=0}=0 \quad \text { on } \quad \bar{\Omega}, \\
\overline{\boldsymbol{v}} \cdot \boldsymbol{n}=F_{3}-\mathcal{T}_{3} H, \quad \Pi D(\overline{\boldsymbol{v}}) \boldsymbol{n}=\boldsymbol{F}_{4}-\mathcal{T}_{4} H \quad \text { on } \quad \Gamma_{T}, \\
\overline{\boldsymbol{v}}=\boldsymbol{G}_{1}-\mathcal{S}_{1} H \quad \text { on } \quad \Sigma_{T},
\end{array}\right.
$$

where

$$
\left\{\begin{aligned}
\mathcal{T}_{1} H= & -\nu \sum_{k \in M_{1}}\left\{\eta^{(k)} \Delta \boldsymbol{u}_{1}^{(k)}-\Delta\left(\eta^{(k)} \boldsymbol{u}_{1}^{(k)}\right)\right\} \\
& -\nu \sum_{j=2,3} \sum_{k \in M_{j}}\left\{\eta^{(k)} \Pi_{x}^{z}\left(\Delta-\bar{\nabla}^{2}\right) \boldsymbol{u}_{j}^{(k)}+\eta^{(k)} \Pi_{x}^{z}\left(\bar{\nabla}^{2} \boldsymbol{u}_{j}^{(k)}\right)-\Delta\left(\eta^{(k)} \Pi_{x}^{z} \boldsymbol{u}_{j}^{(k)}\right)\right\} \\
& +\sum_{k \in M_{1}}\left\{\eta^{(k)} \nabla p_{1}^{(k)}-\nabla\left(\eta^{(k)} p_{1}^{(k)}\right)\right\} \\
& +\sum_{j=2,3} \sum_{3 \in M_{j}}\left\{\eta^{(k)} \Pi_{x}^{z}(\nabla-\bar{\nabla}) p_{j}^{(k)}+\eta^{(k)} \Pi_{x}^{z} \bar{\nabla} p_{j}^{(k)}-\nabla\left(\eta^{(k)} \Pi_{x}^{z} p_{j}^{(k)}\right)\right\}, \\
\mathcal{T}_{2} H= & \sum_{k \in M_{1}}\left\{\eta^{(k)} \nabla \cdot \boldsymbol{u}_{1}^{(k)}-\nabla \cdot\left(\eta^{(k)} \boldsymbol{u}_{1}^{(k)}\right)\right\} \\
& +\sum_{j=2,3} \sum_{k \in M_{j}}\left\{\eta^{(k)} \Pi_{x}^{z}(\nabla-\bar{\nabla}) \cdot \boldsymbol{u}_{j}^{(k)}+\eta^{(k)} \Pi_{x}^{z}\left(\bar{\nabla} \cdot \boldsymbol{u}_{j}^{(k)}\right)-\nabla \cdot\left(\eta^{(k)} \Pi_{x}^{z} \boldsymbol{u}_{j}^{(k)}\right)\right\}, \\
\mathcal{T}_{3} H= & \sum_{k \in M_{3}}\left\{\eta^{(k)} \Pi_{x}^{z}\left(\boldsymbol{u}_{3}^{(k)} \cdot \boldsymbol{n}_{0}\right)-\left(\eta^{(k)} \Pi_{x}^{z} \boldsymbol{u}_{3}^{(k)}\right) \cdot \boldsymbol{n}\right\}, \\
\mathcal{T}_{4} H= & \sum_{k \in M_{3}}\left\{\eta^{(k)} \Pi_{x}^{z}\left(\Pi_{0}\left(\mathbf{D}\left(\boldsymbol{u}_{3}^{(k)}\right)-\overline{\mathbf{D}}\left(\boldsymbol{u}_{3}^{(k)}\right)\right) \boldsymbol{n}_{0}\right)\right\} \\
& +\sum_{k \in M_{3}}\left\{\eta^{(k)} \Pi_{x}^{z}\left(\Pi_{0} \overline{\mathbf{D}}\left(\boldsymbol{u}_{3}^{(k)}\right) \boldsymbol{n}_{0}\right)-\Pi \mathbf{D}\left(\eta^{(k)} \Pi_{x}^{z} \boldsymbol{u}_{3}^{(k)}\right) \boldsymbol{n}\right\}, \\
\mathcal{S}_{1} H= & 0,
\end{aligned}\right.
$$

$\bar{\nabla}={ }^{t}\left(\partial x_{i} / \partial z_{j}\right)^{-1} \nabla, \overline{\mathbf{D}}=\Pi_{z}^{x} \mathbf{D}, \boldsymbol{n}_{0}={ }^{t}(0,0,1), \Pi_{0} \boldsymbol{g}=\boldsymbol{g}-\left(\boldsymbol{g} \cdot \boldsymbol{n}_{0}\right) \boldsymbol{n}_{0}$, and $\Pi \boldsymbol{g}=$ $\boldsymbol{g}-(\boldsymbol{g} \cdot \boldsymbol{n}) \boldsymbol{n}$. This means that $\mathcal{R}$ is an operator defined on the space

$$
\begin{aligned}
\mathcal{H}=C_{0}^{\alpha, \frac{\alpha}{2}}\left(Q_{T}\right) & \times C_{0}^{1+\alpha, \frac{1+\alpha}{2}}\left(Q_{T}\right) \\
& \times C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(\Gamma_{T}\right) \times C_{0}^{1+\alpha, \frac{1+\alpha}{2}}\left(\Gamma_{T}\right) \times C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(\Sigma_{T}\right)
\end{aligned}
$$

with the range $C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(Q_{T}\right) \times C_{0}^{\alpha, \frac{\alpha}{2}}\left(Q_{T}\right)$.
We claim that the norm $\|\mathcal{T}\|$ of the operator $\mathcal{T}=\left(\mathcal{T}_{1}, \mathcal{T}_{2}, \mathcal{T}_{3}, \mathcal{T}_{4}, \mathcal{S}_{1}\right)$ on $\mathcal{H}$ is less than 1. Then we can find a solution of (3.1) in the form $\mathcal{R}(I-\mathcal{T})^{-1} H$. The proof of the contraction of $\mathcal{T}$ is not difficult. Indeed, for example, evaluating each term in $\mathcal{T}_{1}$, we have

$$
\begin{aligned}
\sup _{k}\left|\mathcal{T}_{1} H\right|_{Q_{T}^{(k)}}^{\left(\alpha, \frac{\alpha}{2}\right)} & \leq C\left(\lambda+\frac{T^{\frac{1}{2}}}{\lambda}+\frac{T}{\lambda^{2}}+T^{\frac{\alpha}{2}}\right) \sup _{k}\left\{\left|\boldsymbol{u}^{(k)}\right|_{Q_{T}^{(k)}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+\left|\nabla p^{(k)}\right|_{Q_{T}^{(k)}}^{\left(\alpha, \frac{\alpha}{2}\right)}\right\} \\
& \leq \frac{1}{2}\|H\|_{\mathcal{H}}, \quad Q_{T}^{(k)}=\Omega^{(k)} \times(0, T)
\end{aligned}
$$

for sufficiently small $\lambda$ and $T$. In the same way similar estimates for $\mathcal{T}_{j} H, j=2,3,4$ and $\mathcal{S}_{1}$ are derived. Hence we have the following theorem.

Theorem 3.1. Let us assume that

$$
\begin{gathered}
\boldsymbol{F}_{1} \in C_{0}^{\alpha, \frac{\alpha}{2}}\left(Q_{T}\right), F_{2} \in C_{0}^{1+\alpha, \frac{1+\alpha}{2}}\left(Q_{T}\right), \\
F_{3} \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(\Gamma_{T}\right), \boldsymbol{F}_{4} \in C_{0}^{1+\alpha, \frac{1+\alpha}{2}}\left(\Gamma_{T}\right), \boldsymbol{G}_{1} \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(\Sigma_{T}\right) .
\end{gathered}
$$

Then problem (3.1) has a unique solution $\boldsymbol{u} \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(Q_{T}\right), \nabla q \in C_{0}^{\alpha, \frac{\alpha}{2}}\left(Q_{T}\right)$ satisfying

$$
\begin{align*}
|\boldsymbol{u}|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+|\nabla q|_{Q_{T}}^{\left(\alpha, \frac{\alpha}{2}\right)} \leq C & \left(\left|\boldsymbol{F}_{1}\right|_{Q_{T}}^{\left(\alpha, \frac{\alpha}{2}\right)}+\left|F_{2}\right|_{Q_{T}}^{\left(1+\alpha, \frac{1+\alpha}{2}\right)}+\left|F_{3}\right|_{\Gamma_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}\right.  \tag{3.10}\\
& \left.+\left|\boldsymbol{F}_{4}\right|_{\Gamma_{T}}^{\left(1+\alpha, \frac{1+\alpha}{2}\right)}+\left|\boldsymbol{G}_{1}\right|_{\Sigma_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}\right),
\end{align*}
$$

where a constant $C$ depends only on $\boldsymbol{F}_{1}, F_{2}, F_{3}, \boldsymbol{F}_{4}, \boldsymbol{G}_{1}$, and $T$, and remains bounded as $T \rightarrow 0$.

Next we turn to problem (3.2). In the same way as above, first we treat the model problem

$$
\left\{\begin{array}{l}
\frac{\partial w^{\prime}}{\partial t}-a \Delta w^{\prime}=0 \quad \text { in } \quad D_{\infty}^{3}  \tag{3.11}\\
\left.w^{\prime}\right|_{t=0}=0 \quad \text { on } \quad R_{+}^{3} \\
w^{\prime}+b \sigma=0 \quad \frac{\partial \sigma}{\partial t}+c \frac{\partial w^{\prime}}{\partial z_{3}}=f \quad \text { on } \quad R_{\infty}^{2}
\end{array}\right.
$$

where $a, b$, and $c$ are positive constants, and $f$ is a given function in $C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(R_{\infty}^{2}\right)$ (see also [3]).

Making use of the Fourier-Laplace transformation, we obtain the explicit representation of the transformed unknowns

$$
\begin{equation*}
\tilde{w}^{\prime}=-b \tilde{\sigma} \exp \left[-\left(\frac{s+a \xi^{\prime 2}}{a}\right)^{1 / 2} z_{3}\right], \quad \tilde{\sigma}=\frac{\tilde{f}}{s+c b\left(a^{-1} s+\xi^{\prime 2}\right)^{1 / 2}} \tag{3.12}
\end{equation*}
$$

Since the inverse Fourier-Laplace transformation of the symbol $\left(s+c b\left(a^{-1} s+\xi^{2}\right)^{1 / 2}\right)^{-1}$ is

$$
\begin{aligned}
(3.13) K\left(z^{\prime}, t\right)= & \frac{a^{1 / 2}}{b c} \mathcal{F}^{-1}\left(\frac{1}{2 \pi^{1 / 2}} \int_{0}^{\frac{b c t}{a^{1 / 2}}} \tau\left(t-\frac{a^{1 / 2} \tau}{b c}\right)^{-3 / 2}\right. \\
& \left.\times \exp \left[-a \xi^{\prime 2}\left(t-\frac{a^{1 / 2} \tau}{b c}\right)-\frac{\tau^{2}}{4\left(t-a^{1 / 2} \tau / b c\right)}\right] d \tau\right) \\
= & \frac{1}{4 \pi^{1 / 2}} \frac{b c}{a^{3 / 2}} \int_{0}^{t} \tau(t-\tau)^{-5 / 2} \exp \left[-\frac{\left|z^{\prime}\right|^{2}}{4 a(t-\tau)}-\frac{c^{2} b^{2} \tau^{2}}{4 a(t-\tau)}\right] d \tau \\
= & \frac{1}{4 \pi^{1 / 2}} \frac{b c}{a^{3 / 2}} \int_{0}^{t}(t-\tau) \tau^{-5 / 2} \exp \left[-\frac{\left|z^{\prime}\right|^{2}}{4 a \tau}-\frac{c^{2} b^{2}(t-\tau)^{2}}{4 a \tau}\right] d \tau
\end{aligned}
$$

$\sigma\left(z^{\prime}, t\right)$ can be represented as

$$
\sigma\left(z^{\prime}, t\right)=\int_{0}^{t} \int_{\mathbf{R}^{2}} K\left(z^{\prime}-\xi^{\prime}, t-\tau\right) f\left(\xi^{\prime}, \tau\right) d \xi^{\prime} d \tau
$$

From (3.13) it follows that

$$
\left|D_{t}^{r} D_{z_{1}}^{s_{1}} D_{z_{2}}^{s_{2}} K\left(z^{\prime}, t\right)\right| \leq C(t)\left(\left|z^{\prime}\right|^{2}+t^{2}\right)^{-1-\left(r+s_{1}+s_{2}\right) / 2}
$$

Hence we have

$$
\begin{equation*}
\|\sigma\|_{R_{\infty}^{2}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)} \leq C|f|_{R_{\infty}^{2}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)} \tag{3.14}
\end{equation*}
$$

On the other hand, in (3.11) $w^{\prime}$ can be considered as a solution of the Dirichlet problem of heat equation; we find the estimate for $w^{\prime}$ as

$$
\left|w^{\prime}\right|_{D_{\infty}^{3}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)} \leq C b\|\sigma\|_{R_{\infty}^{2}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)} \leq C|f|_{R_{\infty}^{2}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}
$$

The nonhomogeneous case can be treated by adding the above $w^{\prime}$ to a solution $w^{\prime \prime}$ of the problem

$$
\left\{\begin{array}{l}
\frac{\partial w^{\prime \prime}}{\partial t}-a \Delta w^{\prime \prime}=h \quad \text { in } \quad D_{\infty}^{3} \\
\left.w^{\prime \prime}\right|_{t=0}=0 \quad \text { on } \quad R_{+}^{3} \\
w^{\prime \prime}=g \quad \text { on } \quad R_{\infty}^{2}
\end{array}\right.
$$

Thus we have the following theorem.
Theorem 3.2. Let us assume
$F_{5} \in C_{0}^{1+\alpha, \frac{1+\alpha}{2}}\left(Q_{T}\right), F_{6} \in C_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(\Gamma_{T}\right), F_{7} \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(\Gamma_{T}\right), G_{2} \in C_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(\Sigma_{T}\right)$.
Then problem (3.2) has a unique solution $w \in C_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(Q_{T}\right), \sigma \in \tilde{C}_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(\Gamma_{T}\right)$ satisfying

$$
\begin{gather*}
|w|_{Q_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\|\sigma\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}  \tag{3.15}\\
\leq C\left(\left|F_{5}\right|_{Q_{T}}^{\left(1+\alpha, \frac{1+\alpha}{2}\right)}+\left|F_{6}\right|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\left|F_{7}\right|_{\Gamma_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+\left|G_{2}\right|_{\Sigma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}\right)
\end{gather*}
$$

where a constant $C$ depends only on $F_{j}, j=5,6,7, G_{2}$, and $T$ and remains bounded as $T \rightarrow 0$.

Remark. Bazaliĭ and Degtyarev [3] derived the incorrect representation of the inverse Fourier-Laplace transformation of the symbol in (3.12); the correct formula is (3.13). However, the regularity of $\sigma$ in the form of (3.14) can be obtained in the same way as their work.
4. Proof of Theorem 1.1. We begin with the estimates of $\mathcal{F}_{j}, j=1, \ldots, 6$ in (2.3) and (2.4).

Lemma 4.1. Let $\sigma \in \tilde{C}_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(\Gamma_{T}\right), w \in C_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(Q_{T}\right)$ and $0<\alpha^{\prime}<\alpha<1$. Then the following inequalities hold for any $\boldsymbol{u}_{1}, \boldsymbol{u}_{2} \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(Q_{T}\right), \nabla q_{1}, \nabla q_{2} \in$ $C_{0}^{\alpha, \frac{\alpha}{2}}\left(Q_{T}\right)$ :

$$
\left\{\begin{array}{l}
\left|\mathcal{F}_{1}\left(\boldsymbol{u}_{1}, \nabla q_{1}, w, \sigma\right)-\mathcal{F}_{1}\left(\boldsymbol{u}_{2}, \nabla q_{2}, w, \sigma\right)\right|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)}  \tag{4.1}\\
\quad \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left(\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+\left|\nabla q_{1}-\nabla q_{2}\right|_{Q T}^{\left(\alpha, \frac{\alpha}{2}\right)}\right) \\
\left|\mathcal{F}_{2}\left(\boldsymbol{u}_{1}, \sigma\right)-\mathcal{F}_{2}\left(\boldsymbol{u}_{2}, \sigma\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)} \\
\left|\mathcal{F}_{3}\left(\boldsymbol{u}_{1}, \sigma\right)-\mathcal{F}_{3}\left(\boldsymbol{u}_{2}, \sigma\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)} \\
\left|\mathcal{F}_{4}\left(\boldsymbol{u}_{1}, \sigma\right)-\mathcal{F}_{4}\left(\boldsymbol{u}_{2}, \sigma\right)\right|_{\Gamma_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}
\end{array}\right.
$$

Let $\boldsymbol{u} \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(Q_{T}\right)$ and $\nabla q \in C_{0}^{\alpha, \frac{\alpha}{2}}\left(Q_{T}\right)$. Then the following inequalities hold for any $w_{1}, w_{2} \in C_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(Q_{T}\right), \sigma_{1}, \sigma_{2} \in \tilde{C}_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(\Gamma_{T}\right)$ :

$$
\left\{\begin{array}{l}
\left|\mathcal{F}_{1}\left(\boldsymbol{u}, \nabla q, w_{1}, \sigma_{1}\right)-\mathcal{F}_{1}\left(\boldsymbol{u}, \nabla q, w_{2}, \sigma_{2}\right)\right|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}  \tag{4.2}\\
\quad \leq C T^{\frac{2+\alpha-\alpha^{\prime}}{2}}\left(\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\left|u_{1}-u_{2}\right|_{Q_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}\right) \\
\left|\mathcal{F}_{2}\left(\boldsymbol{u}, \sigma_{1}\right)-\mathcal{F}_{2}\left(\boldsymbol{u}, \sigma_{2}\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{2+\alpha-\alpha^{\prime}}{2}}\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)} \\
\left|\mathcal{F}_{3}\left(\boldsymbol{u}, \sigma_{1}\right)-\mathcal{F}_{3}\left(\boldsymbol{u}, \sigma_{2}\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)} \\
\left|\mathcal{F}_{4}\left(\boldsymbol{u}, \sigma_{1}\right)-\mathcal{F}_{4}\left(\boldsymbol{u}, \sigma_{2}\right)\right|_{\Gamma_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{1+\alpha-\alpha^{\prime}}{2}}\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}
\end{array}\right.
$$

Here $C$ 's in (4.1)-(4.2) are constants depending on $T, w, \sigma, \boldsymbol{u}, q$, and bounded as $T \rightarrow$ 0.

Proof. Note that the definition of $E_{d}$ implies

$$
(4.3)\left|\left(E_{\sigma_{1}+\hat{d}}^{*}\right)^{-1}-\left(E_{\sigma_{2}+\hat{d}}^{*}\right)^{-1}\right|_{Q_{T}}^{\left(l+\alpha, \frac{l+\alpha}{2}\right)} \leq C\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(l+1+\alpha, \frac{l+1+\alpha}{2}\right)}, \quad l=0,1,2
$$

Then we have the following estimates:

$$
\begin{aligned}
& \left|\mathcal{F}_{1}\left(\boldsymbol{u}_{1}, \nabla q_{1}, w, \sigma\right)-\mathcal{F}_{1}\left(\boldsymbol{u}_{2}, \nabla q_{2}, w, \sigma\right)\right|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)} \\
& =\mid-\left(\boldsymbol{h}_{\sigma+\hat{d}} \cdot \nabla\right)\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right)+\nu\left(\nabla_{\sigma+\hat{d}}^{2}-\nabla^{2}\right)\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right) \\
& -\left(\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right) \cdot \nabla_{\sigma+\hat{d}}\right)\left(\boldsymbol{u}_{1}+\hat{\boldsymbol{v}}\right)+\left(\left(\boldsymbol{u}_{2}+\hat{\boldsymbol{v}}\right) \cdot \nabla_{\sigma+\hat{d}}\right)\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right) \\
& -\left.\left(\nabla_{\sigma+\hat{d}}-\nabla\right)\left(q_{1}-q_{2}\right)\right|_{Q_{T}} ^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)} \\
& \leq C\left(\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)}+\left|\nabla q_{1}-\nabla q_{2}\right|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)}\right) \\
& \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left(\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}+\left|\nabla q_{1}-\nabla q_{2}\right|_{Q_{T}}^{\left(\alpha, \frac{\alpha}{2}\right)}\right), \\
& \left|\mathcal{F}_{2}\left(\boldsymbol{u}_{1}, \sigma\right)-\mathcal{F}_{2}\left(\boldsymbol{u}_{2}, \sigma\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}=\left|-\left(\nabla_{\sigma+\hat{d}}-\nabla\right) \cdot\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& \leq C\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}, \\
& \left|\mathcal{F}_{3}\left(\boldsymbol{u}_{1}, \sigma\right)-\mathcal{F}_{3}\left(\boldsymbol{u}_{2}, \sigma\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)}=\left|-\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right) \cdot\left(\boldsymbol{n}_{\sigma+\hat{d}}-\boldsymbol{n}\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}, \\
& \begin{array}{l}
\left|\mathcal{F}_{4}\left(\boldsymbol{u}_{1}, \sigma\right)-\mathcal{F}_{4}\left(\boldsymbol{u}_{2}, \sigma\right)\right|_{\Gamma_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
\quad=\mid-2 \nu \Pi_{\sigma+\hat{d}} \mathbf{D}_{\sigma+\hat{d}}\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right) \boldsymbol{n}_{\sigma+\hat{d}}+2 \nu \Pi \mathbf{D}\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right) \boldsymbol{n}
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& +\Pi_{\sigma+\hat{d}}\left[\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right)\left(\boldsymbol{u}_{1}+\hat{\boldsymbol{v}}-\frac{\partial}{\partial t}(\sigma+\hat{d}) \boldsymbol{n}_{\sigma+\hat{d}}\right)^{*}\right] \boldsymbol{n}_{\sigma+\hat{d}} \\
& +\left.\Pi_{\sigma+\hat{d}}\left[\left(\boldsymbol{u}_{2}+\hat{\boldsymbol{v}}\right)\left(\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right)^{*}\right] \boldsymbol{n}_{\sigma+\hat{d}}\right|_{\Gamma_{T}} ^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
\leq & C\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)} .
\end{aligned}
$$

Further we have the following estimates:

$$
\begin{aligned}
& \left|\mathcal{F}_{1}\left(\boldsymbol{u}, \nabla q, w_{1}, \sigma_{1}\right)-\mathcal{F}_{1}\left(\boldsymbol{u}, \nabla q, w_{2}, \sigma_{2}\right)\right|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)} \\
& =\left\lvert\, \boldsymbol{f}\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)-\boldsymbol{f}\left(w_{2}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{2}\right)\right. \\
& -\left(\left(\boldsymbol{h}_{\sigma_{1}+\hat{d}}-\boldsymbol{h}_{\sigma_{2}+\hat{d}}\right) \cdot \nabla\right)(\boldsymbol{u}+\hat{\boldsymbol{v}})+\nu\left(\nabla_{\sigma_{1}+\hat{d}}^{2}-\nabla_{\sigma_{2}+\hat{d}}^{2}\right)(\boldsymbol{u}+\hat{\boldsymbol{v}}) \\
& -\left((\boldsymbol{u}+\hat{\boldsymbol{v}}) \cdot\left(\nabla_{\sigma_{1}+\hat{d}}-\nabla_{\sigma_{2}+\hat{d}}\right)\right)(\boldsymbol{u}+\hat{\boldsymbol{v}})-\left.\left(\nabla_{\sigma_{1}+\hat{d}}-\nabla_{\sigma_{2}+\hat{d}}\right)(q+\hat{p})\right|_{Q_{T}} ^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)} \\
& \leq C|D \boldsymbol{f}|^{(\alpha)}\left(\left|w_{1}-w_{2}\right|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)}+\left|\sigma_{1}-\sigma_{2}\right|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)}\right) \\
& +C\left|\left(E_{\sigma_{1}+\hat{d}}^{*}\right)^{-1}-\left(E_{\sigma_{2}+\hat{d}}^{*}\right)^{-1}\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& \leq C T^{\frac{2+\alpha-\alpha^{\prime}}{2}}\left(\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\left|w_{1}-w_{2}\right|_{Q_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}\right), \\
& \left|\mathcal{F}_{2}\left(\boldsymbol{u}, \sigma_{1}\right)-\mathcal{F}_{2}\left(\boldsymbol{u}, \sigma_{2}\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& =\left|-\left(\nabla_{\sigma_{1}+\hat{d}}-\nabla_{\sigma_{2}+\hat{d}}\right) \cdot \boldsymbol{u}-\left(\nabla_{\sigma_{1}+\hat{d}}-\nabla_{\sigma_{2}+\hat{d}}\right) \cdot \hat{\boldsymbol{v}}\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& \leq C\left|\left(E_{\sigma_{1}+\hat{d}}^{*}\right)^{-1}-\left(E_{\sigma_{2}+\hat{d}}^{*}\right)^{-1}\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& \leq C T^{\frac{2+\alpha-\alpha^{\prime}}{2}}\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}, \\
& \left|\mathcal{F}_{3}\left(\boldsymbol{u}, \sigma_{1}\right)-\mathcal{F}_{3}\left(\boldsymbol{u}, \sigma_{2}\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& =\mid-\boldsymbol{u} \cdot\left(\boldsymbol{n}_{\sigma_{1}+\hat{d}}-\boldsymbol{n}_{\sigma_{2}+\hat{d}}\right)-\hat{\boldsymbol{v}} \cdot\left(\boldsymbol{n}_{\sigma_{1}+\hat{d}}-\boldsymbol{n}_{\sigma_{2}+\hat{d}}\right) \\
& -\left.\left(1-\frac{\varrho_{e}}{\varrho}\right)\left(\frac{\partial \sigma_{1}}{\partial t}-\frac{\partial \sigma_{2}}{\partial t}\right)\right|_{\Gamma_{T}} ^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& \leq C\left(\left|\boldsymbol{n}_{\sigma_{1}+\hat{d}}-\boldsymbol{n}_{\sigma_{2}+\hat{d}}\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)}+\left|\frac{\partial \sigma_{1}}{\partial t}-\frac{\partial \sigma_{2}}{\partial t}\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)}\right) \\
& \leq C\left(\left|\left(E_{\sigma_{1}+\hat{d}}^{*}\right)^{-1}-\left(E_{\sigma_{2}+\hat{d}}^{*}\right)^{-1}\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)}+\left|\frac{\partial \sigma_{1}}{\partial t}-\frac{\partial \sigma_{2}}{\partial t}\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)}\right) \\
& \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)},
\end{aligned}
$$

$$
\begin{aligned}
&\left|\mathcal{F}_{4}\left(\boldsymbol{u}, \sigma_{1}\right)-\mathcal{F}_{4}\left(\boldsymbol{u}, \sigma_{2}\right)\right|_{\Gamma_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
&= \mid-2 \nu \Pi_{\sigma_{1}+\hat{d}} \mathbf{D}_{\sigma_{1}+\hat{d}}(\boldsymbol{u}+\hat{\boldsymbol{v}}) \boldsymbol{n}_{\sigma_{1}+\hat{d}}+2 \nu \Pi_{\sigma_{2}+\hat{d}} \mathbf{D}_{\sigma_{2}+\hat{d}}(\boldsymbol{u}+\hat{\boldsymbol{v}}) \boldsymbol{n}_{\sigma_{2}+\hat{d}} \\
& \quad+\Pi_{\sigma_{1}+\hat{d}}\left[(\boldsymbol{u}+\hat{\boldsymbol{v}})\left(\boldsymbol{u}+\hat{\boldsymbol{v}}-\frac{\partial}{\partial t}\left(\sigma_{1}+\hat{d}\right) \boldsymbol{n}_{\sigma_{1}+\hat{d}}\right)^{*}\right] \boldsymbol{n}_{\sigma_{1}+\hat{d}} \\
& \quad-\left.\Pi_{\sigma_{2}+\hat{d}}\left[(\boldsymbol{u}+\hat{\boldsymbol{v}})\left(\boldsymbol{u}+\hat{\boldsymbol{v}}-\frac{\partial}{\partial t}\left(\sigma_{2}+\hat{d}\right) \boldsymbol{n}_{\sigma_{2}+\hat{d}}\right)^{*}\right] \boldsymbol{n}_{\sigma_{2}+\hat{d}}\right|_{\Gamma_{T}} ^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& \leq C\left(\left|\left(E_{\sigma_{1}+\hat{d}}^{*}\right)^{-1}-\left(E_{\sigma_{2}+\hat{d}}^{*}\right)^{-1}\right|_{\Gamma_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}+\left|\frac{\partial \sigma_{1}}{\partial t}-\frac{\partial \sigma_{2}}{\partial t}\right|_{\Gamma_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}\right) \\
& \leq C T^{\frac{1+\alpha-\alpha^{\prime}}{2}}\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}
\end{aligned}
$$

Hence the proof is completed.
Lemma 4.2. Let $\boldsymbol{u} \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(Q_{T}\right)$. Then the following inequalities hold for any $w_{1}, w_{2} \in C_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(Q_{T}\right), \sigma_{1}, \sigma_{2} \in \tilde{C}_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(\Gamma_{T}\right)$ :

$$
\left\{\begin{array}{l}
\left|\mathcal{F}_{5}\left(\boldsymbol{u}, w_{1}, \sigma_{1}\right)-\mathcal{F}_{5}\left(\boldsymbol{u}, w_{2}, \sigma_{2}\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}  \tag{4.4}\\
\quad \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left(\left|u_{1}-u_{2}\right|_{Q_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}\right) \\
\quad\left|\mathcal{F}_{6}\left(w_{1}, \sigma_{1}\right)-\mathcal{F}_{6}\left(w_{2}, \sigma_{2}\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
\quad \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left(\left|w_{1}-w_{2}\right|_{Q_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}\right)
\end{array}\right.
$$

If $w \in C_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(Q_{T}\right), \sigma \in \tilde{C}_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(\Gamma_{T}\right)$, then the following inequality holds for any $\boldsymbol{u}_{1}, \boldsymbol{u}_{2} \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(Q_{T}\right)$.

$$
\begin{equation*}
\left|\mathcal{F}_{5}\left(\boldsymbol{u}_{1}, w, \sigma\right)-\mathcal{F}_{5}\left(\boldsymbol{u}_{2}, w, \sigma\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{1+\alpha-\alpha^{\prime}}{2}}\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)} \tag{4.5}
\end{equation*}
$$

Here $C$ 's in (4.4) and (4.5) are constants depending on $T, w, \sigma, \boldsymbol{u}, q$, and bounded as $T \rightarrow 0$.

Proof. In the same way as in the proof of Lemma 4.1, we can prove (4.4) and (4.5). Here we give only the estimates of the most complicated terms in each of $\mathcal{F}_{5}$ and $\mathcal{F}_{6}$. For (4.4) ${ }^{1}$,

$$
\begin{aligned}
& \left\lvert\, \nabla_{\sigma_{1}+\hat{d}} \cdot\left(\kappa\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right) \nabla_{\sigma_{1}+\hat{d}}\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)\right)\right. \\
& -\left.\nabla_{\sigma_{2}+\hat{d}} \cdot\left(\kappa\left(w_{2}++\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{2}\right) \nabla_{\sigma_{2}+\hat{d}}\left(w_{2}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{2}\right)\right)\right|_{Q_{T}} ^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& \leq \left\lvert\,\left(\nabla_{\sigma_{1}+\hat{d}}-\nabla_{\sigma_{2}+\hat{d}}\right) \cdot\left(\kappa\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)\right.\right. \\
& \left.\nabla_{\sigma_{1}+\hat{d}}\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)\right)\left.\right|_{Q_{T}} ^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& +\left\lvert\, \nabla_{\sigma_{2}+\hat{d}} \cdot\left(\left(\kappa\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)-\kappa\left(w_{2}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{2}\right)\right)\right.\right. \\
& \left.\cdot \nabla_{\sigma_{1}+\hat{d}}\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)\right)\left.\right|_{Q_{T}} ^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& +\left\lvert\, \nabla_{\sigma_{2}+\hat{d}} \cdot\left(\kappa\left(w_{2}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{2}\right)\right.\right. \\
& \left.\cdot\left(\nabla_{\sigma_{1}+\hat{d}}-\nabla_{\sigma_{2}+\hat{d}}\right)\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)\right)\left.\right|_{Q_{T}} ^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& +\left\lvert\, \nabla_{\sigma_{2}+\hat{d}} \cdot\left(\kappa\left(w_{2}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{2}\right)\right.\right. \\
& \left.\cdot \nabla_{\sigma_{2}+\hat{d}}\left(w_{1}-w_{2}+\chi \frac{\partial \hat{\theta}}{\partial n}\left(\sigma_{1}-\sigma_{2}\right)\right)\right)\left.\right|_{Q_{T}} ^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& \leq C\left|\left(E_{\sigma_{1}+\hat{d}}^{*}\right)^{-1}-\left(E_{\sigma_{2}+\hat{d}}^{*}\right)^{-1}\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& +C\left|D^{2} \kappa\right|^{(\alpha)}\left|w_{1}-w_{2}+\chi \frac{\partial \hat{\theta}}{\partial n}\left(\sigma_{1}-\sigma_{2}\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& +C\left|\left(E_{\sigma_{1}+\hat{d}}^{*}\right)^{-1}-\left(E_{\sigma_{2}+\hat{d}}^{*}\right)^{-1}\right|_{Q_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& +C\left|w_{1}-w_{2}+\chi \frac{\partial \hat{\theta}}{\partial n}\left(\sigma_{1}-\sigma_{2}\right)\right|_{Q_{T}}^{\left(3+\alpha^{\prime}, \frac{3+\alpha^{\prime}}{2}\right)} \\
& \leq C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left(\left|w_{1}-w_{2}\right|_{Q_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}\right) .
\end{aligned}
$$

For $(4.4)^{2}$,

$$
\begin{aligned}
& \left\lvert\,\left(\nabla_{\sigma_{1}+\hat{d}} \eta \cdot \nabla_{\sigma_{1}+\hat{d}}\right)\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)\right. \\
& \quad-\left.\left(\nabla_{\sigma_{2}+\hat{d}} \eta \cdot \nabla_{\sigma_{2}+\hat{d}}\right)\left(w_{2}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{2}\right)\right|_{\Gamma_{T}} ^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& \leq \\
& \leq C\left|\left(\left(\nabla_{\sigma_{1}+\hat{d}}-\nabla_{\sigma_{2}+\hat{d}}\right) \eta \cdot \nabla_{\sigma_{1}+\hat{d}}\right)\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& \quad+C\left|\left(\nabla_{\sigma_{2}+\hat{d}} \eta \cdot\left(\nabla_{\sigma_{1}+\hat{d}}-\nabla_{\sigma_{2}+\hat{d}}\right)\right)\left(w_{1}+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma_{1}\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& +C\left|\left(\nabla_{\sigma_{2}+\hat{d}} \eta \cdot \nabla_{\sigma_{2}+\hat{d}}\right)\left(w_{1}-w_{2}+\chi \frac{\partial \hat{\theta}}{\partial n}\left(\sigma_{1}-\sigma_{2}\right)\right)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
\leq & C\left|\left(E_{\sigma_{1}+\hat{d}}^{*}\right)^{-1}-\left(E_{\sigma_{2}+\hat{d}}^{*}\right)^{-1}\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& +C\left|w_{1}-w_{2}+\chi \frac{\partial \hat{\theta}}{\partial n}\left(\sigma_{1}-\sigma_{2}\right)\right|_{\Gamma_{T}}^{\left(3+\alpha^{\prime}, \frac{3+\alpha^{\prime}}{2}\right)} \\
\leq & C T^{\frac{\alpha-\alpha^{\prime}}{2}}\left(\left|w_{1}-w_{2}\right|_{Q_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}+\left\|\sigma_{1}-\sigma_{2}\right\|_{\Gamma_{T}}^{\left(3+\alpha, \frac{3+\alpha}{2}\right)}\right)
\end{aligned}
$$

And for (4.5),

$$
\begin{aligned}
& \left|\left(\boldsymbol{u}_{1} \cdot \nabla_{\sigma+\hat{d}}\right)\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)-\left(\boldsymbol{u}_{2} \cdot \nabla_{\sigma+\hat{d}}\right)\left(w+\hat{\theta}+\chi \frac{\partial \hat{\theta}}{\partial n} \sigma\right)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \\
& \quad \leq C\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)} \leq C T^{\frac{1+\alpha-\alpha^{\prime}}{2}}\left|\boldsymbol{u}_{1}-\boldsymbol{u}_{2}\right|_{Q_{T}}^{\left(2+\alpha, \frac{2+\alpha}{2}\right)}
\end{aligned}
$$

Hence the proof is completed.
Now we proceed to the proof of Theorem 1.1. Set

$$
\begin{gathered}
X \equiv\left\{\begin{array}{l}
\left.(w, \sigma) \in C_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(Q_{T}\right) \times \tilde{C}_{0}^{3+\alpha, \frac{3+\alpha}{2}}\left(\Gamma_{T}\right) \right\rvert\, \\
\|(w, \sigma)\|_{X} \equiv|w|_{Q_{T}}^{\left(3+\alpha^{\prime}, \frac{3+\alpha^{\prime}}{2}\right)}+\|\sigma\|_{\Gamma_{T}}^{\left(3+\alpha^{\prime}, \frac{3+\alpha}{2}\right)} \leq C
\end{array}\right\}, \\
Y \equiv\left\{\begin{array}{l}
\left.(\boldsymbol{u}, \nabla q) \in C_{0}^{2+\alpha, \frac{2+\alpha}{2}}\left(Q_{T}\right) \times C_{0}^{\alpha, \frac{\alpha}{2}}\left(Q_{T}\right) \right\rvert\, \\
\|(\boldsymbol{u}, \nabla q)\|_{Y} \equiv|\boldsymbol{u}|_{Q_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)}+|\nabla q|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)} \leq C
\end{array}\right\},
\end{gathered}
$$

where $C$ is a positive constant. And let operators $P$ and $Q$,

$$
\begin{aligned}
& P:\left(\left(w_{1}, \sigma_{1}\right),\left(\boldsymbol{u}_{1}, \nabla q_{1}\right)\right) \longmapsto\left(\left(w_{1}, \sigma_{1}\right),\left(\boldsymbol{u}_{2}, \nabla q_{2}\right)\right), \\
& Q:\left(\left(w_{1}, \sigma_{1}\right),\left(\boldsymbol{u}_{1}, \nabla q_{1}\right)\right) \longmapsto\left(\left(w_{2}, \sigma_{2}\right),\left(\boldsymbol{u}_{1}, \nabla q_{1}\right)\right)
\end{aligned}
$$

assign the solution $\left(\boldsymbol{u}_{2}, \nabla q_{2}\right)$ of problem (2.3) and the solution $\left(w_{2}, \sigma_{2}\right)$ of problem (2.4) for arbitrary given $\left(\left(w_{1}, \sigma_{1}\right),\left(\boldsymbol{u}_{1}, \nabla q_{1}\right)\right)$ in $X \times Y$, respectively. By using Lemmas 4.1 and 4.2 , first it is easily seen that the operator $Q \circ P$ is continuous, i.e.,

$$
\begin{aligned}
& \left\|Q \circ P((w, \sigma),(\boldsymbol{u}, \nabla q))-Q \circ P\left(\left(w^{\prime}, \sigma^{\prime}\right),\left(\boldsymbol{u}^{\prime}, \nabla q^{\prime}\right)\right)\right\|_{X \times Y} \\
& \quad \leq C\left\|((w, \sigma),(\boldsymbol{u}, \nabla q))-\left(\left(w^{\prime}, \sigma^{\prime}\right),\left(\boldsymbol{u}^{\prime}, \nabla q^{\prime}\right)\right)\right\|_{X \times Y}
\end{aligned}
$$

for arbitrary $((w, \sigma),(\boldsymbol{u}, \nabla q)),\left(\left(w^{\prime}, \sigma^{\prime}\right),\left(\boldsymbol{u}^{\prime}, \nabla q^{\prime}\right)\right)$ in $X \times Y$, and some constant $C$.
Next for arbitrary $((w, \sigma),(\boldsymbol{u}, \nabla q))$ in $X \times Y$ we have

$$
\begin{aligned}
& \|Q \circ P((w, \sigma),(\boldsymbol{u}, \nabla q))\|_{X \times Y} \\
& \quad \leq\|Q \circ P((w, \sigma),(\boldsymbol{u}, \nabla q))-Q \circ P((0,0),(0,0))\|_{X \times Y}
\end{aligned}
$$

$$
\begin{aligned}
& +\|Q \circ P((0,0),(0,0))\|_{X \times Y} \\
\leq & C \|(w, \sigma),(\boldsymbol{u}, \nabla q)) \|_{X \times Y} \\
& +\left|\mathcal{F}_{1}(0,0,0,0)\right|_{Q_{T}}^{\left(\alpha^{\prime}, \frac{\alpha^{\prime}}{2}\right)}+\left|\mathcal{F}_{2}(0,0)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}+\left|\mathcal{F}_{3}(0,0)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
& +\left|\mathcal{F}_{4}(0,0)\right|_{\Gamma_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}+\left|\mathcal{F}_{5}(0,0,0)\right|_{Q_{T}}^{\left(1+\alpha^{\prime}, \frac{1+\alpha^{\prime}}{2}\right)}+\left|\mathcal{F}_{6}(0,0)\right|_{\Gamma_{T}}^{\left(2+\alpha^{\prime}, \frac{2+\alpha^{\prime}}{2}\right)} \\
\leq & C(T)
\end{aligned}
$$

where $C(T)$ is a constant which tends to 0 as $T \rightarrow 0$. Here we have used the fact that $((w, \sigma),(\boldsymbol{u}, \nabla q))$ and $\mathcal{F}_{i}, i=1, \ldots, 6$ are equal to zero at $t=0$ in the higher-order classes. Hence $Q \circ P$ maps $X \times Y$ into itself for small $T$. Therefore Shauder's fixed point theorem yields the solution of problem (2.2).
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# A VERTICAL DIFFUSION MODEL FOR LAKES* 
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#### Abstract

. The motion of a fluid in a lake with small depth compared to width is investigated. We prove that when the depth goes to 0 , the solution of the stationary Navier-Stokes equations with adherence at the bottom and traction by wind at the surface, once conveniently normalized, goes to a threedimensional limit which is the solution of an incompressible model with vertical diffusion.

The limit velocity is given in terms of the vertical coordinate and of the limit pressure. This pressure, which depends only on the horizontal coordinates, is driven by a two-dimensional equation on the surface degenerating on the shore, which is solved in a weighted space. Thus, a threedimensional approximation is obtained by a simple two-dimensional computation.
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Introduction. A simplified model for lakes. The fluid occupies the following domain in $\mathbb{R}^{3}$

$$
d=\{(x, z): x \in \Gamma,-h(x)<z<0\}
$$

where $\Gamma$ is an open bounded set in $\mathbb{R}^{2}$ (the horizontal section) and where the depth $h$ is a positive continuous function on $\Gamma$, vanishing on $\partial \Gamma$. The boundary is $\partial d=f \cup s \cup \partial s$ (see Figure 1), where the bottom $f$, the surface $s$, and the shore $\partial s$ are

$$
f=\{(x,-h(x)): x \in \Gamma\}, \quad s=\{(x, 0): x \in \Gamma\}, \quad \partial s=\partial f=\{(x, 0): x \in \partial \Gamma\}
$$

The horizontal velocity $v=\left(v_{1}, v_{2}\right)$, the vertical velocity $w$, and the pressure $p$ satisfy the stationary Navier-Stokes equations in $d$, which may be written as

$$
\left\{\begin{array}{l}
-\nu\left(\Delta v+\partial_{z}^{2} v\right)+k B v+k^{\prime} w e+(v \cdot \nabla) v+w \partial_{z} v+\nabla p=0  \tag{1}\\
-\nu\left(\Delta w+\partial_{z}^{2} w\right)-k^{\prime} v_{1}+(v \cdot \nabla) w+w \partial_{z} w+\partial_{z} p=0 \\
\nabla \cdot v+\partial_{z} w=0
\end{array}\right.
$$

where $\nabla=\left(\partial / \partial x_{1}, \partial / \partial x_{2}\right), \Delta=\partial^{2} / \partial x_{1}^{2}+\partial^{2} / \partial x_{2}^{2}, \partial_{z}=\partial / \partial z, B\left(v_{1}, v_{2}\right)=\left(-v_{2}, v_{1}\right)$, $e=(1,0), k=|\omega| \sin \theta, k^{\prime}=|\omega| \cos \theta, \omega$ being the rotating velocity of the earth and $\theta$ the latitude, and $\nu>0$. This system is completed by the adherence on the bottom and by the horizontal traction at the surface:

$$
\begin{equation*}
v=0, w=0 \text { on } f, \quad \nu \partial_{z} v=g, w=0 \text { on } s \tag{2}
\end{equation*}
$$

where the force due to the wind $g=\left(g_{1}, g_{2}\right)$ is a given function on $s$.

[^32]

FIG. 1. The domain occupied by the fluid.
Asymptotic analysis. The aspect ratio $\varepsilon$ of the domain, that is, the ratio of the height to the width, is assumed to be very small. Introducing a normalized depth $H$, we will investigate the behavior of the solution as

$$
\begin{equation*}
h^{\varepsilon}=\varepsilon H, \quad \varepsilon \rightarrow 0 \tag{3}
\end{equation*}
$$

Denoting by $\left(u^{\varepsilon}, v^{\varepsilon}, w^{\varepsilon}\right)$ the solution of (1) and (2) and $d^{\varepsilon}, s^{\varepsilon}, f^{\varepsilon}$ the domain, the surface, and the bottom associated with $h^{\varepsilon}$, we will prove that

$$
\left\{\begin{array}{l}
v^{\varepsilon}(x, z) \approx \frac{\varepsilon}{\nu}\left(\frac{1}{2}\left(r^{2}-1\right) H^{2}(x) \nabla \mathbf{P}(x)+(1-r) H(x) g(x)\right),  \tag{4}\\
w^{\varepsilon}(x, z) \approx \frac{\varepsilon^{2}}{\nu} \nabla \cdot\left(\left(\frac{r^{3}}{6}-\frac{r}{2}\right) H^{3}(x) \nabla \mathbf{P}(x)+\left(r-\frac{r^{2}}{2}\right) H^{2}(x) g(x)\right), \\
p^{\varepsilon}(x, z) \approx \frac{1}{\varepsilon} \mathbf{P}(x),
\end{array}\right.
$$

where $r$ is the relative depth in $d^{\varepsilon}$, which is given by $r=-z /(\varepsilon H(x))$ and thus

$$
0 \leq r \leq 1, \quad r=0 \text { at the surface } s^{\varepsilon}, \quad r=1 \text { at the bottom } f^{\varepsilon}
$$

and where $\mathbf{P}$ is the solution (unique up to a constant) of the two-dimensional (2D) equation in $\Gamma$ :

$$
\begin{equation*}
\nabla \cdot\left(\frac{1}{3} H^{3} \nabla \mathbf{P}-\frac{1}{2} H^{2} g\right)=0, \quad\left(\frac{1}{3} H^{3} \nabla \mathbf{P}-\frac{1}{2} H^{2} g\right) \cdot n_{\partial \Gamma}=0 \tag{5}
\end{equation*}
$$

At first, we will prove (Theorem 4) that there exists a solution $\left(v^{\varepsilon}, w^{\varepsilon}, p^{\varepsilon}\right)$ of (1) and (2). Then we will prove (Theorem 7) that, after normalization, it converges to the solution of the incompressible model with vertical diffusion (10). Finally, we will prove (Theorem 10) that this solution is given by the right-hand side of (4) and by (5).

Interest of the results. We obtain three-dimensional (3D) information-vertical variations of the horizontal and vertical velocities - for the simple cost of a 2 D computation. In addition, the approximation (4) is divergence free.

Numerical simulations [5] show that this approximation of the velocity gives a good feature of the driving by the wind at the surface, of the forward motion at the bottom, and of the horizontal and vertical deflection of the fluid by the submarine topography.

No regularity on the section $\partial \Gamma$ is assumed, excepted that $d$ is star-shaped with respect to one point of $s$ in Theorem 10, and we suppose only that the depth $h$ is continuous on $\bar{\Gamma}$ and that the force $g$ due to the wind satisfies $h^{1 / 2} g \in\left(L^{2}(\Gamma)\right)^{2}$.

Comparison with previous results. For lubrication problems, a similar asymptotic analysis without Coriolis force has been done in [1], [2]. It gives a Reynolds equation on $\mathbf{P}$ similar to (5) but which does not degenerate on the shore, since the depth possesses a positive lower bound (the distance between pieces) which avoids the use of weighted spaces as here.

Many authors have studied nonstationary problems in thin domains with a constant depth (see [8], [12], and their references), which do not describe our problem, for which the topography is essential. The results presented in this paper have been announced in [6]. An outline of these results is listed here.
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1.1. Notations.
1.2. Derivation of the vertical diffusion model.
1.3. Solution of the vertical diffusion model.
1.4. The lost condition.
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2.1. The space $\mathbb{E}$.
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4. Solution of the vertical diffusion model.
5. Convergence as $\varepsilon \rightarrow 0$.
6. Semiexplicit solution of the vertical diffusion model.

## 1. Formal calculations.

1.1. Notations. We distinguish the horizontal variables (2D) from the vertical ones (1D), which play a particular part: $x=\left(x_{1}, x_{2}\right)$ are the horizontal coordinates, $z$ is the vertical one; $v=\left(v_{1}, v_{2}\right)$ is the horizontal component of the velocity, $w$ its vertical component.

We denote by small letters the quantities in the varying domain: $(x, z)$, the coordinates; $h^{\varepsilon}$, the depth; $d^{\varepsilon}$, the domain; $f^{\varepsilon}, s^{\varepsilon}$, its bottom and its surface; $g$, the force due to the wind; and $\left(v^{\varepsilon}, w^{\varepsilon}, p^{\varepsilon}\right)$, the velocity and the pressure.

We denote by capital letters the scaled quantities in the fixed domain after change of variable: $(X, Z)$, the coordinates; $H$, the depth; $D$, the domain; $F, S$, its bottom and its surface; $G$, the force due to the wind; $\left(V^{\varepsilon}, W^{\varepsilon}, P^{\varepsilon}\right)$, the scaled velocity and pressure.

We denote in boldface the limits as $\varepsilon \rightarrow 0:(\mathbf{V}, \mathbf{W}, \mathbf{P})$, the limit of the scaled velocity and pressure.
1.2. Derivation of the vertical diffusion model. We use the scaling

$$
\begin{equation*}
x=X, \quad z=\varepsilon Z \tag{6}
\end{equation*}
$$

to get a fixed domain in $\mathbb{R}^{3}$,

$$
D=\{(X, Z): X \in \Gamma,-H(X)<Z<0\}
$$

with boundary $\partial D=F \cup S \cup \partial S$. Its bottom is $F=\{(X,-H(X)): X \in \Gamma\}$; the surface $S=s$ and the shore $\partial S=\partial s$ are unchanged. The force due to the wind, $G=g$, is unchanged. The transported velocity and pressure are scaled to be of magnitude one. More precisely, $\left(V^{\varepsilon}, W^{\varepsilon}, P^{\varepsilon}\right)$ is defined by

$$
\begin{equation*}
v^{\varepsilon}(x, z)=\frac{\varepsilon}{\nu} V^{\varepsilon}(X, Z), \quad w^{\varepsilon}(x, z)=\frac{\varepsilon^{2}}{\nu} W^{\varepsilon}(X, Z), \quad p^{\varepsilon}(x, z)=\frac{1}{\varepsilon} P^{\varepsilon}(X, Z) \tag{7}
\end{equation*}
$$

Equations (1) and (2) scaled with (6) and (7) yield

$$
\left\{\begin{array}{l}
\begin{array}{rl}
-\partial_{Z}^{2} V^{\varepsilon}+\nabla P^{\varepsilon}+\frac{\varepsilon^{2} k}{\nu} B V^{\varepsilon}-\varepsilon^{2} \Delta V^{\varepsilon} & +\frac{\varepsilon^{3} k^{\prime}}{\nu} W^{\varepsilon} e \\
& \quad+\frac{\varepsilon^{3}}{\nu^{2}}\left(\left(V^{\varepsilon} \cdot \nabla\right) V^{\varepsilon}+W^{\varepsilon} \partial_{Z} V^{\varepsilon}\right)=0 \\
\partial_{Z} P^{\varepsilon}-\frac{\varepsilon^{3} k^{\prime}}{\nu} V_{1}^{\varepsilon}-\varepsilon^{2} \partial_{Z}^{2} W^{\varepsilon}-\varepsilon^{4} \Delta W^{\varepsilon}+\frac{\varepsilon^{5}}{\nu^{2}}\left(\left(V^{\varepsilon} \cdot \nabla\right) W^{\varepsilon}+W^{\varepsilon} \partial_{Z} W^{\varepsilon}\right)=0, \\
\nabla \cdot V^{\varepsilon}+\partial_{Z} W^{\varepsilon}=0 \text { in } D ;
\end{array} \\
V^{\varepsilon}=0, W^{\varepsilon}=0 \text { on } F ; \quad \partial_{Z} V^{\varepsilon}=G, W^{\varepsilon}=0 \text { on } S . \tag{9}
\end{array}\right.
$$

The possible limit $(\mathbf{V}, \mathbf{W}, \mathbf{P})$ of $\left(V^{\varepsilon}, W^{\varepsilon}, P^{\varepsilon}\right)$ as $\varepsilon \rightarrow 0$ must satisfy

$$
\left\{\begin{array}{l}
-\partial_{Z}^{2} \mathbf{V}+\nabla \mathbf{P}=0, \quad \partial_{Z} \mathbf{P}=0, \quad \nabla \cdot \mathbf{V}+\partial_{Z} \mathbf{W}=0 \quad \text { in } D  \tag{10}\\
\mathbf{V}=0, \mathbf{W}=0 \text { on } F ; \quad \partial_{Z} \mathbf{V}=G, \mathbf{W}=0 \text { on } S
\end{array}\right.
$$

We will see (section 1.4) that some information on the shore $\partial S$ has been lost here.

Remark. A limit model with isotropic diffusion, namely $-\nu\left(\partial_{Z}^{2}+\Delta\right) \mathbf{V}+\nabla \mathbf{P}=0$, is obtained if the viscosity is assumed to be conveniently anisotropic-that is, if $\nu \Delta v$ is replaced in (1) by $\varepsilon^{-2} \nu \Delta v$; see [4].
1.3. Solution of the vertical diffusion model. Let us solve (10) with respect to $Z$ for a fixed $X$. The second equation gives $\mathbf{P}=\mathbf{P}(X)$. The first equation and the conditions $\mathbf{V}(-H)=0$ and $\partial_{Z} \mathbf{V}(0)=G$ give

$$
\begin{equation*}
\mathbf{V}=\frac{1}{2}\left(Z^{2}-H^{2}\right) \nabla \mathbf{P}+(Z+H) G \tag{11}
\end{equation*}
$$

The third equation and the condition $\mathbf{W}(0)=0$ yield $\mathbf{W}=\int_{Z}^{0} \nabla \cdot \mathbf{V}=\nabla \cdot\left(\int_{Z}^{0} \mathbf{V}\right)$ whence

$$
\begin{equation*}
\mathbf{W}=\nabla \cdot\left(\left(\frac{Z H^{2}}{2}-\frac{Z^{3}}{6}\right) \nabla \mathbf{P}-\left(\frac{1}{2} Z^{2}+H Z\right) G\right) \tag{12}
\end{equation*}
$$

It remains to take into account the condition $\mathbf{W}(-H)=0$. Since we have $\mathbf{W}(-H)=$ $\int_{-H}^{0} \nabla \cdot \mathbf{V}=\nabla \cdot\left(\int_{-H}^{0} \mathbf{V}\right)-\nabla H \cdot \mathbf{V}(-H)$ and $\mathbf{V}(-H)=0$, it gives $\nabla \cdot\left(\int_{-H}^{0} \mathbf{V}\right)=0$, that is,

$$
\begin{equation*}
\nabla \cdot\left(\frac{1}{3} H^{3} \nabla \mathbf{P}-\frac{1}{2} H^{2} G\right)=0 \quad \text { in } \Gamma . \tag{13}
\end{equation*}
$$

Therefore (10) is formally equivalent to (11)-(13).
This provides the right-hand sides of the announced approximations (4) and the equation on $\mathbf{P}$ included in (5). The limit condition announced in (5) is missing, however.
1.4. The lost condition. Equation (13) does not define a unique $\mathbf{P}$ since there is no boundary condition on $\partial \Gamma$.

This comes from the fact that the boundary conditions (9) are assigned only on $F$ and $S$ but not on the shore $\partial S$ (recall that $\partial D=F \cup S \cup \partial S$ ). On the shore,
$V^{\varepsilon}=0$, but this condition does not pass to the limit. Indeed $\mathbf{V}=0$ on $\partial S$ would give contradictory results in the expression (11), whether the shore is considered to be at the surface (i.e., $Z=0$ ) or at the bottom (i.e., $Z=-H$, which is equal to 0 too!). Besides this contradiction, it would not give the true answer (see Theorem 10), which is the Neumann condition included in (5).

Thus, we have to use a weaker condition than $\left.V^{\varepsilon}\right|_{\partial S}=0$, but one which goes to the limit. The condition $V^{\varepsilon} \cdot n_{\partial S}=0$ does not fit, for the same reasons. We will use the fact that the flux through the shore cancels. The total flux on the vertical passing through $X$ is $\overline{V^{\varepsilon}}(X)=\int_{-H(X)}^{0} V^{\varepsilon} d Z$. On $\partial S$, it vanishes since $H$ and $V^{\varepsilon}$ do; thus $\overline{V^{\varepsilon}} \cdot n_{\partial \Gamma}=0$, where $n_{\partial \Gamma}$ is the normal to $\partial \Gamma$ in $\mathbb{R}^{2}$ (that is the horizontal normal to $\partial S)$. At the limit,

$$
\begin{equation*}
\overline{\mathbf{V}} \cdot n_{\partial \Gamma}=0 \tag{14}
\end{equation*}
$$

that is, due to (11),

$$
\begin{equation*}
\left(\frac{1}{3} H^{3} \nabla \mathbf{P}-\frac{1}{2} H^{2} G\right) \cdot n_{\partial \Gamma}=0 \tag{15}
\end{equation*}
$$

which is the Neumann condition included in (5). It closes (13), ensuring the existence and uniqueness of $\mathbf{P}$ in the weighted space $\mathbb{A}(\Gamma)$ defined by (58).

Remark. We cannot write (15) as $\frac{1}{3} H^{3} \partial \mathbf{P} / \partial n-\frac{1}{2} H^{2} G \cdot n=0$ since $\partial \mathbf{P} / \partial n$ in general has no sense. If it had some sense, it would be a truism since $H=0$ on $\partial \Gamma$. We will give a sense to the left-hand side of (15), that is, to the normal trace $\overline{\mathbf{V}} \cdot n_{\partial \Gamma}$, by using $\nabla \cdot \overline{\mathbf{V}}=0$ (see Theorem 10).

Remark. For lubrication problems, there is no such singularity on $\partial \Gamma$ because $H$ does not vanish on it (see [2]). One can find, in some oceanic models, the introduction of the same hypothesis $H \geq H_{0}>0$ (see [10, pp. 17-18] and [11, p. 1016]).

Remark. For Navier-Stokes equations, it is not necessary to give a condition on the shore $\partial S$ since $V^{\varepsilon}=0$ on the bottom $F$ ensures that $V^{\varepsilon}=0$ on $\partial F$. Indeed $V^{\varepsilon}$ cannot possess a singularity on $\partial S$ since $\left(V^{\varepsilon}, W^{\varepsilon}\right) \in\left(H^{1}(D)\right)^{3}$. This is why (9) closes (8). On the contrary the vertical diffusion model (10) allows some singularities on $\partial S$ as it is checked in the following 2D example.

Example of singularity. Let us consider an infinite channel with a crossing wind: $\Gamma=(0,1) \times \mathbb{R}, H=H\left(X_{1}\right), G=(1,0)$. Looking for a solution $\mathbf{V}=\left(\mathbf{V}_{1}\left(X_{1}\right), 0\right)$ of (10) we find, by (13), $\partial_{1} \mathbf{P}=\frac{3}{2}\left(1 / H+c / H^{3}\right)$, where $c$ is an arbitrary real number and, by (11),

$$
\mathbf{V}_{1}=\frac{1}{4}\left(3 Z^{2}+4 Z H+H^{2}\right) \frac{1}{H}+\frac{3}{4}\left(Z^{2}-H^{2}\right) \frac{c}{H^{3}}
$$

The flux on each vertical is $\overline{\mathbf{V}}_{1}=\int_{-H}^{0} \mathbf{V}_{1} d Z=c / 2$, which is constant. If $c \geq 0$, the fluid moves from left to right; therefore, it goes in through the left shore and out through the right shore. This corresponds to a singularity on $\partial S$, excepted for $c=0$, which is the only good solution satisfying the "lost condition" (14).

Nevertheless, even for $c \neq 0, \partial_{Z} \mathbf{V}_{1}$ lies in $L^{2}\left(D_{1}\right)$, where $D_{1}$ is the 2D section of the channel, when $H \geq\left|X_{1}\left(1-X_{1}\right)\right|^{\alpha}$ for some $\alpha>1 / 3$.

## 2. Functional spaces.

2.1. The space $\mathbb{E}$. Throughout the paper, we suppose that
$\Gamma$ is an open bounded subset of $\mathbb{R}^{2}$, $h \in \mathcal{C}(\bar{\Gamma}), h>0$ in $\Gamma, h=0$ on $\partial \Gamma$.

We denote

$$
\begin{align*}
\mathcal{E}(d)=\{(v, w) & \in\left(\mathcal{C}^{\infty}(\bar{d})\right)^{2} \times \mathcal{C}^{\infty}(\bar{d}): \nabla \cdot v+\partial_{z} w=0  \tag{18}\\
(v, w) & =0 \text { on a neighborhood of } f, w=0 \text { on } s\}
\end{align*}
$$

By definition,

$$
\left\{\begin{array}{l}
\mathbb{E}(d) \text { is the closure of } \mathcal{E}(d) \text { for the norm } \\
\|(v, w)\|_{\mathbb{E}(d)}=\left(\int_{d}|\nabla v|^{2}+|\nabla w|^{2}+\left|\partial_{z} v\right|^{2}+\left|\partial_{z} w\right|^{2} d x d z\right)^{1 / 2}
\end{array}\right.
$$

Remark. In the definition (18) we suppose $w=0$ only at the surface $s$ and not in a neighborhood of $s$. This is a crucial point in the proof of Lemma 3.

If we suppose in (18) that $w=0$ in a neighborhood of $s$, we should suppose then that the force due to the wind satisfies $\nabla \cdot g=0$. Indeed in the neighborhood we would have $\nabla \cdot v=\nabla \cdot v+\partial_{z} w=0$ and thus $\nabla \cdot \partial_{z} v=0$; on the other hand, $\nu \partial_{z} v=g$ on $s$ by (2), leading to the conclusion.

Lemma 1. The embedding $\mathbb{E}(d) \subset\left(H^{1}(d) \cap L^{4}(d)\right)^{3}$ holds and for any $(v, w) \in$ $\mathbb{E}(d)$,

$$
\begin{align*}
& \|(v, w)\|_{\left(L^{2}(d)\right)^{3}} \leq 2^{-1 / 2} h_{\max }\left\|\partial_{z}(v, w)\right\|_{\left(L^{2}(d)\right)^{3}},  \tag{19}\\
& \|(v, w)\|_{\left(L^{4}(d)\right)^{3}} \leq \gamma_{d}\left\|\left(\nabla, \partial_{z}\right)(v, w)\right\|_{\left(L^{2}(d)\right)^{9}} \tag{20}
\end{align*}
$$

where $\gamma_{d}=2^{1 / 8} \beta^{3 / 4}\left(h_{\max }\right)^{1 / 4}, \beta$ being defined by (23). It satisfies $\beta \leq 4$.
Moreover, $(v, w)$ has a trace in $\left(H_{\mathrm{loc}}^{1 / 2}(s)\right)^{3}$ which belongs to $\left(L^{2}(s)\right)^{3}$ and satisfies $\left.w\right|_{s}=0$, and

$$
\begin{equation*}
\int_{s} \frac{|v|^{2}}{h} d x \leq \int_{d}\left|\partial_{z} v\right|^{2} d x d z \tag{21}
\end{equation*}
$$

We denote $h_{\max }=\max \{h(x): x \in \Gamma\}$, and we identify $\Gamma$ with $s$ to give a meaning to $h$ (or to $g$ ) on $s$.

Remark. By definition, every element of $\mathbb{E}(d)$ is a distribution with derivatives in $L^{2}$. This single property does not imply that $(v, w)$ belongs to $L^{2}$, or a fortiori to $H^{1}$, since $d$ does not possess the cone property. (See the remark following Theorem 4.)

Remark. To be in $\mathbb{E}(d)$ implies, in a weak sense, the condition $(v, w)=0$ on the bottom $f$. This bottom is not regular enough (it is only the graph of a continuous function) to define the trace of $(v, w)$ in a usual sense or even to define $L^{2}(f)$.

On the contrary, the trace on the surface is defined since $s$ is a part of a plane.

Proof of Lemma 1. It suffices to prove the inequalities for $(v, w) \in \mathcal{E}(d)$.

Inequality (19). We have $(v, w)(x, z)=\int_{-h(x)}^{z} \partial_{z}(v, w)(x, \zeta) d \zeta$; hence

$$
|(v, w)(x, z)|^{2} \leq(z+h(x)) \int_{-h(x)}^{0}\left|\partial_{z}(v, w)(x, \zeta)\right|^{2} d \zeta
$$

and therefore

$$
\int_{-h(x)}^{0}|(v, w)(x, z)|^{2} d z \leq \frac{1}{2}(h(x))^{2} \int_{-h(x)}^{0}\left|\partial_{z}(v, w)(x, z)\right|^{2} d z
$$

We conclude by bounding $h$ and integrating with respect to $x$.
Inequality (20). With the help of Riesz's inequality, we have

$$
\|(v, w)\|_{\left(L^{4}(d)\right)^{3}} \leq\left(\|(v, w)\|_{\left.\left(L^{2}(d)\right)^{3}\right)^{1 / 4}\left(\|(v, w)\|_{\left.\left(L^{6}(d)\right)^{3}\right)^{3 / 4}} . . .4\right.}\right.
$$

We conclude by bounding the right-hand side with (19) and

$$
\begin{equation*}
\|(v, w)\|_{\left(L^{6}(d)\right)^{3}} \leq 2^{1 / 3} \beta\left\|\left(\nabla, \partial_{z}\right)(v, w)\right\|_{\left(L^{2}(d)\right)^{9}} \tag{22}
\end{equation*}
$$

This last inequality comes from the Sobolev-Gagliardo-Nirenberg inequality on $\mathbb{R}^{3}$ by extending $(v, w)$ by 0 in the half space $\{(x, z): z \leq 0\}$, then by extending $\widetilde{v}$ by symetrization and $\widetilde{w}$ by antisymetrization on $z$ in the whole space $\mathbb{R}^{3}$; that is, for $z \geq 0$,

$$
\widetilde{v}(x,-z)=\widetilde{v}(x, z), \quad \widetilde{w}(x,-z)=-\widetilde{w}(w, z)
$$

The function $(\widetilde{v}, \widetilde{w})$ is Lipschitz continuous and has a compact support in $\mathbb{R}^{3}$, from which (see, for instance, [7, p. 162])

$$
\begin{equation*}
\|(\widetilde{v}, \widetilde{w})\|_{\left(L^{6}\left(\mathbb{R}^{3}\right)\right)^{3}} \leq \beta\left\|\left(\nabla, \partial_{z}\right)(\widetilde{v}, \widetilde{w})\right\|_{\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{9}} \tag{23}
\end{equation*}
$$

which yields (22). The inequality $\beta \leq 4$ is given in the note (2) on p. 162 of [7].
Inequality (21). We have $v(x, 0)=\int_{-h(x)}^{0} \partial_{z} v(x, z) d z$; therefore

$$
|v(x, 0)|^{2} \leq h(x) \int_{-h(x)}^{0}\left|\partial_{z} v(x, z)\right|^{2} d z
$$

We conclude by dividing by $h(x)$ and integrating with respect to $x$.
2.2. The space $\mathbb{F}$. By definition,
(24) $\mathbb{F}(d)$ is the closure of $\mathcal{E}(d)$ for the norm $\|(v, w)\|_{\mathbb{F}(d)}=\left(\int_{d}\left|\partial_{z} v\right|^{2} d x d z\right)^{1 / 2}$.

Lemma 2. The space $\mathbb{F}(d)$ is a Hilbert space and

$$
\mathbb{E}(d) \subset \mathbb{F}(d) \subset\left(L^{2}(d)\right)^{2} \times H^{-1}(d)
$$

For all $(v, w) \in \mathbb{F}(d)$

$$
\begin{align*}
\|v\|_{\left(L^{2}(d)\right)^{2}} & \leq \frac{1}{\sqrt{2}} h_{\max }\left\|\partial_{z} v\right\|_{\left(L^{2}(d)\right)^{2}}  \tag{25}\\
\|w\|_{H^{-1}(d)} & \leq \frac{1}{2}\left(h_{\max }\right)^{2}\left\|\partial_{z} v\right\|_{\left(L^{2}(d)\right)^{2}}  \tag{26}\\
\left\|\partial_{z} w\right\|_{H^{-1}(d)} & \leq \frac{1}{\sqrt{2}} h_{\max }\left\|\partial_{z} v\right\|_{\left(L^{2}(d)\right)^{2}} \tag{27}
\end{align*}
$$

and $v / h \in\left(L^{2}(d)\right)^{2}$ with

$$
\begin{equation*}
\left\|\frac{v}{h}\right\|_{\left(L^{2}(d)\right)^{2}} \leq \frac{1}{\sqrt{2}}\left\|\partial_{z} v\right\|_{\left(L^{2}(d)\right)^{2}} . \tag{28}
\end{equation*}
$$

Moreover, $v$ has a trace in $\left(L^{2}(s)\right)^{2}$ which satisfies

$$
\begin{equation*}
\int_{s} \frac{|v|^{2}}{h} d x \leq \int_{d}\left|\partial_{z} v\right|^{2} d x d z \tag{29}
\end{equation*}
$$

and $w$ has a trace in $H_{\mathrm{loc}}^{-1}(s)$ which is null.
We denote

$$
H^{-1}(d)=\left\{\varphi \in \mathcal{D}^{\prime}(d): \varphi=\varphi_{0}+\frac{\partial \varphi_{1}}{\partial x_{1}}+\frac{\partial \varphi_{2}}{\partial x_{2}}+\frac{\partial \varphi_{3}}{\partial z}, \varphi_{j} \in L^{2}(d) \text { for } j \geq 0\right\}
$$

this space being endowed with the norm

$$
\begin{equation*}
\|\varphi\|_{H^{-1}(d)}=\inf _{\left\{\varphi_{j}\right\}}\left(\int_{d} \varphi_{0}^{2}+\cdots+\varphi_{3}^{2}\right)^{1 / 2} \tag{30}
\end{equation*}
$$

where the infimum is taken over all possible decompositions of $\varphi$.
Remark. The space $H^{-1}(d)$ is the dual space of $H_{0}^{1}(d)$ and its norm is equivalent to the dual norm, but these norms are not uniformly equivalent when $d$ varies.

Proof of Lemma 2. It suffices to prove the inequalities $\forall(v, w)$ in $\mathcal{E}(d)$.
Inequality (28). We have $v(x, z)=\int_{-h(x)}^{z} \partial_{z} v(x, \zeta) d \zeta$, which yields, as in the proof of (19),

$$
\int_{-h(x)}^{0}|v(x, z)|^{2} d z \leq \frac{1}{2}(h(x))^{2} \int_{-h(x)}^{0}\left|\partial_{z} v(x, z)\right|^{2} d z
$$

We conclude by dividing by $(h(x))^{2}$ and integrating with respect to $x$.
Inequality (25). It follows from (28) since $h(x) \leq h_{\max }$.
Inequality (27). We have $\partial_{z} w=-\nabla \cdot v$; therefore $\left\|\partial_{z} w\right\|_{H^{-1}(d)} \leq\|v\|_{\left(L^{2}(d)\right)^{2}}$. We conclude with (25).

Inequality (26). Denoting by ${ }^{\wedge}$ the extension by 0 for $z \leq-h(x)$, we have

$$
\begin{aligned}
w(x, z) & =-\int_{-h(x)}^{z}(\nabla \cdot v)(x, \zeta) d \zeta \\
& =-\int_{-h_{\max }}^{z}(\nabla \cdot \widehat{v})(x, \zeta) d \zeta \\
& =(\nabla \cdot y)(x, z)
\end{aligned}
$$

where $y(x, z)=-\int_{-h_{\max }}^{z} \widehat{v}(x, \zeta) d \zeta=-\int_{-h(x)}^{z} v(x, \zeta) d \zeta$. We bound, as above,

$$
\int_{d}|y(x, z)|^{2} d x d z \leq \frac{1}{2}\left(h_{\max }\right)^{2} \int_{d}|v(x, \zeta)|^{2} d x d \zeta
$$

therefore

$$
\|w\|_{H^{-1}(d)} \leq\|y\|_{\left(L^{2}(d)\right)^{2}} \leq \frac{1}{\sqrt{2}} h_{\max }\|v\|_{\left(L^{2}(d)\right)^{2}}
$$

which, together with (25), gives (26).


Fig. 2. A star-shaped domain with respect to its surface.

Traces. Given $(v, w) \in \mathbb{E}(d), \Gamma^{\prime \prime} \subset \subset \Gamma$, and $h^{\prime \prime}=\min \left\{h(x): x \in \Gamma^{\prime \prime}\right\}$, we have $\partial_{z} w=-\nabla \cdot v \in L^{2}\left(\left(-h^{\prime \prime}, 0\right) ; H^{-1}\left(\Gamma^{\prime \prime}\right)\right)$. Hence $w \in \mathcal{C}\left(\left[-h^{\prime \prime}, 0\right] ; H^{-1}\left(\Gamma^{\prime \prime}\right)\right)$, which allows us to define its value for $z=0$. We obtain a trace in $H_{\text {loc }}^{-1}(s)$ by collecting traces in each $\Gamma^{\prime \prime}$.

Likewise, $\partial_{z} v \in L^{2}\left(\left(-h^{\prime \prime}, 0\right) ;\left(L^{2}\left(\Gamma^{\prime \prime}\right)\right)^{2}\right)$ and therefore $v \in \mathcal{C}\left(\left[-h^{\prime \prime}, 0\right] ;\left(L^{2}\left(\Gamma^{\prime \prime}\right)\right)^{2}\right)$, which allows us to define the trace in $L_{\text {loc }}^{2}(s)$ by recollection. The inequality (29) follows from (21). It shows that the trace belongs to $L^{2}(s)$.

### 2.3. Approximation of $\mathbb{F}$ by smooth functions.

Lemma 3. We suppose that

$$
\begin{equation*}
d \text { is star-shaped with respect to a point of } s . \tag{31}
\end{equation*}
$$

Let $(v, w) \in\left(\mathcal{D}^{\prime}(d)\right)^{3}$ be such that

$$
\left\{\begin{array}{l}
\exists(\widetilde{v}, \widetilde{w}) \in\left(L^{2}\left(\mathbb{R}_{-}^{3}\right)\right)^{2} \times \mathcal{D}^{\prime}\left(\mathbb{R}_{-}^{3}\right), \quad \partial_{z} \widetilde{v} \in\left(L^{2}\left(\mathbb{R}_{-}^{3}\right)\right)^{2}, \quad \nabla \cdot \widetilde{v}+\partial_{z} \widetilde{w}=0  \tag{32}\\
(\widetilde{v}, \widetilde{w})=(v, w) \text { in } d, \quad(\widetilde{v}, \widetilde{w})=0 \text { in } \mathbb{R}_{-}^{3} \backslash \bar{d}, \quad \widetilde{w}=0 \text { on } s
\end{array}\right.
$$

Then $(v, w) \in \mathbb{F}(d)$.
We denote $\mathbb{R}_{-}^{3}=\left\{(x, z): x \in \mathbb{R}^{2}, z<0\right\}$.
Remark. The hypothesis (31) means (see Figure 2) that there exists $\xi \in \Gamma$ such that

$$
m_{t, x}=(t x+(1-t) \xi,-t h(x)) \in d \quad \forall x \in \Gamma, \forall t \in(0,1)
$$

It does not allow us to consider islands, because it implies that $\Gamma$ is star-shaped with respect to $\xi$. It no longer allows us to consider two submarine valleys separated by a large plateau close to the surface.

Remark. The trace of $\widetilde{w}$ on $s$ is defined since $\partial_{z} \widetilde{w}=-\nabla \cdot \widetilde{v}$, which lies in $L^{2}\left(\mathbb{R}_{-} ; H^{-1}\left(\mathbb{R}^{2}\right)\right)$.

Remark. The property (32) characterizes $\mathbb{F}(d)$. Indeed it is sufficient by Lemma 3 and it is necessary from the definitions (24) and (18) and from Lemma 2.

Proof of Lemma 3. Let $(v, w)$ satisfy (32). By definition (24) of $\mathbb{F}(d)$, it suffices to find a sequence in $\mathcal{E}(d)$ which is a Cauchy sequence for the norm $\left\|\partial_{z} v\right\|_{\left(L^{2}(d)\right)^{3}}$ and which converges to $(v, w)$ in $\left(\mathcal{D}^{\prime}(d)\right)^{3}$.

The condition (32) gives an extension $(\widetilde{v}, \widetilde{w}) \in\left(L^{2}\left(\mathbb{R}_{-}^{3}\right)\right)^{2} \times \mathcal{C}\left(\mathbb{R}_{-} ; H^{-1}\left(\mathbb{R}^{2}\right)\right)$ such that $\widetilde{w}=0$ for $z=0$. Thus we define an extension $(\widetilde{v}, \widetilde{w}) \in\left(L^{2}\left(\mathbb{R}^{3}\right)\right)^{2} \times \mathcal{C}\left(\mathbb{R} ; H^{-1}\left(\mathbb{R}^{2}\right)\right)$ in the whole space $\mathbb{R}^{3}$ by

$$
(\widetilde{v}, \widetilde{w})(x, z)=(\widetilde{v}(x,-z),-\widetilde{w}(x,-z)) \quad \text { if } z>0
$$

By (31), $d$ is star-shaped with respect to a point of $s$, which is chosen to be the origin. Given $\eta>0$, we define

$$
\left(v^{\eta}, w^{\eta}\right)(x, z)=(\widetilde{v}, \widetilde{w})((1+\eta) x,(1+\eta) z)
$$

Then, $\nabla \cdot v^{\eta}+\partial_{z} w^{\eta}=0$ and support $\left(v^{\eta}, w^{\eta}\right) \subset \tilde{d}$, where $\widetilde{d}=\{(x, z): x \in \Gamma,|z|<$ $h(x)\}$.

Let $\rho^{\eta} \in \mathcal{D}\left(\mathbb{R}^{3}\right)$ be a mollifier such that

$$
\rho^{\eta}(x, z)=\rho^{\eta}(x,-z), \quad \int_{\mathbb{R}^{3}} \rho^{\eta} d x d z=1, \quad \text { support } \rho^{\eta}+\operatorname{support}\left(v^{\eta}, w^{\eta}\right) \subset \widetilde{d}
$$

By convolution, we obtain a function $\left(v^{\eta} \star \rho^{\eta}, w^{\eta} \star \rho^{\eta}\right)$ lying in $\mathcal{E}(d)$. Indeed, this function is $\mathcal{C}^{\infty}$ on $\bar{d}$, it satisfies $\nabla \cdot\left(v^{\eta} \star \rho^{\eta}\right)+\partial_{z}\left(w^{\eta} \star \rho^{\eta}\right)=0$, it vanishes in a neighborhood of $F$, and $w^{\eta} \star \rho^{\eta}$ vanishes on $s$ because $\left(w^{\eta} \star \rho^{\eta}\right)(x, 0)$ is the integral on $\mathbb{R}^{3}$ of an antisymetric function with respect to $z$.

As $\eta \rightarrow 0$, we have $\partial_{z}\left(v^{\eta} \star \rho^{\eta}\right) \rightarrow \partial_{z} v$ in $\left(L^{2}(d)\right)^{2}$; therefore $\left(v^{\eta} \star \rho^{\eta}, w^{\eta} \star \rho^{\eta}\right) \rightarrow$ $(v, w)$ in $\mathbb{F}(d)$ and, by Lemma 2 , in $\left(\mathcal{D}^{\prime}(d)\right)^{3}$.
3. Solution of the Navier-Stokes equations. We define here a variational solution of the Navier-Stokes equations (1) and (2), for which we will pass to the limit for $\varepsilon \rightarrow 0$ further. Throughout this paper, we suppose that

$$
\begin{equation*}
h^{1 / 2} g \in\left(L^{2}(\Gamma)\right)^{2} \tag{33}
\end{equation*}
$$

In order to recover a unique pressure, we introduce a nonempty bounded set

$$
\begin{equation*}
d^{\prime}=\Gamma^{\prime} \times\left(-h^{\prime}, 0\right), \quad \Gamma^{\prime} \subset \subset \Gamma, \quad h^{\prime}=\min _{x \in \Gamma^{\prime}} h(x) \tag{34}
\end{equation*}
$$

and we impose

$$
\begin{equation*}
\int_{d^{\prime}} p d x d z=0 \tag{35}
\end{equation*}
$$

Now we are able to state the existence and uniqueness result.
Theorem 4. Suppose that (16), (17), and (33) are satisfied.
(i) There exists a solution $(v, w) \in \mathbb{E}(d)$ of the following: $\forall(\varphi, \psi) \in \mathbb{E}(d)$,

$$
\left\{\begin{align*}
& \int_{d} \nu\left(\nabla v \cdot \nabla \varphi+\nabla w \cdot \nabla \psi+\partial_{z} v \cdot \partial_{z} \varphi+\partial_{z} w \partial_{z} \psi\right)+k^{\prime}\left(w \varphi_{1}-v_{1} \psi\right)  \tag{36}\\
& \quad+k v \times \varphi+\left(v \cdot \nabla+w \partial_{z}\right) v \cdot \varphi+\left(v \cdot \nabla+w \partial_{z}\right) w \psi d x d z=\int_{s} g \cdot \varphi d x
\end{align*}\right.
$$

(ii) Every solution satisfies

$$
\begin{equation*}
\int_{d}|\nabla v|^{2}+|\nabla w|^{2}+\left|\partial_{z} v\right|^{2}+\left|\partial_{z} w\right|^{2} d x d z \leq \frac{1}{\nu^{2}} \int_{\Gamma} h|g|^{2} d x \tag{37}
\end{equation*}
$$

(iii) To every solution corresponds a unique pressure $p \in L_{\mathrm{loc}}^{2}(d)$ such that the strong equation (1) is satisfied in the distribution sense and the condition (35) holds. It satisfies $\nabla p \in\left(H^{-1}(d)\right)^{2}, \partial_{z} p \in H^{-1}(d)$ and, for every Lipschitz set $d^{\prime \prime}$ included in d,

$$
\begin{gathered}
\|\nabla p\|_{\left(H^{-1}(d)\right)^{2}}+\left\|\partial_{z} p\right\|_{H^{-1}(d)} \leq\left(1+\frac{|\omega|}{\sqrt{2} \nu} h_{\max }\right)\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}+\left(\frac{\gamma_{d}}{\nu}\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}\right)^{2} \\
\|p\|_{L^{2}\left(d^{\prime \prime}\right)} \leq c_{d, d^{\prime}, d^{\prime \prime}}\left(\left(1+\frac{|\omega|}{\sqrt{2} \nu} h_{\max }\right)\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}+\left(\frac{\gamma_{d}}{\nu}\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}\right)^{2}\right)
\end{gathered}
$$

(iv) There is a unique solution $(v, w, p)$ if

$$
\nu^{2}>2^{1 / 4} \beta^{3 / 2}\left(h_{\max }\right)^{1 / 2}\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}
$$

(v) Assume in addition that $h$ is Lipschitz continuous on $\Gamma$ and $g \in\left(H_{\mathrm{loc}}^{1}(\Gamma)\right)^{2}$.

Then the boundary conditions (2) are satisfied in the trace sense, and (36) is equivalent to (1), (2), and $(v, w) \in \mathbb{E}(d)$.

We denote by $\times$ the vector product in $\mathbb{R}^{2}$; therefore $v \times \varphi=v_{1} \varphi_{2}-v_{2} \varphi_{1}=B v \cdot \varphi$, and $\gamma_{d}$ and $\beta$ are defined in Lemma 1.

Remark. Without the assumptions of part (v), there is not enough regularity on $\partial_{z} v$ to define its trace on $s$ and on the bottom $f$ to define a trace on it.

Notice that the domain $d$ does not necessarily possess the cone property, even if $h$ is Lipschitz continuous. Indeed the cone property may fail on the shore $\partial S$, unless we assume in addition some regularity on $\partial \Gamma$ (the 2 D cone property) and that the slope of the bottom does not cancel on the shore (for instance, in any point of $\partial \Gamma$, $\nabla h$ is continuous and does not vanish). We do not use such an assumption since, for real lakes, the slope may vanish on the shore and the cone condition may fail.

Remark. The condition (35) defines a unique $p$ if $d$, and therefore $\Gamma$, is connected. Otherwise, an open set $d^{\prime}$ must be introduced in each connected component of $d$, and (35) must be imposed on each $d^{\prime}$.

Remark. The regularity hypothesis (33) on $g$ may be weakened in the interior of $\Gamma$ : there exists a solution as soon as $g=g^{\prime}+g^{\prime \prime}$ with $g^{\prime}$ satisfying (33) and $g^{\prime \prime} \in\left(H^{-1 / 2}(\Gamma)\right)^{2}$ with support included in $\Gamma$. Similarly, the results of part (v) probably hold for $g \in\left(H_{\mathrm{loc}}^{1 / 2}(\Gamma)\right)^{2}$.

Proof of Theorem 4. Part i. We will proceed by linearization and fixed point. In order to shorten, we denote

$$
u=\left(v_{1}, v_{2}, w\right), \quad D=\left(\partial_{x_{1}}, \partial_{x_{2}}, \partial_{z}\right)
$$

Linearization. Given $u^{\prime} \in \mathbb{E}(d)$, the Lax-Milgram theorem gives the existence of a unique $u \in \mathbb{E}(d)$ such that for any $\mu \in \mathbb{E}(d)$,

$$
\begin{equation*}
\int_{d} \nu D u \cdot D \mu+\omega \times u \cdot \mu+\left(u^{\prime} \cdot D\right) u \cdot \mu d x d z=\int_{s} g \cdot \varphi d x \tag{38}
\end{equation*}
$$

where $\varphi=\left(\mu_{1}, \mu_{2}\right), \omega=\left(0, k^{\prime}, k\right)$, and $\omega \times u=\left(k^{\prime} w-k v_{2}, k v_{1},-k^{\prime} v_{1}\right)$.
Indeed, the left-hand side defines a continuous bilinear form with respect to $u$ and $\mu$ since, by (20), for any $u^{\prime}, u$ and $\mu$ in $\mathbb{E}(d)$,

$$
\left|\int_{d}\left(u^{\prime} \cdot D\right) u \cdot \mu d x d z\right| \leq\left(\gamma_{d}\right)^{2}\left\|D u^{\prime}\right\|_{\left(L^{2}(d)\right)^{9}}\|D u\|_{\left(L^{2}(d)\right)^{9}}\|D \mu\|_{\left(L^{2}(d)\right)^{9}}
$$

This form is coercive since $\omega \times u \cdot u=0$ and

$$
\begin{equation*}
\int_{d}\left(u^{\prime} \cdot D\right) u \cdot u d x d z=0 \tag{39}
\end{equation*}
$$

To prove this last equation, it suffices to consider $u^{\prime}$ and $u$ in $\mathcal{E}(d)$. Then, introducing
$d_{h_{\max }}=\Gamma \times\left(-h_{\max }, 0\right)$ and denoting by $\widetilde{u}$ the extension by 0 in $d_{h_{\max }} \backslash d$, we get

$$
\begin{aligned}
\int_{d}\left(u^{\prime} \cdot D\right) u \cdot u d x d z & =\int_{d_{h_{\max }}}\left(\tilde{u^{\prime}} \cdot D\right) \widetilde{u} \cdot \widetilde{u} d x d z \\
& =\frac{1}{2} \int_{d_{h_{\max }}} D \cdot\left(\widetilde{u^{\prime}}|\widetilde{u}|^{2}\right) d x d z \\
& =\frac{1}{2} \int_{s} w^{\prime}|u|^{2} d x \\
& =0
\end{aligned}
$$

since $\widetilde{u^{\prime}} \cdot n_{\partial d_{h_{\max }}}=w^{\prime}=0$ on $s$ and $\widetilde{u^{\prime}}=0$ on the remainder of $\partial d_{h_{\max }}$. We used $D \cdot \widetilde{u^{\prime}}=0$, which follows from the definition of $\mathcal{E}(d)$.

On the other hand, the right-hand side of (38) defines a continuous linear form with respect to $\mu$ since, due to (21), we have for any $\mu \in \mathbb{E}(d)$,

$$
\begin{align*}
\left|\int_{s} g \cdot \varphi d x\right| & \leq\left(\int_{s} h|g|^{2} d x\right)^{1 / 2}\left(\int_{s} \frac{|\varphi|^{2}}{h} d x\right)^{1 / 2}  \tag{40}\\
& \leq\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}\left\|\partial_{z} \varphi\right\|_{\left(L^{2}(d)\right)^{2}}
\end{align*}
$$

The space $\mathbb{E}(d)$ is a Hilbert space: it is a complete space by definition and separated by (20). Therefore the Lax-Milgram theorem ensures the existence and the uniqueness of $u$, and

$$
\begin{equation*}
\|D u\|_{\left(L^{2}(d)\right)^{9}} \leq \frac{1}{\nu}\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}} \tag{41}
\end{equation*}
$$

Fixed point. We denote

$$
C=\left\{u \in \mathbb{E}(d):\|D u\|_{\left(L^{2}(d)\right)^{9}} \leq \frac{1}{\nu}\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}\right\}
$$

It is a convex, nonempty, and compact set in $\left(L^{4}(d)\right)^{3}$. Moreover, $u^{\prime} \mapsto u$ maps $C$ into itself by (41), and it is continuous from $C$ (endowed with the norm $\left.\left(L^{4}(d)\right)^{3}\right)$ into itself as we will see. Therefore Schauder's theorem gives the existence of a fixed point. This one satisfies (38) with $u^{\prime}=u$, that is (36).

It remains to check the continuity. Let $\mathbf{u}^{\prime}$ be another element of $C$ and $\mathbf{u}$ be the corresponding solution of (38). For all $\mu \in \mathbb{E}(d)$ we have
$\int_{d} \nu D(\mathbf{u}-u) \cdot D \mu+\omega \times(\mathbf{u}-u) \cdot \mu+\left(\mathbf{u}^{\prime} \cdot D\right)(\mathbf{u}-u) \cdot \mu+\left(\left(\mathbf{u}^{\prime}-u^{\prime}\right) \cdot D\right) u \cdot \mu d x d z=0$.
For $\mu=\mathbf{u}-u$ we get, together with (39) and (20),

$$
\begin{aligned}
\nu \int_{d}|D(\mathbf{u}-u)|^{2} d x d z & =-\int_{d}\left(\left(\mathbf{u}^{\prime}-u^{\prime}\right) \cdot D\right) u \cdot(\mathbf{u}-u) d x d z \\
& \leq \gamma_{d}\left\|\mathbf{u}^{\prime}-u^{\prime}\right\|_{\left(L^{4}(d)\right)^{3}}\|D u\|_{\left(L^{2}(d)\right)^{9}}\|D(\mathbf{u}-u)\|_{\left(L^{2}(d)\right)^{9}}
\end{aligned}
$$

With the help of (41) and, once again, (20) we conclude that

$$
\begin{equation*}
\|\mathbf{u}-u\|_{\left(L^{4}(d)\right)^{3}} \leq \frac{1}{\nu^{2}}\left(\gamma_{d}\right)^{2}\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}\left\|\mathbf{u}^{\prime}-u^{\prime}\right\|_{\left(L^{4}(d)\right)^{3}} \tag{42}
\end{equation*}
$$

Part ii. It suffices to choose $(\varphi, \psi)=(v, w)$ in (36) (which is (38) with $u^{\prime}=u$ ) and to use (39) and (40) to obtain the announced estimate.

Part iii. Let us choose $(\varphi, \psi)=\mu \in(\mathcal{D}(d))^{3}$ such that $D \cdot \mu=0$. Then (36) gives

$$
\left\langle-\nu D^{2} u+\omega \times u+(u \cdot D) u, \mu\right\rangle_{\left(\mathcal{D}^{\prime}(d)\right)^{3} \times(\mathcal{D}(d))^{3}}=0
$$

therefore de Rham's theorem (see, for instance, [13]) gives the existence of $p \in \mathcal{D}^{\prime}(d)$ satisfying $-\nu D^{2} u+\omega \times u+(u \cdot D) u=-D p$, that is, (1). This equation can be written, since $D \cdot u=0$, as

$$
\begin{equation*}
D p=-\omega \times u+D \cdot(\nu D u-u \otimes u) \tag{43}
\end{equation*}
$$

therefore, from the definition (30) of the norm in $H^{-1}(d)$ and (19), (20),

$$
\begin{aligned}
\|D p\|_{\left(H^{-1}(d)\right)^{3}} & \leq\|\omega \times u\|_{\left(L^{2}(d)\right)^{3}}+\|\nu D u-u \otimes u\|_{\left(L^{2}(d)\right)^{9}} \\
& \leq|\omega| \frac{h_{\max }}{\sqrt{2}}\|D u\|_{\left(L^{2}(d)\right)^{9}}+\nu\|D u\|_{\left(L^{2}(d)\right)^{9}}+\left(\gamma_{d}\|D u\|_{\left.\left(L^{2}(d)\right)^{9}\right)^{2}}\right.
\end{aligned}
$$

which, with (41), gives the announced estimates on $\nabla p$ and $\partial_{z} p$.
It follows (see, for instance, [14, Theorem 14], with $g=1_{d^{\prime}}$ ) that $p$ lies in $L^{2}\left(d^{\prime \prime}\right)$ for any Lipschitz set $d^{\prime \prime}$ included in $d$, with

$$
\begin{equation*}
\|p\|_{L^{2}\left(d^{\prime \prime}\right)} \leq c_{d, d^{\prime}, d^{\prime \prime}}\left(\|D p\|_{\left(H^{-1}(d)\right)^{3}}+\left|\int_{d^{\prime}} p d x d z\right|\right) \tag{44}
\end{equation*}
$$

Since $D p$ is unique, $p$ is unique up to a constant which is given by (35), then $p$ is unique.

Part iv. The difference between two solutions $u$ and $\mathbf{u}$ satisfies (42) with $u^{\prime}=u$ and $\mathbf{u}^{\prime}=\mathbf{u}$. Thus, it vanishes as soon as $\left(\gamma_{d}\right)^{2}\left\|h^{1 / 2} g\right\|_{\left(L^{2}(\Gamma)\right)^{2}}<\nu^{2}$, which gives the announced condition due to the definition of $\gamma_{d}$ given in Lemma 1.

Part v. Now $g \in\left(H_{\mathrm{loc}}^{1}(\Gamma)\right)^{2}$; thus $u \in\left(H_{\mathrm{loc}}^{2}(d \cup s)\right)^{3}$ and $p \in H_{\mathrm{loc}}^{1}(d \cup s)$. This regularity up to the surface may be proved by using either the translation method for the mixed formulation as in [9], the representation by Green's function as in [3], or the Agmon-Douglis-Nirenberg method as in [15, pp. 33-35]. (The reader is referred to these authors since this part of Theorem 4 is not used in the following.) Then, the following Green and Stokes's formulas hold for any $\mu=(\phi, \psi)$ in $\mathcal{E}(d)$, and therefore for any $\mu$ in $\mathbb{E}(d)$,

$$
\begin{equation*}
\int_{d} D u \cdot D \mu+D^{2} u \cdot \mu d x d z=\int_{s} \partial_{z} v \cdot \phi d x, \quad \int_{d} D p \cdot \mu d x d z=0 \tag{45}
\end{equation*}
$$

Substracting $\nu$-times the first formula from (36) (that is, from (38) with $u^{\prime}=u$ ) and adding the second formula, we get

$$
\begin{equation*}
\int_{d}\left(-\nu D^{2} u+\omega \times u+(u \cdot D) u+D p\right) \cdot \mu d x d z=\int_{s}\left(g-\nu \partial_{z}\right) \cdot \varphi d x \tag{46}
\end{equation*}
$$

The left-hand side vanishes from (1), and since $\left.\varphi\right|_{s}$ spans $(\mathcal{D}(s))^{2}$ this implies that $\nu \partial_{z} v=g$ on $s$.

On the other hand, here the bottom $f$ is locally the graph of the Lipschitz function $h$, and then $(v, w) \in \mathbb{E}(d)$ gives $(v, w)=0$ on $f$ in the trace sense. Finally, $w=0$ on $s$ by Lemma 2; thus all the boundary conditions (2) are proven in the trace sense.

Conversely, if (1) and (2) hold, (46) holds and we get the variational equation (36) by using (45).
4. Solution of the vertical diffusion model. We prove here the existence and uniqueness of a solution, and we give an equivalent variational formulation. Now we work in the transported domain $D$ (one can choose $D=d_{\text {true }}$ ). The hypotheses (17) and (33) are then equivalent to

$$
\begin{gather*}
H \in \mathcal{C}(\bar{\Gamma}), H>0 \text { in } \Gamma, H=0 \text { on } \partial \Gamma,  \tag{47}\\
H^{1 / 2} G \in\left(L^{2}(\Gamma)\right)^{2} \tag{48}
\end{gather*}
$$

Theorem 5. We suppose (16), (47), and (48).
(i) There exists a unique solution $(\mathbf{V}, \mathbf{W}, \mathbf{P})$ of

$$
\left\{\begin{array}{l}
(\mathbf{V}, \mathbf{W}) \in \mathbb{F}(D), \quad \mathbf{P} \in H_{\mathrm{loc}}^{1}(\Gamma), \quad \int_{\Gamma^{\prime}} \mathbf{P} d X=0  \tag{49}\\
-\partial_{Z}^{2} \mathbf{V}+\nabla \mathbf{P}=0, \quad \partial_{Z} \mathbf{P}=0,\left.\quad \partial_{Z} \mathbf{V}\right|_{S}=G
\end{array}\right.
$$

where $\Gamma^{\prime}$ is given by (34).
(ii) The solution of (49) satisfies the following: $\forall(\Phi, \Psi) \in \mathbb{F}(D)$,

$$
\begin{equation*}
\int_{D} \partial_{Z} \mathbf{V} \cdot \partial_{Z} \Phi d X d Z=\int_{S} G \cdot \Phi d X \tag{50}
\end{equation*}
$$

Conversely, if $(\mathbf{V}, \mathbf{W})$ is the unique solution of (50), there exists a unique $\mathbf{P}$ such that (49) is satisfied.
(iii) The solution of (49) satisfies

$$
\int_{D}\left|\partial_{Z} \mathbf{V}\right|^{2} d X d Z \leq \int_{\Gamma} H|G|^{2} d X
$$

The boundary conditions $\mathbf{W}=0$ on $S,(\mathbf{V}, \mathbf{W})=0$ on $F$, and $\left(\int_{-H}^{0} \mathbf{V} d Z\right) \cdot n_{\partial \Gamma}=$ 0 announced in (10) and (14) are included in a weak sense in the condition $(\mathbf{V}, \mathbf{W}) \in$ $\mathbb{F}(D)$. The traction condition has some sense according to the following result, which gives, in addition, a Green formula and the regularity of $\mathbf{P}$.

Lemma 6. Let $\mathbf{V} \in\left(L^{2}(D)\right)^{2}$ and $\mathbf{P} \in \mathcal{D}^{\prime}(D)$ be such that $\partial_{Z} \mathbf{V} \in\left(L^{2}(D)\right)^{2}$, $\partial_{Z} \mathbf{P}=0$ and $-\partial_{Z}^{2} \mathbf{V}+\nabla \mathbf{P}=0$.

For all $\Gamma^{\prime \prime} \subset \subset \Gamma$ and for $H^{\prime \prime}=\min \left\{H(X): X \in \Gamma^{\prime \prime}\right\}$, such a function satisfies $\mathbf{V} \in \mathcal{C}^{\infty}\left(\left[-H^{\prime \prime}, 0\right] ;\left(L^{2}\left(\Gamma^{\prime \prime}\right)\right)^{2}\right)$, which allows us to define a trace $\partial_{Z} \mathbf{V} \in\left(L_{\mathrm{loc}}^{2}(\Gamma)\right)^{2}$.

Moreover $\mathbf{P} \in H_{\mathrm{loc}}^{1}(\Gamma)$ and the following holds: $\forall(\Phi, \Psi) \in \mathcal{E}(D)$,

$$
\begin{gather*}
\int_{D} \partial_{Z} \mathbf{V} \cdot \partial_{Z} \Phi+\partial_{Z}^{2} \mathbf{V} \cdot \Phi d X d Z=\int_{S} \partial_{Z} \mathbf{V} \cdot \Phi d X  \tag{51}\\
\int_{D} \nabla \mathbf{P} \cdot \Phi d X d Z=0 . \tag{52}
\end{gather*}
$$

Proof of Lemma 6. Regularity of $\mathbf{V}$. The equation gives $\partial_{Z}^{n} \mathbf{V}=0$ for any $n \geq 3$, which implies $\mathbf{V} \in C^{\infty}\left(\left[-H^{\prime \prime}, 0\right] ;\left(L^{2}\left(\Gamma^{\prime \prime}\right)\right)^{2}\right)$ since $\mathbf{V} \in L^{2}\left(\left[-H^{\prime \prime}, 0\right] ;\left(L^{2}\left(\Gamma^{\prime \prime}\right)\right)^{2}\right)$.

Regularity of $\mathbf{P}$. The equation gives $\nabla \mathbf{P}=\partial_{Z}^{2} \mathbf{V} \in C\left(\left[-H^{\prime \prime}, 0\right] ;\left(L^{2}\left(\Gamma^{\prime \prime}\right)\right)^{2}\right)$. Since $\nabla \mathbf{P}$ is independent on $Z$, it belongs to $\left(L^{2}\left(\Gamma^{\prime \prime}\right)\right)^{2}$, and therefore $\mathbf{P} \in H_{\mathrm{loc}}^{1}(\Gamma)$.

Green formula. We cover $\Gamma$ by a collection of cells $\Gamma_{i}^{\prime \prime}$ small enough to have $\Phi=0$ if $X \in \Gamma_{i}^{\prime \prime}, Z \leq-H_{i}^{\prime \prime}$. We have $\partial_{Z} \mathbf{V} \cdot \partial_{Z} \Phi+\partial_{Z}^{2} \mathbf{V} \cdot \Phi=\partial_{Z}\left(\partial_{Z} \mathbf{V} \cdot \Phi\right)$ in $C\left(\left[-H_{i}^{\prime \prime}, 0\right] ;\left(L^{2}\left(\Gamma_{i}^{\prime \prime}\right)\right)^{2}\right)$. Therefore, in $\left(L^{2}\left(\Gamma_{i}^{\prime \prime}\right)\right)^{2}$,

$$
\int_{-H_{i}^{\prime \prime}}^{0} \partial_{Z} \mathbf{V} \cdot \partial_{Z} \Phi+\partial_{Z}^{2} \mathbf{V} \cdot \Phi d Z=\left.\left(\partial_{Z} \mathbf{V} \cdot \Phi\right)\right|_{Z=0}
$$

We deduce (51) by integrating with respect to $X$ over $\Gamma_{i}^{\prime \prime}$ and summing with respect to $i$.

Proof of (52). The extension of $\Phi$ by 0 satisfies, for any fixed $Z, \Phi(\cdot, Z) \in$ $(\mathcal{D}(\Gamma))^{2}$; thus

$$
\int_{\Gamma} \nabla \mathbf{P}(X) \cdot \Phi(X, Z) d X=-\int_{\Gamma} \mathbf{P}(X) \nabla \cdot \Phi(X, Z) d X
$$

By definition of $\mathcal{E}(D), \nabla \cdot \Phi=-\partial_{Z} \Psi$; therefore

$$
\begin{aligned}
\int_{D} \nabla \mathbf{P}(X) \cdot \Phi(X, Z) d X d Z & =\int_{D} \mathbf{P}(X) \partial_{Z} \Psi(X, Z) d X d Z \\
& =\int_{\Gamma} \mathbf{P}(X)\left(\int_{-H(X)}^{0} \partial_{Z} \Psi(X, Z) d Z\right) d X
\end{aligned}
$$

which cancels since $\Psi(X, 0)=\Psi(X,-H(X))$.
Proof of Theorem 5. Variational solution. The left-hand side of (50) defines a continuous bilinear form on $\mathbb{F}(D)$, which is coercive since $\int_{D}\left|\partial_{Z} \mathbf{V}\right|^{2} d X d Z=$ $\left(\|(\mathbf{V}, \mathbf{W})\|_{\mathbb{F}(D)}\right)^{2}$. The right-hand side of (50) defines a continuous linear form according to (40). Then, the Lax-Milgram theorem gives the existence and uniqueness of a solution $(\mathbf{V}, \mathbf{W}) \in \mathbb{F}(D)$ of $(50)$.

Strong solution. Let us choose $(\Phi, \Psi) \in(\mathcal{D}(D))^{3}$ such that $\nabla \cdot \Phi+\partial_{Z} \Psi=0$. Equation (50) yields

$$
\left\langle\left(-\partial_{Z}^{2} \mathbf{V}, 0\right),(\Phi, \Psi)\right\rangle_{\left(\mathcal{D}^{\prime}(D)\right)^{3} \times(\mathcal{D}(D))^{3}}=0
$$

therefore de Rham's theorem (see, for instance, [13]) gives the existence of $\mathbf{P} \in \mathcal{D}^{\prime}(D)$ such that $\left(\nabla \mathbf{P}, \partial_{Z} \mathbf{P}\right)=\left(\partial_{Z}^{2} \mathbf{V}, 0\right)$. Then, Lemma 6 gives $\mathbf{P} \in H_{\mathrm{loc}}^{1}(D)$. Since $\nabla \mathbf{P}$ is unique, $\mathbf{P}$ is unique up to a constant which is given by $\int_{\Gamma^{\prime}} \mathbf{P} d X=0$, and therefore $\mathbf{P}$ is unique.

Let us choose now $(\Phi, \Psi) \in \mathcal{E}(D)$. Substracting (50) from (51), one obtains

$$
\int_{S}\left(\partial_{Z} \mathbf{V}-G\right) \cdot \Phi d X=\int_{D} \partial_{Z}^{2} \mathbf{V} \cdot \Phi d X d Z
$$

The right-hand side equals $\int_{D} \nabla \mathbf{P} \cdot \Phi d X d Z$, which vanishes due to (52). Since $\left.\Phi\right|_{S}$ spans $(\mathcal{D}(S))^{2}$, it follows that $\partial_{Z} \mathbf{V}=G$.

Converse assertion. Let us consider now a solution of $(49)$ and $(\Phi, \Psi) \in \mathcal{E}(D)$. Since $\partial_{Z}^{2} \mathbf{V}-\nabla \mathbf{P}=0$,

$$
\int_{D} \partial_{Z} \mathbf{V} \cdot \partial_{Z} \Phi d X d Z=\int_{D} \partial_{Z} \mathbf{V} \cdot \partial_{Z} \Phi+\partial_{Z}^{2} \mathbf{V} \cdot \Phi-\nabla \mathbf{P} \cdot \Phi d X d Z
$$

According to (51) and (52), the right-hand side is equal to $\int_{S} \partial_{Z} \mathbf{V} \cdot \Phi d X$ and therefore, with the traction condition, to $\int_{\Gamma} G \cdot \Phi d X$ which gives $(50)$. By continuity, this equation is satisfied for all $(\Phi, \Psi)$ in $\mathbb{F}(D)$.
5. Convergence as $\boldsymbol{\varepsilon} \rightarrow \mathbf{0}$. We prove here that the solution of the transported Navier-Stokes equations on the fixed domain $D$ goes to the solution of the vertical diffusion model.

Theorem 7. Let (3), (16), (47), and (48) be satisfied.

As $\varepsilon \rightarrow 0$, the image $\left(V^{\varepsilon}, W^{\varepsilon}, P^{\varepsilon}\right)$ by the scaling (6) and (7) of the solution $\left(v^{\varepsilon}, w^{\varepsilon}, p^{\varepsilon}\right)$ defined by Theorem 4 goes to the solution ( $\left.\mathbf{V}, \mathbf{W}, \mathbf{P}\right)$ of (49) in the following sense:

$$
\left(V^{\varepsilon}, W^{\varepsilon}, P^{\varepsilon}\right) \rightharpoonup(\mathbf{V}, \mathbf{W}, \mathbf{P}) \quad \text { in }\left(L^{2}(D)\right)^{2} \times H^{-1}(D) \times L_{\mathrm{loc}}^{2}(D) \text { weak. }
$$

Remark. From Theorem 4, $\left(v^{\varepsilon}, w^{\varepsilon}, p^{\varepsilon}\right)$, and therefore $\left(V^{\varepsilon}, W^{\varepsilon}, P^{\varepsilon}\right)$ is unique as soon as $\varepsilon<\nu^{2} /\left(2^{1 / 4} \beta^{3 / 2}\left(H_{\max }\right)^{1 / 2}\left\|H^{1 / 2} G\right\|_{\left(L^{2}(\Gamma)\right)^{2}}\right)$.

Remark. For the limit problem, there is a "strong" formulation, namely (49), which is not the case for the initial problem (under the same hypothesis).

As we mentioned in the remark following Theorem 4, for the Navier-Stokes equations there is not enough regularity to define the trace of $\partial_{Z} V^{\varepsilon}$ on $S$. On the contrary, for the vertical diffusion model, this trace is defined at Lemma 6 with the help of the hydrostatic balance (that is, $\mathbf{P}$ independent on $Z$ ) which implies that $\partial_{Z}^{2} \mathbf{V}$ is integrable with respect to $Z$.

We will deduce Theorem 7 from the following properties, which are easy consequences of the results for a fixed $\varepsilon$.

Proposition 8. The image by the scaling (3), (6), and (7) of every solution $\left(v^{\varepsilon}, w^{\varepsilon}, p^{\varepsilon}\right)$ defined at Theorem 4 satisfies $\left(V^{\varepsilon}, W^{\varepsilon}\right) \in \mathbb{E}(D)$ and $\forall(\Phi, \Psi) \in \mathbb{E}(D)$,

$$
\begin{align*}
& \left\{\begin{array}{l}
\int_{D} \partial_{Z} V^{\varepsilon} \cdot \partial_{Z} \Phi+\varepsilon^{2} \nabla V^{\varepsilon} \cdot \nabla \Phi+\varepsilon^{2} \partial_{Z} W^{\varepsilon} \partial_{Z} \Psi+\varepsilon^{4} \nabla W^{\varepsilon} \cdot \nabla \Psi \\
\quad+\frac{\varepsilon^{3}}{\nu^{2}}\left(V^{\varepsilon} \cdot \nabla+W^{\varepsilon} \partial_{Z}\right) V^{\varepsilon} \cdot \Phi+\frac{\varepsilon^{5}}{\nu^{2}}\left(V^{\varepsilon} \cdot \nabla+W^{\varepsilon} \partial_{Z}\right) W^{\varepsilon} \Psi d X d Z \\
\quad+\frac{\varepsilon^{2} k}{\nu} V^{\varepsilon} \times \Phi+\frac{\varepsilon^{3} k^{\prime}}{\nu}\left(W^{\varepsilon} \Phi_{1}-V_{1}^{\varepsilon} \Psi\right)=\int_{\Gamma} G \cdot \Phi d X
\end{array}\right.  \tag{53}\\
& \int_{D}\left|\partial_{Z} V^{\varepsilon}\right|^{2}+\varepsilon^{2}\left|\nabla V^{\varepsilon}\right|^{2}+\varepsilon^{2}\left|\partial_{Z} W^{\varepsilon}\right|^{2}+\varepsilon^{4}\left|\nabla W^{\varepsilon}\right|^{2} d X d Z \leq \int_{\Gamma} H|G|^{2} d X
\end{align*}
$$

Moreover, it satisfies the strong equation (8), $P^{\varepsilon} \in L_{\mathrm{loc}}^{2}(D)$, and, for $\varepsilon \leq 1$,

$$
\begin{gather*}
\left\|\nabla P^{\varepsilon}\right\|_{\left(H^{-1}(D)\right)^{2}} \leq\left(1+\frac{\varepsilon^{2}|\omega|}{\sqrt{2} \nu} H_{\max }\right)\left\|H^{1 / 2} G\right\|_{\left(L^{2}(\Gamma)\right)^{2}}+\left(\frac{\gamma_{D}}{\nu}\left\|H^{1 / 2} G\right\|_{\left(L^{2}(\Gamma)\right)^{2}}\right)^{2}  \tag{55}\\
\left\|\partial_{Z} P^{\varepsilon}\right\|_{H^{-1}(D)} \leq \varepsilon\left(\left(1+\frac{\varepsilon^{2}|\omega|}{\sqrt{2} \nu} H_{\max }\right)\left\|H^{1 / 2} G\right\|_{\left(L^{2}(\Gamma)\right)^{2}}+\left(\frac{\gamma_{D}}{\nu}\left\|H^{1 / 2} G\right\|_{\left(L^{2}(\Gamma)\right)^{2}}\right)^{2}\right)  \tag{56}\\
\int_{D^{\prime}} P^{\varepsilon} d X d Z=0 \tag{57}
\end{gather*}
$$

Here $D^{\prime}=\Gamma^{\prime} \times\left(-H^{\prime}, 0\right), \Gamma^{\prime}$ is given by (34) and $H^{\prime}=\min \left\{H(X): X \in \Gamma^{\prime}\right\}$.
Proof of Proposition 8. Equation (53) follows from (36) by observing that, if $(\varphi, \psi) \in \mathbb{E}\left(d_{\varepsilon}\right)$, an element $(\Phi, \Psi) \in \mathbb{E}(D)$ is defined by $\Phi(X, Z)=\varphi(x, z), \Psi(X, Z)=$ $\varepsilon \psi(x, z)$.

Inequality (54) follows from (37).
To get (55) and (56), we observe that, once scaled by (7), (43) may be written in the following form:

$$
\begin{aligned}
\left(\nabla, \frac{1}{\varepsilon} \partial_{Z}\right) P^{\varepsilon}= & \varepsilon^{2} \frac{\omega}{\nu} \times\left(V^{\varepsilon}, \varepsilon W^{\varepsilon}\right) \\
& +\left(\nabla, \partial_{Z}\right) \cdot\left(\left(\varepsilon^{2} \nabla, \partial_{Z}\right)\left(V^{\varepsilon}, \varepsilon W^{\varepsilon}\right)-\frac{\varepsilon^{3}}{\nu^{2}}\left(V^{\varepsilon}, W^{\varepsilon}\right) \otimes\left(V^{\varepsilon}, \varepsilon W^{\varepsilon}\right)\right)
\end{aligned}
$$

therefore, with (30), (19), (20), and $\varepsilon \leq 1$,

$$
\begin{aligned}
\left\|\left(\nabla, \frac{1}{\varepsilon} \partial_{Z}\right) P^{\varepsilon}\right\|_{\left(H^{-1}(D)\right)^{3}} \leq & \varepsilon^{2} \frac{|\omega|}{\nu}\left\|\left(V^{\varepsilon}, \varepsilon W^{\varepsilon}\right)\right\|_{\left(L^{2}(D)\right)^{3}}+\left\|\left(\varepsilon^{2} \nabla, \partial_{Z}\right)\left(V^{\varepsilon}, \varepsilon W^{\varepsilon}\right)\right\|_{\left(L^{2}(D)\right)^{9}} \\
& +\left(\frac{\varepsilon}{\nu}\left\|\left(V^{\varepsilon}, \varepsilon W^{\varepsilon}\right)\right\|_{\left(L^{4}(D)\right)^{9}}\right)^{2} \\
\leq & \left(\frac{\varepsilon^{2}|\omega|}{\sqrt{2} \nu} H_{\max }+1\right)\left\|\left(\varepsilon \nabla, \partial_{Z}\right)\left(V^{\varepsilon}, \varepsilon W^{\varepsilon}\right)\right\|_{\left(L^{2}(D)\right)^{9}} \\
& +\left(\frac{\gamma_{D}}{\nu}\left\|\left(\varepsilon \nabla, \partial_{Z}\right)\left(V^{\varepsilon}, \varepsilon W^{\varepsilon}\right)\right\|_{\left(L^{2}(D)\right)^{9}}\right)^{2}
\end{aligned}
$$

which, due to (54), gives (55) and (56).
Proof of Theorem 7. Convergence of the velocity. From (54), $\left(V^{\varepsilon}, W^{\varepsilon}\right)$ is bounded in $\mathbb{F}(D)$; therefore there exists a subsequence and $(\mathbf{V}, \mathbf{W})$ such that

$$
\left(V^{\varepsilon}, W^{\varepsilon}\right) \rightharpoonup(\mathbf{V}, \mathbf{W}) \quad \text { in } \mathbb{F}(D) \text { weak. }
$$

Let us pass to the limit in (53) for $(\Phi, \Psi) \in \mathcal{E}(D)$. The weak convergence gives

$$
\int_{D} \partial_{Z} V^{\varepsilon} \cdot \partial_{Z} \Phi d X d Z \rightarrow \int_{D} \partial_{Z} \mathbf{V} \cdot \partial_{Z} \Phi d X d Z
$$

The other terms in the left-hand side of (53) go to 0 . Indeed, from (54), $\partial_{Z} V^{\varepsilon}, \varepsilon \nabla V^{\varepsilon}$, $\varepsilon \partial_{Z} W^{\varepsilon}$, and $\varepsilon^{2} \nabla W^{\varepsilon}$ are bounded in $\left(L^{2}(D)\right)^{n}(n=1,2$, or 4$)$; thus $V^{\varepsilon}$ and $\varepsilon W^{\varepsilon}$ are bounded in $\left(L^{2}(D)\right)^{n}$ because of (19).

Therefore the limit ( $\mathbf{V}, \mathbf{W}$ ) satisfies the variational equation (50) for any $(\Phi, \Psi) \in$ $\mathcal{E}(D)$. By continuity, it satisfies this equation for any $(\Phi, \Psi) \in \mathbb{F}(D)$; thus, due to Theorem 5, it is unique. Therefore the whole sequence converges.

Convergence of the pressure. Its gradient $\left(\nabla P^{\varepsilon}, \partial_{Z} P^{\varepsilon}\right)$ is bounded in $\left(H^{-1}(D)\right)^{3}$ because of (55) and (56). With (57) and (44), it results that $P^{\varepsilon}$ is bounded in $L_{\text {loc }}^{2}(D)$. Then, there exists a subsequence and $\mathbf{P}$ such that

$$
P^{\varepsilon} \rightharpoonup \mathbf{P} \quad \text { in } L_{\mathrm{loc}}^{2}(D) \text { weak. }
$$

One can pass to the limit in the first equation of (8), the nonlinear term converging to 0 in $\left(L^{1}(D)\right)^{2}$ since $V^{\varepsilon}, \varepsilon \nabla V^{\varepsilon}, \varepsilon W^{\varepsilon}$, and $\partial_{Z} V^{\varepsilon}$ are bounded in $\left(L^{2}(D)\right)^{n}$ for some n. At the limit, $-\partial_{Z}^{2} \mathbf{V}+\nabla \mathbf{P}=0$.

From (56), $\partial_{Z} P^{\varepsilon} \rightarrow 0$; thus $\partial_{Z} \mathbf{P}=0$. Finally, passing to the limit in (57), we obtain $\int_{D^{\prime}} \mathbf{P} d X d Z=0$. Due to Lemma $6, \mathbf{P}$ satisfies (49), and due to Theorem 5 it is unique. Therefore the whole sequence converges, ending the proof of Theorem 7.
6. Semiexplicit solution of the vertical diffusion model. Let us first give a variational solution $\mathbf{P}=\mathbf{P}(X)$ of the pressure equation. We denote

$$
\begin{equation*}
\mathbb{A}(\Gamma)=\left\{\mathbf{P} \in L_{\mathrm{loc}}^{2}(\Gamma): H^{3 / 2} \nabla \mathbf{P} \in\left(L^{2}(\Gamma)\right)^{2}, \int_{\Gamma^{\prime}} \mathbf{P} d X=0\right\} \tag{58}
\end{equation*}
$$

(recall that $\Gamma^{\prime}$ is not empty and $\Gamma^{\prime} \subset \subset \Gamma$ ), a space which is endowed with the norm

$$
\|\mathbf{P}\|_{\mathbb{A}(\Gamma)}=\left(\int_{\Gamma} H^{3}|\nabla \mathbf{P}|^{2} d X\right)^{1 / 2}
$$

Notice that $\mathbb{A}(\Gamma) \subset H_{\text {loc }}^{1}(\Gamma)$.
Proposition 9. Let (16), (47), and (48) be satisfied. There exists a unique solution $\mathbf{P} \in \mathbb{A}(\Gamma)$ of the following: $\forall \Xi \in \mathbb{A}(\Gamma)$,

$$
\begin{equation*}
\frac{1}{3} \int_{\Gamma} H^{3} \nabla \mathbf{P} \cdot \nabla \Xi d X=\frac{1}{2} \int_{\Gamma} H^{2} G \cdot \nabla \Xi d X \tag{59}
\end{equation*}
$$

It satisfies the strong equation (13) and

$$
\begin{equation*}
\frac{1}{9} \int_{\Gamma} H^{3}|\nabla \mathbf{P}|^{2} d X \leq \frac{1}{4} \int_{\Gamma} H|G|^{2} d X \tag{60}
\end{equation*}
$$

If $\Gamma$ is a Lipschitz set, $\mathbf{P}$ satisfies the boundary condition (15) in $H^{-1 / 2}(\partial \Gamma)$.
The velocity is given explicitly in terms of $Z$ and $\nabla \mathbf{P}(X)$ as follows.
Theorem 10. Let (16), (31), (47), and (48) be satisfied. Then, $\mathbf{P}$ being defined by (59), formulas (11) and (12) define the unique velocity (V, W) satisfying (49).

Remark. The velocity is infinitely regular in the vertical direction. Indeed (49) gives $\partial_{Z}^{2} \mathbf{V}=\nabla \mathbf{P}, \partial_{Z}^{n} \mathbf{V}=0$ as soon as $n \geq 3$, and $\partial_{Z} \mathbf{W}=-\nabla \cdot \mathbf{V}$ gives $\partial_{Z}^{n} \mathbf{W}=0$ as soon as $n \geq 4$. We recover this regularity in the explicit expressions (11) and (12).

Remark. The hypothesis (31) is satisfied by $d$ if and only if it is satisfied by D. $\quad \square$

Proof of Proposition 9. Properties of the space $\mathbb{A}(\Gamma)$. It is a separated space since, according to (44), for any $\Gamma^{\prime \prime} \subset \subset \Gamma$, there exists $c_{\Gamma^{\prime \prime}}$ such that $\forall \mathbf{P} \in \mathbb{A}(\Gamma)$,

$$
\left(\int_{\Gamma^{\prime \prime}} \mathbf{P}^{2} d X\right)^{1 / 2} \leq c_{\Gamma^{\prime \prime}}\|\mathbf{P}\|_{\mathbb{A}(\Gamma)}
$$

This inequality implies the completion; thus $\mathbb{A}(\Gamma)$ is a Hilbert space.
Solution of the variational equation (59). Its right-hand side is bounded by

$$
\left|\int_{\Gamma} \frac{1}{2} H^{2} G \cdot \nabla \Xi d X\right| \leq \frac{1}{2}\left(\int_{\Gamma} H|G|^{2} d X\right)^{1 / 2}\left(\int_{\Gamma} H^{3}|\nabla \Xi|^{2} d X\right)^{1 / 2}
$$

therefore the Lax-Milgram theorem gives the existence of a unique solution $\mathbf{P} \in \mathbb{A}(\Gamma)$ of (59) and the inequality (60).

Verification of the strong equation (13). Let $\Xi \in \mathcal{D}(\Gamma)$. There exists a (unique) real number $c$ such that $\Xi+c \in \mathbb{A}(\Gamma)$. Since $\nabla(\Xi+c)=\nabla \Xi$, (59) is satisfied by $\Xi$. This proves (13) in $\mathcal{D}^{\prime}(\Gamma)$.

Verification of the boundary condition (15). The function $\overline{\mathbf{V}}=-\frac{1}{3} H^{3} \nabla \mathbf{P}+\frac{1}{2} H^{2} G$ belongs to $\left(L^{2}(\Gamma)\right)^{2}$. It satisfies $\nabla \cdot \overline{\mathbf{V}}=0$ because of (13). If $\Gamma$ is a Lipschitz set, we can define $\overline{\mathbf{V}} \cdot n_{\partial \Gamma} \in H^{-1 / 2}(\partial \Gamma)$ by the following: $\forall \Xi \in H^{1}(\Gamma)$,

$$
\left\langle\overline{\mathbf{V}} \cdot n_{\partial \Gamma}, \Xi\right\rangle_{H^{-1 / 2}(\partial \Gamma) \times H^{1 / 2}(\partial \Gamma)}=\int_{\Gamma} \overline{\mathbf{V}} \cdot \nabla \Xi d X
$$

The right-hand side is null because of (59) (it suffices to choose $c$ such that $\Xi+c \in$ $\mathbb{A}(\Gamma)$ ), which gives (15) in $H^{-1 / 2}(\Gamma)$.

Proof of Theorem 10. Let $\mathbf{P}$ be defined by (59) and (V,W) be defined by (11) and (12).

Verification that $(\mathbf{V}, \mathbf{W}) \in \mathbb{F}(D)$. By Lemma 3, it suffices to find an extension $(\widetilde{\mathbf{V}}, \widetilde{\mathbf{W}})$ satisfying (32). Let us define

$$
\left\{\begin{array}{l}
\widetilde{\mathbf{V}}=\widehat{\mathbf{V}}=\frac{1}{2} \overline{\left(Z^{2}-H^{2}\right)} \nabla \mathbf{P}+\overline{(Z+H) G} \\
\widetilde{\mathbf{W}}=\nabla \cdot\left(\overline{\left(\frac{1}{2} Z H^{2}-\frac{1}{6} Z^{3}\right) \nabla \mathbf{P}}-\overline{\left(\frac{1}{2} Z^{2}+H Z\right) G}\right)
\end{array}\right.
$$

where ${ }^{\wedge}$ (and ) denote the extension of functions by 0 outside $D$. Since $H^{3 / 2} \nabla \mathbf{P}$ and $H^{1 / 2} G$ lie in $\left(L^{2}(\Gamma)\right)^{2}$ and $|Z| \leq|H|$ in $D$, each of the extended functions lies in $\left(L^{2}(D)\right)^{2}$ and therefore has an extension in $\left(L^{2}\left(\mathbb{R}_{-}^{3}\right)\right)^{2}$.

The function $\widetilde{\mathbf{V}}$ coincides with $\mathbf{V}$ in $D$ and it vanishes outside $D$. The distribution $\widetilde{\mathbf{W}}$ coincides with $\mathbf{W}$ in $D$ and it vanishes outside $D$.

Let us verify that $\partial_{Z} \widetilde{\mathbf{V}} \in\left(L^{2}\left(\mathbb{R}_{-}^{3}\right)\right)^{2}$. In the set $D_{\infty}=\Gamma \times(-\infty, 0)$, one has $\widetilde{\mathbf{V}}=\frac{1}{2}\left(\widetilde{Z}^{2}-H^{2}\right) \nabla \mathbf{P}+(\widetilde{Z}+H) G$, where $\widetilde{Z}=\underset{\sim}{\max }\{Z,-H(X)\}$. The map $Z \mapsto \widetilde{Z}$ is differentiable into $L^{q}\left(D_{\infty}\right), \forall q<\infty$, with $\partial_{Z} \widetilde{Z}=1_{D}$. Since $\nabla \mathbf{P}$ and $G$ belong to $\left(L_{\mathrm{loc}}^{2}(\Gamma)\right)^{2}, Z \mapsto \widetilde{\mathbf{V}}$ is differentiable into $L_{\mathrm{loc}}^{1}\left(D_{\infty}\right)$ and

$$
\partial_{Z} \tilde{\mathbf{V}}=(Z \nabla \mathbf{P}+G) 1_{D}
$$

Therefore

$$
\begin{aligned}
\left.\left|\int_{D_{\infty}}\right| \partial_{Z} \tilde{\mathbf{V}}\right|^{2} d X d Z \mid & \leq \int_{\Gamma} d X \int_{-H(X)}^{0}|Z \nabla \mathbf{P}+G|^{2} d Z \\
& \leq \int_{\Gamma} \frac{2 H^{3}}{3}|\nabla \mathbf{P}|^{2}+2 H|G|^{2} d X
\end{aligned}
$$

which is finite because of $(60)$; thus $\partial_{Z} \widetilde{\mathbf{V}} \in\left(L^{2}\left(D_{\infty}\right)\right)^{2}$. In $\mathbb{R}_{-}^{3} \backslash \bar{D}$, we have $\partial_{Z} \widetilde{\mathbf{V}}=0$; therefore, by recollection of distributions $\left(\mathbb{R}_{-}^{3}\right.$ is the union of the open sets $D_{\infty}$ and $\left.R_{-}^{3} \backslash \bar{D}\right)$

$$
\partial_{Z} \tilde{\mathbf{V}} \in\left(L^{2}\left(\mathbb{R}_{-}^{3}\right)\right)^{2}
$$

On the other hand, in $D_{\infty}$,

$$
\begin{aligned}
\partial_{Z} \widetilde{\mathbf{W}} & =\nabla \cdot \partial_{Z}\left(\left(\frac{1}{2} \widetilde{Z} H^{2}-\frac{1}{6} \widetilde{Z}^{3}\right) \nabla \mathbf{P}-\left(\frac{1}{2} \widetilde{Z}^{2}+H \widetilde{Z}\right) G\right) \\
& =-\nabla \cdot\left(\frac{1}{2}\left(\widetilde{Z}^{2}-H^{2}\right) 1_{D} \nabla \mathbf{P}+(\widetilde{Z}+H) 1_{D} G\right) \\
& =-\nabla \cdot \widetilde{\mathbf{V}}
\end{aligned}
$$

This equality is also true in $\mathbb{R}_{-}^{3} \backslash \bar{D}$ and therefore, by recollection, in the whole set $\mathbb{R}_{-}^{3}$.

Let us verify now the condition at the surface on $\widetilde{\mathbf{W}}$. Let $\Gamma^{\prime \prime} \subset \subset \Gamma$ and $H^{\prime \prime}=$ $\inf \left\{H(X): X \in \Gamma^{\prime \prime}\right\}$. In $\Gamma^{\prime \prime} \times\left(-H^{\prime \prime}, 0\right)$ we have $\widetilde{Z}=Z$; therefore $\widetilde{\mathbf{W}}=\nabla \cdot Y$, where $Y(Z)=\left(\frac{1}{2} Z H^{2}-\frac{1}{6} Z^{3}\right) \nabla \mathbf{P}-\left(\frac{1}{2} Z^{2}+H Z\right) G$. Since $Y \in \mathcal{C}\left(\left[-H^{\prime \prime}, 0\right] ;\left(L^{2}\left(\Gamma^{\prime \prime}\right)\right)^{2}\right)$ and $Y(0)=0$, we have $\widetilde{\mathbf{W}} \in \mathcal{C}\left(\left[-H^{\prime \prime}, 0\right] ; H^{-1}\left(\Gamma^{\prime \prime}\right)\right)$ and $\widetilde{\mathbf{W}}=0$ on $S$. This ends the proof of (32).

Verification of the other properties. Differentiating (11) in the distribution sense, we obtain $\partial_{Z}^{2} \mathbf{V}=\nabla \mathbf{P}$. On the other hand, by definition of $\mathbf{P}, \partial_{Z} \mathbf{P}=0$ and $\int_{\Gamma^{\prime}} \mathbf{P} d X=$ 0 . Finally, $\partial_{Z} \mathbf{V}=Z \nabla \mathbf{P}+G$, which is equal to $G$ on $S$. Thus, (49) is proved.

Remark. Any element of $L^{2}(D)$ has a unique extension in $L^{2}\left(\mathbb{R}_{-}^{3}\right)$ which vanishes outside $\bar{D}$. In $H^{-1}\left(\mathbb{R}_{-}^{3}\right)$ there is not uniqueness, since it may exist a "mass" on $\partial D$. This is the reason why we do not denote in the same manner the two extensions by 0 which are ${ }^{\wedge}$ (the unique extension in $L^{2}\left(\mathbb{R}_{-}^{3}\right)$ ) and $\sim$ (one of the possible extensions in $H^{-1}\left(\mathbb{R}_{-}^{3}\right)$ ).
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#### Abstract

We consider variational solutions of the quenching problem $\partial_{t} u-\Delta u=-u^{\gamma} \chi_{\{u>0\}}$ with exponent $\gamma \in\left(-\frac{1}{3}, 0\right)$ and solutions of the heat equation with Bernoulli-type condition on the free boundary which arises in combustion theory, $\partial_{t} v-\Delta v=0$ in $\{v>0\},|\nabla v|=1$ on $\partial\{v>0\}$. We show that blow-up limits of $u$ and $v$ are backward self-similar solutions and use this to determine the Hausdorff dimension of the free boundaries $\partial\{u>0\}$ and $\partial\{v>0\}$.
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1. Introduction. In this paper we study the gradient flow in $L^{2}\left(\mathbf{R}^{n}\right)$ with respect to the energy

$$
\begin{equation*}
w \mapsto F(w):=\int_{\mathbf{R}^{n}}\left(|\nabla w|^{2}+\lambda_{+} \chi_{\{w>0\}} w^{p}+\lambda_{-} \chi_{\{w<0\}}(-w)^{p}\right) \tag{1.1}
\end{equation*}
$$

where the exponent $p \in[0,2), \lambda_{+}$and $\lambda_{-}$are real parameters, and $\chi_{A}$ denotes the characteristic function of the set $A$.

Depending on the choice of $p, \lambda_{+}$, and $\lambda_{-}$as well as initial data a solution $u$ may exist or not. For certain sets of parameters the question of global existence, even in a weak sense, has not yet been answered, and for a large class of parameters uniqueness or even an ordering of solutions is unknown. Given a global weak solution in a sense to be specified, our objective is the study of sets of special relevance for this solution: for example, the "free boundary" $\partial\{u>0\} \cup \partial\{u<0\}$, the set of singular free boundary points, and the set of horizontal free boundary points in which the behavior in time is dominant. We are interested in the size in terms of the Hausdorff dimension of these sets as well as in regularity properties of the free boundary. Since differentiability of the solution, even directional differentiability, is not known in advance, blow-up sequences

$$
u_{k}(t, x):=\frac{u\left(T+\rho_{k}^{2} t, x_{0}+\rho_{k} x\right)}{\rho_{k}^{\frac{2}{2-p}}}
$$

defined with respect to a given point $\left(T, x_{0}\right)$ and with respect to a given sequence $\rho_{k} \rightarrow$ 0 , prove to be very useful. The underlying reason for this is that blow-up sequences introduce the possibility of different subsequences converging to different "blow-up limits" and thereby allow-usually by indirect arguments-to obtain information on the solution's behavior at a free boundary point without any knowledge of the free

[^33]boundary's direction. Once the blow-up limits have been characterized, the size of the special sets mentioned above can usually be estimated by a standard dimension reduction procedure.

In section 3 we introduce a variational formulation for the parabolic equation associated with the energy (1.1) which involves the time-space first variation with respect to domain variations of the time-integrated energy. This formulation makes it possible to deal in an elegant way with the singular cases $p \in[0,1)$. Another advantage is that the class of nondegenerate variational solutions is closed with respect to convergence in $H^{1,2}$, a fact we exploit extensively in section 5 when estimating the Hausdorff dimension of the free boundary of variational solutions.

For these variational solutions we derive a monotonicity formula which allows us to characterize the blow-up limits of variational solutions as backward self-similar functions (section 4).

This we apply to the following two problems:
(1) The quenching problem with respect to exponent $\gamma \in\left(-\frac{1}{3}, 0\right)$ (see, for example, [Ph] and [Le]):

$$
\begin{gathered}
u_{1}^{1+\gamma} \in L^{1}\left((0, \infty) \times \mathbf{R}^{n}\right), \\
u_{1}(0, x)=u_{1}^{0}(x), 0 \leq u_{1}^{0} \in C_{0}^{2, \alpha}\left(\mathbf{R}^{n}\right), \\
\partial_{t} u_{1}-\Delta u_{1}=-u_{1}^{\gamma} \chi_{\left\{u_{1}>0\right\}} \text { in }(0, \infty) \times \mathbf{R}^{n}
\end{gathered}
$$

and $u_{1}$ is a solution in the sense of distributions obtained by the regularization of Phillips [Ph] which arises in chemical engineering (see [Ph]).
(2) The heat equation with Bernoulli-type boundary condition on the free boundary,

$$
\begin{gather*}
u_{2} \geq 0, \partial_{t} u_{2}-\Delta u_{2}=0 \text { in }\left((0, \infty) \times \mathbf{R}^{n}\right) \cap\left\{u_{2}>0\right\}  \tag{1.2}\\
\left|\nabla u_{2}\right|=1 \text { on }\left((0, \infty) \times \mathbf{R}^{n}\right) \cap \partial\left\{u_{2}>0\right\}
\end{gather*}
$$

which has been introduced as a model for flame propagation in [CaVa]. Here $u_{2}$ denotes a variational solution as introduced in Definition 3.1.

We show that the blow-up limits of $u_{1}$ and $u_{2}$ are backward self-similar variational solutions. Then by a standard dimension reduction procedure it is possible to estimate the Hausdorff dimension of special sets which we carry out only for the case of free boundaries: the Hausdorff dimension (with respect to the parabolic metric) of $\partial\left\{u_{i}>\right.$ $0\}(i=1,2)$ does not exceed $n+1$ and this estimate is optimal (Theorem 5.2).
2. Notation. Considering functions $u \in H_{\mathrm{loc}}^{1,2}\left(\mathbf{R}^{n}\right), v \in H_{\mathrm{loc}}^{1,2}\left((0, T) \times \mathbf{R}^{n}\right), \phi \in$ $H_{\mathrm{loc}}^{1,2}\left(\mathbf{R}^{n} ; \mathbf{R}^{n}\right)$, and $\psi \in H_{\mathrm{loc}}^{1,2}\left((0, T) \times \mathbf{R}^{n} ; \mathbf{R}^{n}\right)$, we denote by $\nabla u:=\left(\partial_{1} u, \ldots, \partial_{n} u\right)$ and $\nabla v:=\left(\partial_{2} v, \ldots, \partial_{n+1} v\right)$ the space gradient, by $\partial_{t} v:=\partial_{1} v$ the time derivative, by $\operatorname{div} \phi:=\sum_{i=1}^{n} \partial_{i} \phi_{i}$ and $\operatorname{div} \psi:=\sum_{i=2}^{n+1} \partial_{i} \psi_{i}$ the space divergences, by $\nabla_{t, x} v:=$ $\left(\partial_{1} v, \ldots, \partial_{n+1} v\right)$ the time-space gradient, by $\operatorname{div}_{t, x} \psi:=\sum_{i=1}^{n+1} \partial_{i} \psi_{i}$ the time-space divergence, and by

$$
D \phi:=\left(\begin{array}{ccc}
\partial_{1} \phi_{1} & \ldots & \partial_{n} \phi_{1} \\
& \ldots & \\
\partial_{1} \phi_{n} & \ldots & \partial_{n} \phi_{n}
\end{array}\right) \quad \text { and } D \psi:=\left(\begin{array}{ccc}
\partial_{2} \psi_{1} & \ldots & \partial_{n+1} \psi_{1} \\
& \ldots & \\
\partial_{2} \psi_{n+1} & \ldots & \partial_{n+1} \psi_{n+1}
\end{array}\right)
$$

the space Jacobian.
Moreover let us denote by $\chi_{A}$ the characteristic function of the set $A$, by $x \cdot y$ the Euclidean inner product in $\mathbf{R}^{n} \times \mathbf{R}^{n}$, by $|x|$ the Euclidean norm in $\mathbf{R}^{n}$, by $B_{r}\left(x_{0}\right):=$
$\left\{x \in \mathbf{R}^{n}| | x-x_{0} \mid<r\right\}$ the ball of center $x_{0}$ and radius $r$, by $Q_{r}\left(t_{0}, x_{0}\right):=\left(t_{0}-r^{2}, t_{0}+\right.$ $\left.r^{2}\right) \times B_{r}\left(x_{0}\right)$ the cylinder of radius $r$ and height $2 r^{2}$, by $T_{r}^{-}\left(t_{0}\right):=\left(t_{0}-4 r^{2}, t_{0}-r^{2}\right) \times \mathbf{R}^{n}$ the horizontal layer from $t_{0}-4 r^{2}$ to $t_{0}-r^{2}$, by $T_{r}^{+}\left(t_{0}\right):=\left(t_{0}+r^{2}, t_{0}+4 r^{2}\right) \times \mathbf{R}^{n}$ the horizontal layer from $t_{0}+r^{2}$ to $t_{0}+4 r^{2}$, and by

$$
G_{\left(t_{0}, x_{0}\right)}(t, x):=4 \pi\left(t_{0}-t\right)\left|4 \pi\left(t_{0}-t\right)\right|^{-\frac{n}{2}-1} \exp \left(-\frac{\left|x-x_{0}\right|^{2}}{4\left(t_{0}-t\right)}\right)
$$

the backward heat kernel, defined in $\left(\left(-\infty, t_{0}\right) \cup\left(t_{0},+\infty\right)\right) \times \mathbf{R}^{n}$.
Furthermore, by $\nu$ we will always refer to the outer normal on a given surface. Finally $\mathcal{L}^{n}$ shall denote the $n$-dimensional Lebesgue measure, $\mathcal{H}^{s}$ the $s$-dimensional Hausdorff measure, and $\mathbf{W}_{p}^{2,1}$ and $\mathbf{H}^{1, \frac{1}{2}}$ the parabolic Sobolev- and Hölder-spaces as defined in [LSU].
3. Notion of solution and monotonicity formula. We begin by introducing our notion of a variational solution of the equation

$$
\begin{gather*}
\partial_{t} u-\Delta u=-\frac{\lambda_{+}}{2} p u^{p-1} \chi_{\{u>0\}}+\frac{\lambda_{-}}{2} p(-u)^{p-1} \chi_{\{u<0\}} \\
\text { in the case } p \in(0,2) \text { and } \\
\partial_{t} u-\Delta u=0 \text { in }\{u>0\} \cup\{u<0\},  \tag{3.1}\\
|\nabla \max (u, 0)|^{2}-|\nabla \min (u, 0)|^{2}=\lambda_{+}-\lambda_{-} \text {on } \partial\{u>0\} \cup \partial\{u<0\}
\end{gather*}
$$

in the case $p=0$,
where $\lambda_{+}, \lambda_{-}$are parameters $\in \mathbf{R}$.
For $p \geq 1$, nonnegative $\lambda_{+}, \lambda_{-}$, and suitable initial data there exists a unique strong solution of (3.1) and the proofs to follow can be readily simplified in this case.

Definition 3.1. We define $u \in H^{1,2}\left(\left(t_{1}, t_{2}\right) \times B_{R}(0)\right)$ for any $R \in(0, \infty)$ to be $a$ variational solution of (3.1) if $u$ is continuous in $\left(t_{1}, t_{2}\right) \times \mathbf{R}^{n}$ and continuously differentiable in the set $\left(\left(t_{1}, t_{2}\right) \times \mathbf{R}^{n}\right) \cap(\{u>0\} \cup\{u<0\})$ once in time direction and twice in space directions and

$$
\begin{aligned}
0=I:= & \int_{t_{1}+\delta}^{t_{2}-\delta} \int_{\mathbf{R}^{n}}\left[\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) \operatorname{div}_{t, x} \psi\right. \\
& \left.-2 \nabla_{t, x} u D \psi \nabla u-2 \partial_{t} u \nabla_{t, x} u \cdot \psi\right] \\
& -\left[\int_{\mathbf{R}^{n}}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) \psi_{1}\right]_{t_{1}+\delta}^{t_{2}-\delta} \\
= & \int_{t_{1}+\delta}^{t_{2}-\delta} \int_{\mathbf{R}^{n}}\left[\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) \sum_{i=1}^{n+1} \partial_{i} \psi_{i}\right. \\
& \left.-2 \sum_{j=2}^{n+1} \sum_{i=1}^{n+1} \partial_{j} u \partial_{j} \psi_{i} \partial_{i} u-2 \partial_{t} u \sum_{k=1}^{n+1} \partial_{k} u \psi_{k}\right] \\
& -\int_{\mathbf{R}^{n}}\left[\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) \psi_{1}\right]\left(t_{2}-\delta\right)
\end{aligned}
$$

$$
+\int_{\mathbf{R}^{n}}\left[\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) \psi_{1}\right]\left(t_{1}+\delta\right)
$$

for almost every (a.e.) small and positive $\delta$ and any $\psi \in C^{1}\left(\mathbf{R}^{n+1}\right)$ such that supp $\psi(t) \subset \subset \mathbf{R}^{n}$ for any $t \in\left(t_{1}, t_{2}\right)$. Notice that for given $u, I$ is formally the first variation with respect to variations of the domain in time and space of the functional

$$
\mathbf{G}(u, v):=\int_{t_{1}+\delta}^{t_{2}-\delta} F(v(t)) d t+\int_{t_{1}+\delta}^{t_{2}-\delta} \int_{\mathbf{R}^{n}} 2 \partial_{t} u v
$$

i.e., $I=-\left.\frac{d}{d \epsilon} \mathbf{G}(u, u((t, x)+\epsilon \psi(t, x)))\right|_{\epsilon=0}$.

The continuity and differentiability assumptions on $u$ are necessary in that they cannot be deduced from the other assumptions in Definition 3.1 by regularity theory, but they are rather mild in the sense that they can be verified without effort in many of the examples (see section 5). Existence of variational solutions and the relation to other notions of weak solutions will be discussed along with applications in section 5 .

In this section we are going to derive a monotonicity formula for variational solutions with respect to any $p \in(-\infty, 2)$. In the case of continuous variational solutions with respect to $p \in[0,2)$ this monotonicity will hold in arbitrary points of $\left(t_{1}, t_{2}\right) \times \mathbf{R}^{n}$, and in the case of strong solutions with respect to $p<0$ it will hold as long as the solution continues to exist. So we exclude the quenching problem with a critical exponent,

$$
\partial_{t} u-\Delta u=-\frac{1}{u} \chi_{\{u>0\}}
$$

THEOREM 3.1 (monotonicity formula). Suppose that $t_{1} \leq T \leq t_{2}$, that $x_{0} \in \mathbf{R}^{n}$, that

$$
\begin{gathered}
\sup _{t \in\left(t_{1}, T-\delta\right) \cup\left(T+\delta, t_{2}\right)} \int_{\mathbf{R}^{n}} \exp \left(-\frac{\left|x-x_{0}\right|^{2}}{4(T-t)}\right)\left(|\nabla u|^{2}+|u|^{p}\right)(t, x) \\
+\int_{\left(t_{1}, T-\delta\right) \cup\left(T+\delta, t_{2}\right)} \int_{\mathbf{R}^{n}} \exp \left(-\frac{\left|x-x_{0}\right|^{2}}{4(T-t)}\right)\left(\left(\partial_{t} u\right)^{2}+u^{2}\right)(t, x) d x d t<\infty
\end{gathered}
$$

for any positive $\delta$, and that either $p \in[0,2)$, $u$ is in $\left(\left(t_{1}, T\right) \cup\left(T, t_{2}\right)\right) \times \mathbf{R}^{n}$ a variational solution in the sense of Definition 3.1, and $\lambda_{+}, \lambda_{-}$are nonnegative constants in the case $p \in(0,1)$, or that $p<0, u \in C^{0}\left(\left(\left(t_{1}, T\right) \cup\left(T, t_{2}\right)\right) \times \mathbf{R}^{n}\right), u(t, x) \neq 0$ in $\left(\left(t_{1}, T\right) \cup\right.$ $\left.\left(T, t_{2}\right)\right) \times \mathbf{R}^{n}$, and that $u$ is a solution of (3.1) in the sense of distributions.

Then for $\alpha=\frac{2}{2-p}$ and $T_{r}^{-}, T_{r}^{+}$, and $G_{\left(T, x_{0}\right)}$ as defined in section 2 the functions

$$
\begin{gathered}
\Psi^{-}(r):=r^{-2(\alpha-1)-2} \int_{T_{r}^{-}(T)}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G_{\left(T, x_{0}\right)} \\
-\frac{\alpha}{2} r^{-2 \alpha} \int_{T_{r}^{-}(T)} \frac{1}{T-t} u^{2} G_{\left(T, x_{0}\right)}
\end{gathered}
$$

and

$$
\Psi^{+}(r):=r^{-2(\alpha-1)-2} \int_{T_{r}^{+}(T)}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G_{\left(T, x_{0}\right)}
$$

$$
-\frac{\alpha}{2} r^{-2 \alpha} \int_{T_{r}^{+}(T)} \frac{1}{T-t} u^{2} G_{\left(T, x_{0}\right)}
$$

are well defined in the interval $\left(0, \frac{\sqrt{T-t_{1}}}{2}\right)$ and $\left(0, \frac{\sqrt{t_{2}-T}}{2}\right)$, respectively, and satisfy for any $0<\rho<\sigma<\frac{\sqrt{T-t_{1}}}{2}$ and $0<\rho<\sigma<\frac{\sqrt{t_{2}-T}}{2}$, respectively, the monotonicity formulae

$$
\begin{gathered}
\Psi^{-}(\sigma)-\Psi^{-}(\rho) \\
=\int_{\rho}^{\sigma} r^{-2 \alpha-1} \int_{T_{r}^{-}(T)} \frac{1}{T-t}\left(\nabla u \cdot\left(x-x_{0}\right)-2(T-t) \partial_{t} u-\alpha u\right)^{2} G_{\left(T, x_{0}\right)} d r
\end{gathered}
$$

$$
\geq 0
$$

and

$$
\begin{gathered}
\Psi^{+}(\sigma)-\Psi^{+}(\rho) \\
=\int_{\rho}^{\sigma} r^{-2 \alpha-1} \int_{T_{r}^{+}(T)} \frac{1}{T-t}\left(\nabla u \cdot\left(x-x_{0}\right)-2(T-t) \partial_{t} u-\alpha u\right)^{2} G_{\left(T, x_{0}\right)} d r
\end{gathered}
$$

$\geq 0$.

Remark 3.1. The integrand on the right-hand side of the monotonicity formula with respect to $x_{0}=0$ and $T=0$,

$$
-\left(\frac{1}{t}\right)\left(\nabla_{t, x} u \cdot(2 t, x)-\alpha u(t, x)\right)^{2} G_{\left(T, x_{0}\right)}(t, x)
$$

is sort of a measure of the distance of $u$ to a function being homogeneous of degree $\alpha$ on paths $\theta \mapsto\left(\theta^{2} t, \theta x\right)$. Since such a function would be of class $C^{\beta}$ for any $\beta<\alpha$ on paths $\theta \mapsto\left(\theta^{2} t, \theta x\right)$ but in general not of class $C^{\alpha}$ we may speak of a monotonicity formula of order $\alpha$.

In the special case $\lambda_{+}=\lambda_{-}=0$ we obtain a monotonicity formula of order $\alpha$ for solutions of the heat equation which coincides when extrapolated at $\alpha=0$ with the well-known monotonicity formula for the evolution of harmonic maps (see, for example, the proof of Theorem 8.1 of [St]).

Also, for $p>2$ the integrands in our monotonicity formula coincide if written in similarity variables with those of the energy identity derived by Giga and Kohn in the classical paper [GiKo] for smooth solutions of (3.1); however, for $p \in[0,1)$ globally smooth solutions no longer exist, and this is where the variational solutions of Definition 3.1 enter the game. The technique in our proof is motivated by that of Allard in section 5 of [Al], where he proves Fleming's monotonicity formula for stationary rectifiable $n$-varifolds.

Proof of Theorem 3.1. We give a proof for the monotonicity of $\Psi^{-}$. In order to obtain a proof with respect to $\Psi^{+}$it is then sufficient to replace in what follows the interval $\left(-4 r^{2},-r^{2}\right)$ by $\left(r^{2}, 4 r^{2}\right)$. Applying a translation we may assume that
$x_{0}=0$ and $T=0$. Omitting the index $(0,0)$ of $G_{(0,0)}$ and $T_{r}^{-}(0,0)$ and choosing $t_{1}:=-4 r^{2}, t_{2}:=-r^{2}$, and, after approximation, $\psi(t, x):=(2 t, x) G(t, x) \eta_{\kappa}(x)$ in Definition 3.1 where $\eta_{\kappa} \in H_{0}^{1, \infty}\left(\mathbf{R}^{n}\right)$ we get for a.e. $r \in\left(0, \frac{\sqrt{T-t_{1}}}{2}\right)$ the identity

$$
\begin{aligned}
0=\int_{T_{r}^{-}} & {\left[\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right)\left(2 G+2 t \partial_{t} G+\operatorname{div}(x G)\right) \eta_{\kappa}\right.} \\
& -2 \eta_{\kappa} \sum_{j=2}^{n+1} \sum_{i=2}^{n+1} \partial_{j} u\left(\delta_{j i} G+\partial_{j} G x_{i}\right) \partial_{i} u-2 \eta_{\kappa} \sum_{j=2}^{n+1} \partial_{j} u \partial_{j} G 2 t \partial_{t} u \\
& \left.-2 \eta_{\kappa} \sum_{j=2}^{n+1} \partial_{j} u G x_{j} \partial_{t} u-2 \eta_{\kappa}\left(\partial_{t} u\right)^{2} 2 t G\right] \\
& \int_{\mathbf{R}^{n}}\left[2 t \eta_{\kappa}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G\right]\left(-r^{2}\right) \\
& \quad\left[2 t \eta_{\kappa}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G\right]\left(-4 r^{2}\right) \\
& +\int_{T_{r}^{-}}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) \nabla \eta_{\kappa} \cdot x G
\end{aligned}
$$

Next, we derive the identity

$$
\begin{aligned}
\int_{(3.2)}|\nabla u|^{2} G \eta_{\kappa}=-\int_{T_{r}^{-}} & {\left[u \eta_{\kappa} \nabla u \cdot \nabla G+\eta_{\kappa} G\left(u \partial_{t} u+\frac{p}{2}\left(\lambda_{+} \chi_{\{u>0\}} u^{p}\right.\right.\right.} \\
& \left.\left.\left.+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right)\right)\right]-\int_{T_{r}^{-}} u G \nabla u \cdot \nabla \eta_{\kappa}
\end{aligned}
$$

First notice that $\max (u, \theta)$ is for small positive $\theta$ a subsolution of

$$
-\partial_{t} \max (u, \theta)+\Delta \max (u, \theta)-\frac{\lambda_{+}}{2} p \chi_{\{u>\theta\}} u^{p-1} \geq 0
$$

and that the nonnegative distribution

$$
-\partial_{t} \max (u, \theta)+\Delta \max (u, \theta)-\frac{\lambda_{+}}{2} p \chi_{\{u>\theta\}} u^{p-1}
$$

is a $\sigma$-finite $\sigma$-additive measure with support in $\partial\{u>\theta\}$. Since $\frac{\lambda_{+}}{2} p \chi_{\{u>\theta\}} u^{p-1} \rightarrow$ $\frac{\lambda_{+}}{2} p \chi_{\{u>0\}} u^{p-1}$ in $L_{\mathrm{loc}}^{1}\left(\left(t_{1}, t_{2}\right) \times \mathbf{R}^{n}\right)$ and $\partial_{t} \max (u, \theta) \rightarrow \partial_{t} \max (u, 0)$ in $L_{\mathrm{loc}}^{2}\left(\left(t_{1}, t_{2}\right) \times\right.$
$\left.\mathbf{R}^{n}\right)$ as $\theta \searrow 0$, we obtain that $\Delta \max (u, \theta) \rightharpoonup \Delta \max (u, 0)$ weakly-* in the space $\left(C^{0}\left(\overline{\left(t_{1}+\delta, t_{2}-\delta\right) \times B_{R}(0)}\right)\right)^{\star}$ for each $\delta>0$ as $\theta \searrow 0$ and that

$$
\begin{equation*}
\operatorname{supp}\left(-\partial_{t} \max (u, 0)+\Delta \max (u, 0)-\frac{\lambda_{+}}{2} p \chi_{\{u>0\}} u^{p-1}\right) \subset \partial\{u>0\} \tag{3.3}
\end{equation*}
$$

Considering mollified functions approximating $\max (u, 0)$, we now see that

$$
\int \nabla \max (u, 0) \cdot \nabla \zeta=-\int \zeta \Delta \max (u, 0)
$$

for any $\zeta \in C^{0}\left(\overline{\left(t_{1}+\delta, t_{2}-\delta\right) \times B_{R}(0)}\right) \cap L^{2}\left(\left(t_{1}+\delta, t_{2}-\delta\right) ; H_{0}^{1,2}\left(B_{R}(0)\right)\right)$. An analogous formula holds for $-\min (u, 0)$. Using this and (3.3) one can now easily derive the formula (3.2).

Now, multiplying the identity at the beginning of the proof by $-r^{-3-2(\alpha-1)}$, choosing $\eta_{\kappa}(x):=\min (1, \max (0,2-\kappa|x|))$ for small positive $\kappa$, and using the fact that $\nabla G=\frac{x G}{2 t}$ and $\partial_{t} G+\Delta G=0$ in $\{t<0\} \cup\{t>0\}$ we obtain

$$
\begin{aligned}
& 0= r^{-3-2(\alpha-1)}\left[\int_{\mathbf{R}^{n}} 2 t \eta_{\kappa}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G\right]_{-4 r^{2}}^{-r^{2}} \\
&+(-2(\alpha-1)-2) r^{-3-2(\alpha-1)} \int_{T_{r}^{-}} \eta_{\kappa}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}\right. \\
&\left.+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G+(2(\alpha-1)+2-2+2) r^{-3-2(\alpha-1)} \int_{T_{r}^{-}} \eta_{\kappa}|\nabla u|^{2} G \\
&+(2(\alpha-1)+2-2) r^{-3-2(\alpha-1)} \int_{T_{r}^{-}} \eta_{\kappa}\left(\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G \\
&+r^{-3-2(\alpha-1)} \int_{T_{r}^{-}} \eta_{\kappa}\left[2 \nabla u \cdot \nabla G \nabla u \cdot x+4 t \nabla G \cdot \nabla u \partial_{t} u+2 \nabla u \cdot x G \partial_{t} u+4 t\left(\partial_{t} u\right)^{2} G\right] \\
&-r^{-3-2(\alpha-1)} \int_{T_{r}^{-}}\left[\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G \nabla \eta_{\kappa} \cdot x\right. \\
&\left.-2 \nabla u \cdot x \nabla u \cdot \nabla \eta_{\kappa} G-4 t \nabla u \cdot \nabla \eta_{\kappa} G \partial_{t} u\right] \\
&+(-2(\alpha-1)-2) r^{-3-2(\alpha-1)} \int_{T_{r}^{-}}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G \eta_{\kappa}
\end{aligned}
$$

$$
\begin{aligned}
& +(2(\alpha-1)-\alpha p) r^{-3-2(\alpha-1)} \int_{T_{r}^{-}} \eta_{\kappa}\left(\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G \\
& -r^{-3-2(\alpha-1)} \int_{T_{r}^{-}} \eta_{\kappa} G\left(\frac{\alpha}{t} u \nabla u \cdot x+2 \alpha u \partial_{t} u-\frac{1}{t}(\nabla u \cdot x)^{2}-4 \nabla u \cdot x \partial_{t} u-4 t\left(\partial_{t} u\right)^{2}\right) \\
& -r^{-3-2(\alpha-1)} \int_{T_{r}^{-}}\left[\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G \nabla \eta_{\kappa} \cdot x\right. \\
& \left.\quad-2 \nabla u \cdot x \nabla u \cdot \nabla \eta_{\kappa} G-4 t \nabla u \cdot \nabla \eta_{\kappa} G \partial_{t} u\right] \\
& =r^{-3-2(\alpha-1)}\left[\int_{\mathbf{R}^{n}} 2 t \eta_{\kappa}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G\right]_{-4 r^{2}}^{-r^{2}} \\
& \quad+(-2(\alpha-1)-2) r^{-3-2(\alpha-1)} \int_{T_{r}^{-}} \eta_{\kappa}\left(|\nabla u|^{2}+\lambda_{+} \chi_{\{u>0\}} u^{p}\right. \\
& \left.\quad+\lambda_{-} \chi_{\{u<0\}}(-u)^{p}\right) G-r^{-2 \alpha-1} \int_{T_{r}^{-}} \frac{\eta_{\kappa} G}{(-t)}\left(\nabla u \cdot x+2 t \partial_{t} u-\alpha u\right)^{2} \\
& +r^{-2 \alpha-1} \int_{T_{r}^{-}} \eta_{\kappa} G\left(\frac{\alpha}{t} u \nabla u \cdot x+2 \alpha u \partial_{t} u-\frac{\alpha^{2}}{t} u^{2}\right)+o(1) \text { as } \kappa \rightarrow 0 .
\end{aligned}
$$

Realizing finally that

$$
\begin{gathered}
r^{-2 \alpha-1} \int_{T_{r}^{-}} \eta_{\kappa} G\left(\frac{\alpha}{t} u \nabla u \cdot x+2 \alpha u \partial_{t} u-\frac{\alpha^{2}}{t} u^{2}\right) \\
=\alpha \int_{T_{1}^{-}} \eta_{\kappa}(r x) \frac{G(t, x)}{t} r^{-\alpha} u\left(r^{2} t, r x\right)\left(r^{-\alpha}(\nabla u)\left(r^{2} t, r x\right) \cdot x\right. \\
\left.\quad+r^{-\alpha+1} 2 t\left(\partial_{t} u\right)\left(r^{2} t, r x\right)-\alpha r^{-\alpha-1} u\left(r^{2} t, r x\right)\right) \\
=o(1)+\partial_{r}\left(\frac{\alpha}{2} \int_{T_{1}^{-}}\left(\frac{u\left(r^{2} t, r x\right)}{r^{\alpha}}\right)^{2} \frac{G(t, x)}{t} \eta_{\kappa}(r x)\right) \\
=o(1)+\partial_{r}\left(-\frac{\alpha}{2} \int_{T_{r}^{-}}\left(\frac{u}{r^{\alpha}}\right)^{2} \frac{G}{(-t)} \eta_{\kappa}\right) \text { as } \kappa \rightarrow 0
\end{gathered}
$$

integrating the resulting identity from $\rho$ to $\sigma$, using integration by parts, and letting $\kappa \rightarrow 0$ the theorem is proved.
4. Characterization of blow-up limits. The result to be presented in this section is that assuming some regularity of the solution in "parabolic direction" $(2 \theta t, x)$ on the path $\theta \mapsto\left(T+\theta^{2} t, x_{0}+\theta x\right)$, it is possible to prove that the solution's derivatives at $\left(T, x_{0}\right)$ in this direction vanish to a certain order; this implies, of course, that any blow-up limit at $\left(T, x_{0}\right)$ is a self-similar solution. The required regularity takes the simple form of a growth estimate.

Theorem 4.1. Suppose that $t_{1} \leq T \leq t_{2}$, that $x_{0} \in \mathbf{R}^{n}$, that

$$
\begin{aligned}
& \sup _{t \in\left(t_{1}, T-\delta\right) \cup\left(T+\delta, t_{2}\right)} \int_{\mathbf{R}^{n}} \exp \left(-\frac{\left|x-x_{0}\right|^{2}}{4(T-t)}\right)\left(|\nabla u|^{2}+|u|^{p}\right)(t) \\
+ & \int_{\left(t_{1}, T-\delta\right) \cup\left(T+\delta, t_{2}\right)} \int_{\mathbf{R}^{n}} \exp \left(-\frac{\left|x-x_{0}\right|^{2}}{4(T-t)}\right)\left(\left(\partial_{t} u\right)^{2}+u^{2}\right)<\infty
\end{aligned}
$$

for any positive $\delta$, that $0<\rho_{k} \rightarrow 0$ as $k \rightarrow \infty$, and that either
(i) $p \in[0,2), u$ is in $\left(\left(t_{1}, T\right) \cup\left(T, t_{2}\right)\right) \times \mathbf{R}^{n}$ a variational solution in the sense of Definition 3.1 and $\lambda_{+}, \lambda_{-}$are nonnegative constants in the case $p \in(0,1)$ or
(ii) $p<0, u \in C^{0}\left(\left(\left(t_{1}, T\right) \cup\left(T, t_{2}\right)\right) \times \mathbf{R}^{n}\right), u \neq 0$ in $\left(\left(t_{1}, T\right) \cup\left(T, t_{2}\right)\right) \times \mathbf{R}^{n}$, and $u$ is a solution of (3.1) in the sense of distributions.

Suppose furthermore that in either case the growth estimates

$$
\begin{aligned}
& \sup _{r \in\left(0, \frac{\sqrt{T-t_{1}}}{4}\right)} \max \left(r^{-2 \alpha} \int_{T_{r}^{-}(T)} \frac{1}{T-t} u^{2} G_{\left(T, x_{0}\right)}\right. \\
&-r^{-2(\alpha-1)-2} \int_{T_{r}^{-}(T)} \lambda_{+} \chi_{\{u>0\}} u^{p} G_{\left(T, x_{0}\right)}, \\
&\left.-r^{-2(\alpha-1)-2} \int_{T_{r}^{-}(T)} \lambda_{-} \chi_{\{u<0\}}(-u)^{p} G_{\left(T, x_{0}\right)}\right)<+\infty
\end{aligned}
$$

and

$$
\begin{aligned}
& \sup _{r \in\left(0, \frac{\sqrt{t_{2}-T}}{4}\right.} \max \left(r^{-2 \alpha} \int_{T_{r}^{+}(T)} \frac{1}{T-t} u^{2} G_{\left(T, x_{0}\right)},-r^{-2(\alpha-1)-2} \int_{T_{r}^{+}(T)}|\nabla u|^{2} G_{\left(T, x_{0}\right)}\right. \\
&-r^{-2(\alpha-1)-2} \int_{T_{r}^{+}(T)} \lambda_{+} \chi_{\{u>0\}} u^{p} G_{\left(T, x_{0}\right)} \\
&\left.-r^{-2(\alpha-1)-2} \int_{T_{r}^{+}(T)} \lambda_{-} \chi_{\{u<0\}}(-u)^{p} G_{\left(T, x_{0}\right)}\right)<+\infty
\end{aligned}
$$

are satisfied. Then $\Psi^{-}(r) \searrow M^{-}\left(u,\left(T, x_{0}\right)\right)$ as $r \searrow 0$ provided that $T>t_{1}$ and $\Psi^{+}(r) \searrow M^{+}\left(u,\left(T, x_{0}\right)\right)$ as $r \searrow 0$ provided that $T<t_{2}$, and for any $D \subset \subset$ $\left(\left((-\infty) \sqrt{T-t_{1}}, 0\right) \cup\left(0,\left((+\infty) \sqrt{t_{2}-T}\right)\right)\right) \times \mathbf{R}^{n}$ and $k \geq k(D)$ the sequence

$$
u_{k}(t, x):=\frac{u\left(T+\rho_{k}^{2} t, x_{0}+\rho_{k} x\right)}{\rho_{k}^{\alpha}}
$$

is bounded in $H^{1,2}(D) \cap L^{p}(D)$ and any weak $H^{1,2}$-limit $u_{0}$ with respect to a subsequence is a function homogeneous of degree $\alpha$ on paths $\theta \mapsto\left(\theta^{2} t, \theta x\right)$ for $\theta>0$ and $(t, x) \in\left(\left((-\infty) \sqrt{T-t_{1}}, 0\right) \cup\left(0,\left((+\infty) \sqrt{t_{2}-T}\right)\right)\right) \times \mathbf{R}^{n}$, i.e.,

$$
u_{0}\left(\lambda^{2} t, \lambda x\right)=\lambda^{\alpha} u_{0}(t, x) \text { for any } \lambda>0
$$

and for any $(t, x) \in\left(\left((-\infty) \sqrt{T-t_{1}}, 0\right) \cup\left(0,\left((+\infty) \sqrt{t_{2}-T}\right)\right)\right) \times \mathbf{R}^{n}$.

Proof. To avoid clumsy notation we give the proof only for the case $t_{2}=T$. First we calculate for $0<R<S<\infty$ (to be used later)

$$
\begin{gathered}
\Psi^{-}\left(\rho_{k} R\right)=R^{-2(\alpha-1)-2} \int_{T_{R}^{-}(0)}\left(\left|\nabla u_{k}\right|^{2}+\lambda_{+} \chi_{\left\{u_{k}>0\right\}} u_{k}^{p}+\lambda_{-} \chi_{\left\{u_{k}<0\right\}}\left(-u_{k}\right)^{p}\right) G_{(0,0)} \\
-\frac{\alpha}{2} R^{-2 \alpha} \int_{T_{R}^{-}(0)} \frac{1}{(-t)} u_{k}^{2} G_{(0,0)}
\end{gathered}
$$

Hence, using the assumed growth estimate, the monotonicity formula Theorem 3.1 yields that for $k \geq k(D)$ the sequences $u_{k}$ and $\nabla u_{k}$ are bounded in $L^{2}(D)$ and $u_{k}$ is bounded in $L^{p}(D)$.

Since $\Psi^{-}$is nondecreasing and bounded in $\left(0, r_{0}\right)$ for small positive $r_{0}$, we know that $\Psi^{-}$has a real right limit at 0 . Consequently,

$$
\begin{gathered}
0 \leftarrow \Psi^{-}\left(\rho_{k} S\right)-\Psi^{-}\left(\rho_{k} R\right) \\
=\int_{R}^{S} r^{-2 \alpha-1} \int_{T_{r}^{-}(0)} \frac{1}{(-t)}\left(\nabla u_{k} \cdot x+2 t \partial_{t} u_{k}-\alpha u_{k}\right)^{2} G_{(0,0)} d r
\end{gathered}
$$

as $k \rightarrow \infty$. Thus for $k \geq k(D)$ the sequence $u_{k}$ is bounded in $H^{1,2}(D)$, and passing to a subsequence $k \rightarrow \infty$ such that $u_{k} \rightharpoonup u_{0}$ weakly in $H_{\text {loc }}^{1,2}\left((-\infty, 0) \times \mathbf{R}^{n}\right)$ and using the lower semicontinuity of the $L^{2}$-norm with respect to weak convergence we obtain $\nabla u_{0}(t, x) \cdot x+2 t \partial_{t} u_{0}(t, x)-\alpha u_{0}(t, x)=0$ a.e. in $(-\infty, 0) \times \mathbf{R}^{n}$. Now it is easily seen that $u_{0}$ is homogeneous of degree $\alpha$ on paths $\theta \mapsto\left(\theta^{2} t, \theta x\right)$ for $\theta>0$ and $(t, x) \in(-\infty, 0) \times \mathbf{R}^{n}$.
5. Applications. In this section we will characterize the blow-up limits with respect to two one-phase problems, the quenching problem with exponent $\gamma \in\left(-\frac{1}{3}, 0\right)$ and the heat equation with a Bernoulli type boundary condition on the free boundary.

Before starting with these two equations let us briefly consider solutions of the heat equation with strong absorption, i.e., $\gamma \in[0,1), u \in L^{1+\gamma}\left((0, \infty) \times \mathbf{R}^{n}\right) \cap$ $L^{\infty}\left((0, \infty) \times \mathbf{R}^{n}\right)$ satisfying $\partial_{t} u-\Delta u=-u^{\gamma} \chi_{\{u>0\}}$ in $(0, \infty) \times \mathbf{R}^{n}, u(0, x)=u^{0}(x)$ in the sense of distributions. Here we assume $0 \leq u^{0} \in C_{0}^{2, \alpha}\left(\mathbf{R}^{n}\right)$ for some $\alpha \in(0,1)$ and $\left(u^{0}\right)^{-\gamma} \Delta u^{0} \in L^{\infty}\left(\mathbf{R}^{n}\right)$.

This problem, in particular the solution's behavior at extinction points, has been extensively studied (see [FrHe] to cite one study). For issues not concentrating on the extinction angle see, for example, [Ca] and [ChWe].

Since we assume $u$ to be bounded, the comparison principle holds and it follows immediately from $L^{p}$-estimates that the now unique $u \in \mathbf{W}_{p}^{2,1}\left(\left(\frac{1}{R}, R\right) \times B_{R}(0)\right)$ for
any $0<R<\infty$ and $1 \leq p<\infty$. Comparing $u$ to $\max \left(0,(1-\gamma)\left(\frac{\left(\sup _{\mathbf{R}^{n}} u^{0}\right)^{1-\gamma}}{1-\gamma}-t\right)\right)^{\frac{1}{1-\gamma}}$, we see that $u(t, x)=0$ for $t \geq \frac{\left(\sup _{\mathbf{R}^{n}} u^{0}\right)^{1-\gamma}}{1-\gamma}$; furthermore, standard energy estimates imply that $\nabla u \in L^{\infty}\left((0, \infty) ; L^{2}\left(\mathbf{R}^{n}\right)\right)$ and $\partial_{t} u \in L^{2}\left((0, \infty) \times \mathbf{R}^{n}\right)$. Thus,

$$
\begin{gathered}
\int_{0}^{T} \int_{\mathbf{R}^{n}}\left(|\nabla u|^{2}+\frac{2}{1+\gamma} u^{1+\gamma}+2 \partial_{t} u u\right) \\
-\int_{0}^{T} \int_{\mathbf{R}^{n}}\left(|\nabla v|^{2}+\frac{2}{1+\gamma} v^{1+\gamma}+2 \partial_{t} u v\right) \\
\leq \int_{0}^{T} \int_{\mathbf{R}^{n}}\left(-|\nabla(u-v)|^{2}+2 \nabla u \cdot \nabla(u-v)+2 u^{\gamma}(u-v)+2 \partial_{t} u(u-v)\right) \leq 0
\end{gathered}
$$

for any $v \in L^{2}\left((0, T) ; H_{\mathrm{loc}}^{1,2}\left(\mathbf{R}^{n}\right)\right)$ such that $\operatorname{supp}(v-u)(t) \subset \subset B_{R}(0)$ for any $t \in(0, T)$. Consequently $u$ satisfies the variational inequality
$\mathbf{G}(u, u) \leq \mathbf{G}(u, v)$ for any such $v$ and the $\mathbf{G}$ in Definition 3.1, and it follows that $u$ is in $(0, \infty) \times \mathbf{R}^{n}$ a variational solution in the sense of Definition 3.1.

In order to be allowed to apply Theorem 4.1 in the past of any point $\left(T, x_{0}\right) \in$ $\partial\{u>0\} \cap\left((0, \infty) \times \mathbf{R}^{n}\right)$, it is therefore sufficient to verify the growth estimate

$$
\sup _{r \in\left(0, \frac{\sqrt{T}}{4}\right)} r^{-\frac{4}{1-\gamma}} \int_{T_{r}^{-}(T)} \frac{1}{T-t} u^{2} G_{\left(T, x_{0}\right)}<+\infty
$$

but this follows directly from the regularity estimate Theorem 3.1 derived in [ChWe],

$$
\begin{equation*}
\left\|u^{\frac{1-\gamma}{2}}\right\|_{\mathbf{H}^{1, \frac{1}{2}}\left(\left(\delta, \frac{1}{\delta}\right) \times B_{\frac{1}{\delta}}(0)\right)} \leq C(\delta) \tag{5.1}
\end{equation*}
$$

and from the fact that $u \in L^{\infty}\left((0, \infty) \times \mathbf{R}^{n}\right)$. Therefore any blow-up limit of $u$ must be a backward self-similar solution. Let us conclude this short observation with the remark that there exists a variety of such self-similar solutions; for example,

$$
\begin{gathered}
v_{k, \sigma}(t, x):=-\sigma t+(1-\sigma) \frac{1}{2 k} \sum_{i=1}^{k} x_{i}^{2} \text { and } \\
w_{\sigma}(t, x):=\frac{1}{2} \max \left(0, x_{1}\right)^{2}
\end{gathered}
$$

are for $t<0, k \in\{1, \ldots, n\}$, and $\sigma \in[0,1]$ self-similar solutions with respect to $\gamma=0$. Notice that, of the stationary solutions $(\sigma=0)$, only the half-plane solution $\frac{1}{2} \max \left(0, x_{1}\right)^{2}$ has a regular free boundary.

We proceed to the quenching problem: Here we consider certain distributional solutions $u$ of

$$
\begin{gather*}
u^{1+\gamma} \in L^{1}\left((0, \infty) \times \mathbf{R}^{n}\right), \partial_{t} u-\Delta u=-u^{\gamma} \chi_{\{u>0\}} \text { in }(0, \infty) \times \mathbf{R}^{n}, \\
u(0, x)=u^{0}(x),  \tag{5.2}\\
\gamma \in(-1,0) \text { and } 0 \leq u^{0} \in C_{0}^{2, \alpha}\left(\mathbf{R}^{n}\right) \text { for some } \alpha \in(0,1)
\end{gather*}
$$

Existence of a distributional solution $u$ of (5.2) as well as optimal regularity in space has been shown by Phillips (see [Ph]) by way of a regularization of the equation in (5.2):

$$
\text { for } f_{\epsilon}(z):= \begin{cases}0, & z \leq 0 \\ \frac{z}{\epsilon+z^{1-\gamma}}, & z>0\end{cases}
$$

the equation $\partial_{t} v-\Delta v=-f_{\epsilon}(v)$ in $(0, \infty) \times \mathbf{R}^{n}, v(0, x)=u_{\epsilon}^{0}(x), 0 \leq u_{\epsilon}^{0} \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right), u_{\epsilon}^{0} \rightarrow$ $u^{0}$ in $C^{2, \alpha}\left(\mathbf{R}^{n}\right)$ as $\epsilon \rightarrow 0$ admits for positive $\epsilon$ a unique solution $0 \leq u_{\epsilon} \in C_{0}^{0}([0, \infty) \times$ $\left.\mathbf{R}^{n}\right) \cap C^{2}\left((0, \infty) \times \mathbf{R}^{n}\right)$ such that

$$
\nabla\left(u_{\epsilon}{ }^{\frac{1-\gamma}{2}}\right) \text { is bounded in } L^{\infty}\left((0, \infty) \times \mathbf{R}^{n}\right)
$$

$u_{\epsilon}$ is bounded in $C^{0, \frac{1}{3 n}}\left([0, \infty) \times \mathbf{R}^{n}\right)$, and as a subsequence $\epsilon \rightarrow 0$ the solutions $u_{\epsilon}$ converge in $C^{0}\left([0, \infty) \times \mathbf{R}^{n}\right)$ to a nonnegative solution $u$ of (5.2) in the sense of distributions.

In order to verify the growth assumptions in Theorem 4.1 it is necessary to complete the optimal regularity of $u$ in space by the optimal regularity estimate in time:

$$
\left\|\partial_{t}\left(u^{1-\gamma}\right)\right\|_{L^{\infty}\left(\left(\delta, \frac{1}{\delta}\right) \times B_{\frac{1}{\delta}}(0)\right)} \leq C(\delta)
$$

For proof observe first that $u^{1-\gamma}$ satisfies the equation

$$
\partial_{t}\left(u^{1-\gamma}\right)-\Delta\left(u^{1-\gamma}\right)=-\chi_{\left\{u^{1-\gamma}>0\right\}}\left((1-\gamma)-\frac{4 \gamma}{1-\gamma}\left|\nabla\left(u^{\frac{1-\gamma}{2}}\right)\right|^{2}\right)
$$

in $(0, \infty) \times \mathbf{R}^{n}$ which may be written as

$$
\partial_{t} w-\Delta w=-\chi_{\{w>0\}} g \text { with } 0 \leq w:=u^{1-\gamma} \text { and } g \in L^{\infty}\left((0, \infty) \times \mathbf{R}^{n}\right)
$$

Lemma 5.1. There exists a constant $C<\infty$ depending on $\|g\|_{L^{\infty}\left((0, \infty) \times \mathbf{R}^{n}\right)}$ and $n$ such that any nonnegative solution $w \in L^{1}\left((0, \infty) \times \mathbf{R}^{n}\right)$ of $\partial_{t} w-\Delta w=-g \chi_{\{w>0\}}$ in $(0, \infty) \times \mathbf{R}^{n}$ satisfies for any $Q_{2 r}\left(t_{0}, x_{0}\right) \subset(0, \infty) \times \mathbf{R}^{n}$ the estimate

$$
\sup _{P_{r}\left(t_{0}, x_{0}\right)} w \leq C\left(w\left(t_{0}, x_{0}\right)+r^{2}\right)
$$

(here $P_{r}\left(t_{0}, x_{0}\right):=\left\{(t, x): 0>t-t_{0}>-r^{2}\right.$ and $\left.\left.\left|x-x_{0}\right|^{2}<t_{0}-t\right\}\right)$.
Proof. We observe that the function $w_{r}(t, x):=r^{-2} w\left(t_{0}+r^{2} t, x_{0}+r x\right)$ satisfies in $Q_{2}(0)=(-4,4) \times B_{2}(0)$ the equation $\partial_{t} w_{r}-\Delta w_{r}=-g_{r} \chi_{\left\{w_{r}>0\right\}}$ where $g_{r}(t, x):=$ $g\left(t_{0}+r^{2} t, x_{0}+r x\right)$. Therefore we may apply Harnack's inequality to obtain a constant $C_{1}<\infty$ depending only on $n$ and $\|g\|_{L^{\infty}}$ such that

$$
\sup _{\left(-1,-\frac{1}{2}\right) \times B_{1}(0)} w_{r} \leq C_{1}\left(w_{r}(0)+1\right) .
$$

Scaling back yields

$$
\sup _{P_{r}\left(t_{0}, x_{0}\right)} w \leq C\left(w\left(t_{0}, x_{0}\right)+r^{2}\right)
$$

Lemma 5.2. For the solution $u$ from above and any positive $\delta$ there exists $C<\infty$ such that the function $w=u^{1-\gamma}$ satisfies

$$
\left\|\partial_{t} w\right\|_{L^{\infty}\left((\delta, \infty) \times \mathbf{R}^{n}\right)} \leq C
$$

Proof. Suppose that there exists $\left(t_{k}, x_{k}\right) \in\{w>0\} \cap\left((\delta, \infty) \times \mathbf{R}^{n}\right)$ such that $\left|\partial_{t} w\right|\left(t_{k}, x_{k}\right) \rightarrow+\infty$ as $k \rightarrow \infty$ : since $w \in C_{0}^{0}\left([0, \infty) \times \mathbf{R}^{n}\right)$ we conclude that $\left(t_{k}, x_{k}\right) \rightarrow\left(t_{0}, x_{0}\right)$ as a subsequence $k \rightarrow \infty$. Then we consider the sequence $w_{k}(t, x):=$ $\rho_{k}{ }^{-2} w\left(t_{k}+\rho_{k}{ }^{2} t, x_{k}+\rho_{k} x\right)$ where $\rho_{k}:=w\left(t_{k}, x_{k}\right)^{\frac{1}{2}}$ can be assumed to go to 0 as $k \rightarrow \infty$. From Phillips' space gradient estimate we now know that $w_{k}(0, x) \leq 2+C_{1}|x|^{2}$ and Lemma 5.1 implies that $\sup _{P_{1}(0, x)} w_{k} \leq C_{2}\left(2+|x|^{2}\right)$. Thus $w_{k}$ is bounded in $L^{\infty}\left(Q_{1}^{-}(0)\right)$ (where $\left.Q_{r}^{-}(0)=\left(-r^{2}, 0\right) \times B_{r}(0)\right)$ and we infer from parabolic regularity theory that $w_{k}$ is bounded in $C^{0, \beta}\left(\left[-\frac{1}{2}, 0\right] \times \overline{B_{\frac{1}{2}}(0)}\right)$ for $\beta \in(0,1)$. Consequently there
 that $w_{k}(0)=1$ implies that $w_{k} \geq c>0$ in $\overline{Q_{\kappa}^{-}(0)}$ for some $\kappa>0$ and large $k$ of the subsequence.

But then $u_{k}(t, x):=\rho_{k}{ }^{-\frac{2}{1-\gamma}} u\left(t_{k}+\rho_{k}^{2} t, x_{k}+\rho_{k} x\right) \geq c^{\frac{1}{1-\gamma}}>0$ in $\overline{Q_{\kappa}^{-}(0)}$ and $u_{k}$ is bounded in $L^{\infty}\left(Q_{1}^{-}(0)\right)$, and we obtain from regularity theory for the equation of $u_{k}$ that $u_{k}$ is for large $k$ uniformly positive and bounded in $C^{m}\left(\overline{Q_{\frac{\kappa}{2}}^{-}}(0)\right)$ for $m<\infty$, a contradiction to the assumption that $+\infty \leftarrow\left|\partial_{t} w\right|\left(t_{k}, x_{k}\right)={ }^{2}(1-$ $\gamma) u^{-\gamma}\left(t_{k}, x_{k}\right)\left|\partial_{t} u\left(t_{k}, x_{k}\right)\right|=(1-\gamma) u_{k}^{-\gamma}(0)\left|\partial_{t} u_{k}(0)\right|$.

We may also state the corresponding nondegeneracy estimate.
Lemma 5.3. For the solution $u$ from above and any $\delta>0$ there exists $c>0$ such that for any $\left(T, x_{0}\right) \in \overline{\{u>0\}}$ and any $Q_{r}^{-}\left(T, x_{0}\right) \subset\left((\delta, \infty) \times \mathbf{R}^{n}\right)$ the estimate

$$
\sup _{Q_{r}^{-}\left(T, x_{0}\right)} u \geq c r^{\frac{2}{1-\gamma}}
$$

holds.
Proof. Notice that it is sufficient to prove the existence of $c$ depending only on $n$ and $\gamma$ such that the estimate is satisfied in points of $\{u>0\}$. Since we have $\partial_{t}\left(u^{1-\gamma}\right)-\Delta\left(u^{1-\gamma}\right) \leq-\chi_{\left\{u^{1-\gamma}>0\right\}}, w:=u^{1-\gamma}$ is a subsolution of the parabolic obstacle problem.

As before we use scaled functions $w_{r}(t, x):=r^{-2} w\left(t_{0}+r^{2} t, x_{0}+r x\right)$. Furthermore, we introduce a comparison function

$$
v(t, x):=\frac{1}{4 n}\left(|x|^{2}-2 n t\right)
$$

obviously $v$ solves $\partial_{t} v-\Delta v=-1$ in $Q_{1}^{-}(0)$, and of course $v$ is positive in $Q_{1}^{-}(0)$, it is positive on $\left(\{-1\} \times \overline{B_{1}(0)}\right) \cup\left([-1,0] \times \partial B_{1}(0)\right)$, and it vanishes in the point 0 .

Now, if $w_{r} \leq v$ on the whole parabolic boundary of $Q_{1}^{-}(0)$, then the comparison principle would imply $w_{r} \leq v$ in $Q_{1}^{-}(0)$, a contradiction to the assumption $w_{r}(0)>0$. Therefore there has to be a point on the parabolic boundary of $Q_{1}^{-}(0)$ in which $w_{r}>v$, and scaling back proves the statement of our proposition.

Finally we have to verify that $u$ is a variational solution in the sense of Definition 3.1. To this end, we confine ourselves to the case $\gamma \in\left(-\frac{1}{3}, 0\right)$ and start with another nondegeneracy estimate whose proof follows Lemma 7.3 of [ChWe].

LEMMA 5.4. For the solution $u$ from above and any $p \in\left(0, \frac{1-\gamma}{2}\right)$ there exist $r_{0}>0$ and $C<\infty$ such that for any $\left(t_{0}, x_{0}\right) \in \partial\{u>0\} \cap\left((\delta, \infty) \times \mathbf{R}^{n}\right)$ and any $r \leq r_{0}$

$$
\int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\{u>0\}} u^{-p} \leq C r^{n+2-\frac{2 p}{1-\gamma}}
$$

Proof. Let us define $w:=u^{1-\gamma-p}$, which satisfies then in $\{u>0\}$ the equation $\partial_{t} w-\Delta w=-(1-\gamma-p) u^{-p}\left(1-(\gamma+p) \frac{|\nabla u|^{2}}{u^{1+\gamma}}\right)$. Hence $\partial_{t} w-\Delta w \leq-(1-\gamma-p) u^{-p}(1-$ $\left.\frac{2(1+\eta)(\gamma+p)}{1+\gamma}\right) \leq-\kappa u^{-p}<0$ in $Q_{r}\left(t_{0}, x_{0}\right) \cap\{u>0\}$ by Lemma 2 of [Ph], provided that $\eta$ and $r_{0}$ have been chosen small enough. Furthermore we know from Lemma 2 of [ Ph ] that there exist constants $C_{1}, C_{2}, C_{3}$ such that $|\nabla w| \leq C_{1} u^{\frac{1+\gamma}{2}-\gamma-p} \leq C_{2} r^{1-\frac{2 p}{1-\gamma}}$ and that $w \leq C_{3} r^{\frac{2(1-\gamma-p)}{1-\gamma}}$ in $Q_{r}\left(t_{0}, x_{0}\right)$.

Introducing now a $C^{\infty}$-function $\rho$ satisfying $\rho \geq 0, \rho^{\prime} \geq 0, \rho^{\prime \prime} \geq 0$ as well as $\rho(\tau)=\tau-1, \tau \geq 2$ and $\rho(\tau)=0, \tau \leq \frac{1}{2}$ and defining $\rho_{\delta}(\tau):=\delta \rho\left(\frac{\tau}{\delta}\right)$ we obtain for $0<\delta \ll \epsilon$

$$
\begin{aligned}
0 & \leq \frac{1}{\epsilon} \int_{Q_{r}\left(t_{0}, x_{0}\right)} \nabla w \cdot \nabla \min \left(\epsilon, \rho_{\delta}(u)\right)=-\frac{1}{\epsilon} \int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\left\{0<\rho_{\delta}(u) \leq \epsilon\right\}} \rho_{\delta}(u) \Delta w \\
& -\int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\left\{\rho_{\delta}(u)>\epsilon\right\}} \Delta w+\int_{t_{0}-r^{2}}^{t_{0}+r^{2}} \int_{\partial B_{r}\left(x_{0}\right)} \frac{\min \left(\epsilon, \rho_{\delta}(u)\right)}{\epsilon} \nabla w \cdot \nu d \mathcal{H}^{n-1}
\end{aligned}
$$

Consequently

$$
\begin{gathered}
\kappa \int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\left\{\rho_{\delta}(u)>\epsilon\right\}} u^{-p} \leq C_{4} r^{n+2-\frac{2 p}{1-\gamma}}-\frac{\kappa}{\epsilon} \int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\left\{0<\rho_{\delta}(u) \leq \epsilon\right\}} \rho_{\delta}(u) u^{-p} \\
-\frac{1}{\epsilon} \int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\left\{0<\rho_{\delta}(u) \leq \epsilon\right\}} \rho_{\delta}(u) \partial_{t} w-\int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\left\{\rho_{\delta}(u)>\epsilon\right\}} \partial_{t} w,
\end{gathered}
$$

and letting $\delta \rightarrow 0$ we obtain

$$
\begin{gathered}
\kappa \int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\{u>\epsilon\}} u^{-p} \leq C_{4} r^{n+2-\frac{2 p}{1-\gamma}}-\frac{1}{\epsilon} \int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\{0<u \leq \epsilon\}} u \partial_{t} w \\
-\int_{Q_{r}\left(t_{0}, x_{0}\right) \cap\{u>\epsilon\}} \partial_{t} w \leq C_{4} r^{n+2-\frac{2 p}{1-\gamma}} \\
-\frac{1}{\epsilon} \int_{Q_{r}\left(t_{0}, x_{0}\right)} \frac{1-\gamma-p}{2-\gamma-p} \partial_{t} \min \left(\epsilon^{2-\gamma-p}, u^{2-\gamma-p}\right) \\
+\int_{B_{r}\left(x_{0}\right)} \max \left(\epsilon^{1-\gamma-p}, w\right)\left(t_{0}-r^{2}\right)-\int_{B_{r}\left(x_{0}\right)} \max \left(\epsilon^{1-\gamma-p}, w\right)\left(t_{0}+r^{2}\right)
\end{gathered}
$$

Integrating by parts in time and letting $\epsilon \rightarrow 0$ the lemma is proved. $\quad \square$
From Lemma 2 of $[\mathrm{Ph}]$ as well as Lemma 5.4 we obtain now that $u^{\gamma}\left|\partial_{t} u\right| \leq C u^{2 \gamma}$ is locally contained in $L^{1}$ provided that $-2 \gamma<\frac{1-\gamma}{2}$, which is the case since we assumed
$\gamma \in\left(-\frac{1}{3}, 0\right)$. We use this to prove that $u$ is a variational solution in the sense of Definition 3.1: Since the variational formulation does not contain any discontinuous or singular term it is sufficient to prove that $u_{\epsilon} \rightarrow u$ strongly in $L^{2}\left((0, \infty) ; H^{1,2}\left(\mathbf{R}^{n}\right)\right)$ and that $\partial_{t} u_{\epsilon} \rightarrow \partial_{t} u$ strongly in $L^{2}\left((0, \infty) \times \mathbf{R}^{n}\right)$. To this end we take $u_{\epsilon}$ and $\max (u, \delta)$ as test functions for the weak equation of $u_{\epsilon}$ and $u$, respectively, to obtain (after $\delta \rightarrow 0$ ) the convergence of the $L^{2}$-norm of $\nabla u_{\epsilon}$ to that of $\nabla u$, and we take $\partial_{t} u_{\epsilon}$ and $\partial_{t} u$ as test functions for the weak equation of $u_{\epsilon}$ and $u$, respectively, to obtain

$$
\begin{array}{r}
\int_{0}^{\infty} \int_{\mathbf{R}^{n}}\left|\partial_{t} u_{\epsilon}\right|^{2}-\frac{1}{2} \int_{\mathbf{R}^{n}}\left|\nabla u_{\epsilon}^{0}\right|^{2}=\int_{\mathbf{R}^{n}} F_{\epsilon}\left(u_{\epsilon}^{0}\right) \\
\rightarrow \int_{\mathbf{R}^{n}} F_{0}\left(u^{0}\right)=\int_{0}^{\infty} \int_{\mathbf{R}^{n}}\left|\partial_{t} u\right|^{2}-\frac{1}{2} \int_{\mathbf{R}^{n}}\left|\nabla u^{0}\right|^{2}
\end{array}
$$

as the subsequence $\epsilon \rightarrow 0$; here $F_{\epsilon}(z):=\int_{0}^{z} f_{\epsilon}(s) d s$ and $F_{0}(z):=\int_{0}^{z} \max (s, 0)^{\gamma} d s$. Since $\nabla_{t, x} u_{\epsilon} \longrightarrow \nabla_{t, x} u$ weakly in $L^{2}\left((0, \infty) \times \mathbf{R}^{n}\right)$ it follows that $\nabla_{t, x} u_{\epsilon} \rightarrow \nabla_{t, x} u$ strongly in $L^{2}\left((0, \infty) \times \mathbf{R}^{n}\right)$ and that $u$ is a variational solution in the sense of Definition 3.1.

As before, the estimates required in the assumptions of Theorem 4.1 follow from the regularity in time and space and from the fact that $u \in L^{\infty}\left((0, \infty) \times \mathbf{R}^{n}\right)$. Thus, supposing $u$ to be a solution of (5.2) with respect to $\gamma \in\left(-\frac{1}{3}, 0\right)$ constructed by Phillips' regularization the blow-up limits are characterized as nontrivial self-similar variational solutions in $\mathbf{R}^{n+1} \cap\{t \leq 0\}$ as follows.

For $\left(T, x_{0}\right) \in \partial\{u>0\} \cap\left((0, \infty) \times \mathbf{R}^{n}\right)$ and $0<\rho_{k} \rightarrow 0$ as $k \rightarrow \infty$ we have for any open $D \subset \subset \mathbf{R}^{n+1}$ the following: the blow-up sequence

$$
\begin{equation*}
u_{k}(t, x)=\frac{u\left(T+\rho_{k}^{2} t, x_{0}+\rho_{k} x\right)}{\rho_{k}^{\frac{2}{1-\gamma}}} \tag{5.3}
\end{equation*}
$$

is bounded in $C^{0, \frac{1}{2}}(\bar{D})$ and any pointwise limit $u_{0}$ with respect to a subsequence is a nontrivial nonnegative variational solution of (5.2) which is homogeneous of degree $\frac{2}{1-\gamma}$ on paths $\theta \mapsto\left(\theta^{2} t, \theta x\right)$ for positive $\theta$ and $(t, x) \in \mathbf{R}^{n+1} \cap\{t \leq 0\}$ and which preserves the regularity estimates in time and space.

That the blow-up limit is again a variational solution can be inferred from the fact that $u_{k} \rightarrow u_{0}$ strongly in $H^{1,2}(D)$, which can in turn be proved as before.

We proceed to the heat equation with Bernoulli-type condition on the free boundary which has been suggested in [CaVa] as a model for flame propagation. Here we consider variational solutions of

$$
\begin{gather*}
u \geq 0, \partial_{t} u-\Delta u=0 \text { in }\left((0, \infty) \times \mathbf{R}^{n}\right) \cap\{u>0\}, \text { and } \\
|\nabla u|=1 \text { on }\left((0, \infty) \times \mathbf{R}^{n}\right) \cap \partial\{u>0\} . \tag{5.4}
\end{gather*}
$$

Since in general singularities appear in finite time there exists no global strong solution of (5.4). In [CaVa] Caffarelli and Vazquez introduce a notion of a weak solution for which they show existence in the case of an advancing flame $\left(\partial_{t} u \leq 0\right)$.

Here we use the notion of nondegenerate variational solutions in the sense of Definition 3.1 with respect to $p=\lambda_{-}=0$. In this context, too, the question of existence with respect to general initial data remains unanswered: that a limit $u$ of the solutions $u_{\epsilon}$ of the regularized equation in $[\mathrm{CaVa}]$ is a variational solution is in fact equivalent to the condition that no energy loss occurs in the limit, i.e.,

$$
\limsup _{\epsilon \rightarrow 0} \int\left(\left(\partial_{t} u_{\epsilon}\right)^{2}+\chi_{\left\{u_{\epsilon}>0\right\}}\right) \leq \int\left(\left(\partial_{t} u\right)^{2}+\chi_{\{u>0\}}\right)
$$

(where $\epsilon \rightarrow 0$ is the subsequence with respect to $u$ ), which is very much like the situation in mean curvature flow or the Mullins-Sekerka equation - compare to [ LuSt ]. Notice that this may actually be used to construct numerical solutions since a sudden drop of the energy of the approximate solutions (as $\epsilon$ and the parameter $h$ of the Galerkin approximation become small) can be registered numerically. Here we are going to show that no energy loss happens when passing to the blow-up limit of nondegenerate variational solutions, which means that the class of nondegenerate variational solutions is closed with respect to the blow-up process.

Concerning the subsequent nondegeneracy condition we like to point out that in the stationary case a nondegenerate variational solution can always be found, namely, a minimizer of the energy (compare to Lemma 3.4 of [AC] and Theorem 4.1 of [BCN]). In the nonvariational case, especially in the time-dependent case, however, the absence of a forcing term of order -1 makes for a severe difficulty: obviously any constant $>\epsilon$ solves the regularized equation in [CaVa] with respect to suitable initial data and violates the nondegeneracy of $u_{\epsilon}$. Therefore a nondegeneracy assumption arises in a natural way when introducing weak solutions of the problem; compare to Definition 5.1 in [AC] for the stationary case.

THEOREM 5.1. Let $u \in H^{1, \frac{1}{2}}\left((0, \infty) \times \mathbf{R}^{n}\right)$ be a variational solution of (5.4), i.e., a nonnegative solution in the sense of Definition 3.1 with respect to $p=\lambda_{-}=0$ and $\lambda_{+}=1$, and suppose that $\left(T, x_{0}\right) \in\left((0, \infty) \times \mathbf{R}^{n}\right) \cap \partial\{u>0\}$ and that $0<\rho_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then for any open $D \subset \subset \mathbf{R}^{n+1}$ the sequence

$$
u_{k}(t, x)=\frac{u\left(T+\rho_{k}^{2} t, x_{0}+\rho_{k} x\right)}{\rho_{k}}
$$

is bounded in $C^{0, \frac{1}{2}}(\bar{D})$ and any pointwise limit $u_{0}$ with respect to a subsequence is a function $\in H_{\text {loc }}^{1, \frac{1}{2}}\left((-\infty, \infty) \times \mathbf{R}^{n}\right)$ homogeneous of degree 1 on paths $\theta \mapsto\left(\theta^{2} t, \theta x\right)$ for positive $\theta$ and $(t, x) \in \mathbf{R}^{n+1} \cap\{t \leq 0\}$.

Moreover, if $u$ satisfies the nondegeneracy condition that for any open $D \subset \subset$ $(0, \infty) \times \mathbf{R}^{n}$ there exists $c>0$ and $\delta>0$ such that for any $Q_{r}(t, x) \subset D$ satisfying $r \leq \delta$ the implication

$$
\begin{equation*}
\sup _{Q_{r}(t, x)} u \leq c r \Rightarrow u=0 \text { in } Q_{\frac{r}{2}}(t, x) \tag{5.5}
\end{equation*}
$$

holds, then any pointwise limit $u_{0}$ with respect to a subsequence is in $\mathbf{R}^{n+1} \cap\{t<0\}$ a nondegenerate variational solution of (5.4).

Proof. The fact that $u \in H_{\mathrm{loc}}^{1, \frac{1}{2}}\left((0, \infty) \times \mathbf{R}^{n}\right)$ along with the sublinear growth in space imply that the growth estimates of Theorems 3.1 and 4.1 are satisfied in the past of any free boundary point $\left(T, x_{0}\right) \in(0, \infty) \times \mathbf{R}^{n}$. The point therefore is
to show that $u_{0}$ is again a variational solution. To this end, we first prove that $\chi_{\left\{u_{k}>0\right\}} \rightarrow \chi_{\left\{u_{0}>0\right\}}$ a.e. in $\mathbf{R}^{n+1}$ as (having passed to an appropriate subsequence) $k \rightarrow \infty$.

First observe that $Q_{r_{1}}\left(t_{1}, x_{1}\right) \subset\left((-\infty,+\infty) \times \mathbf{R}^{n}\right) \cap\left\{u_{0}>0\right\}$ and $Q_{r_{2}}\left(t_{2}, x_{2}\right)$ $\subset \subset\left((-\infty,+\infty) \times \mathbf{R}^{n}\right) \cap\left\{u_{0}=0\right\}$ imply by the uniform regularity and nondegeneracy of the sequence $u_{k}$ that $u_{k} \geq c_{1}>0$ in $Q_{\frac{r_{1}}{2}}\left(t_{1}, x_{1}\right)$ and $u_{k}=0$ in $Q_{\frac{r_{2}}{2}}\left(t_{2}, x_{2}\right)$ for large $k$. Thus $\chi_{\left\{u_{k}>0\right\}}=1$ in $Q_{\frac{r_{1}}{2}}\left(t_{1}, x_{1}\right)$ and $\chi_{\left\{u_{k}>0\right\}}=0$ in $Q_{\frac{r_{2}}{2}}\left(t_{2}, x_{2}\right)$ for large $k$ and it is therefore sufficient to prove $\mathcal{L}^{n+1}\left(\partial\left\{u_{0}>0\right\}\right)=0$ in order to verify the a.e. convergence of $\chi_{\left\{u_{k}>0\right\}}$. But this follows from the positive Lebesgue density of the set
$\left\{u_{0}>0\right\}$ in free boundary points. For any $D \subset \subset(-\infty, \infty) \times \mathbf{R}^{n},(t, x) \in D \cap \partial\left\{u_{0}>\right.$ $0\}$, and $r \leq \delta_{1}$, we have

$$
\begin{equation*}
\frac{\mathcal{L}^{n+1}\left(\left\{u_{0}>0\right\} \cap Q_{r}(t, x)\right)}{\mathcal{L}^{n+1}\left(Q_{r}\right)} \geq c_{2}>0: \tag{5.6}
\end{equation*}
$$

since $u_{0}$ is again nondegenerate, there is $\left(t_{3}, x_{3}\right) \in Q_{r}(t, x)$ such that $u_{0}\left(t_{3}, x_{3}\right) \geq c r$. Therefore the fact that $u_{0} \in \mathbf{H}^{1, \frac{1}{2}}\left(B_{2 \delta}(D)\right)$ implies that $u_{0}>0$ in $Q_{c_{3} r}\left(t_{3}, x_{3}\right)$, where $c_{3} \in(0,1)$ is a constant depending only on $c$ as well as on the Hölder norm of $u_{0}$. Now, since $\mathcal{L}^{n+1}$-a.a. points in $(-\infty,+\infty) \times \mathbf{R}^{n}$ are Lebesgue-points with respect to $\chi_{\partial\left\{u_{0}>0\right\}}$ we know that

$$
\frac{\mathcal{L}^{n+1}\left(\partial\left\{u_{0}>0\right\} \cap E_{r}(t, x)\right)}{\mathcal{L}^{n+1}\left(E_{r}\right)} \rightarrow 1 \text { as } r \rightarrow 0
$$

for $\mathcal{L}^{n+1}$-a.a. points $(t, x) \in\left((-\infty,+\infty) \times \mathbf{R}^{n}\right) \cap \partial\left\{u_{0}>0\right\}$ and $E_{r}(t, x):=(t-r, t+$ $r) \times B_{r}(x)$. Considering such a point $(t, x)$ and a subsequence $r \rightarrow 0$ such that $\frac{1}{2 r} \in \mathbf{N}$ we may therefore decompose (up to a set of vanishing $\mathcal{L}^{n+1}$-measure) $E_{r}(t, x)$ into $\frac{1}{r}$ parabolic cylinders $Q_{r}\left(t_{i}, x_{i}\right)\left(1 \leq i \leq \frac{1}{r}\right)$ and conclude that $Q_{\frac{r}{2}}\left(t_{i}, x_{i}\right) \cap \partial\left\{u_{0}>0\right\} \neq \emptyset$ for at least $\frac{1}{2 r}$ cylinders $Q_{\frac{r}{2}}\left(t_{i}, x_{i}\right)$ if $r$ has been chosen small enough. With respect to those cylinders we may apply (5.6) to obtain

$$
\frac{\mathcal{L}^{n+1}\left(\left\{u_{0}>0\right\} \cap Q_{r}\left(t_{i}, x_{i}\right)\right)}{\mathcal{L}^{n+1}\left(Q_{r}\right)} \geq c(n) c_{2}>0
$$

Taking the sum with respect to the $\frac{1}{2 r}$ cylinders we see that

$$
\frac{\mathcal{L}^{n+1}\left(\left\{u_{0}>0\right\} \cap E_{r}(t, x)\right)}{\mathcal{L}^{n+1}\left(E_{r}\right)} \geq \frac{1}{2} c(n) c_{2}>0
$$

if $r$ has been chosen small enough, a contradiction to

$$
\frac{\mathcal{L}^{n+1}\left(\partial\left\{u_{0}>0\right\} \cap E_{r}(t, x)\right)}{\mathcal{L}^{n+1}\left(E_{r}\right)} \rightarrow 1
$$

Thus we obtain a contradiction for $\mathcal{L}^{n+1}$-a.e. point $(t, x) \in\left((-\infty,+\infty) \times \mathbf{R}^{n}\right) \cap \partial\left\{u_{0}>\right.$ $0\}$, proving that $\mathcal{L}^{n+1}\left(\partial\left\{u_{0}>0\right\} \cap\left((-\infty,+\infty) \times \mathbf{R}^{n}\right)\right)=0$. Note that in the justfinished proof of the convergence $\chi_{\left\{u_{k}>0\right\}} \rightarrow \chi_{\left\{u_{0}>0\right\}}$ a.e. we did not make use of $u_{k}$ being a blow-up sequence. The same remains true regarding the strong convergence of $u_{k}$ to $u_{0}$ in $L_{\text {loc }}^{2}\left((-\infty, \infty) ; H_{\text {loc }}^{1,2}\left(\mathbf{R}^{n}\right)\right)$ : since $u_{k}$ solves for given $t_{1}, t_{2}$ and large $k$ the heat
equation in the open set $\left(\left(t_{1}, t_{2}\right) \times \mathbf{R}^{n}\right) \cap\left\{u_{k}>0\right\}$, multiplication by $\eta \max \left(u_{k}-\delta, 0\right)$ yields for $\delta>0$ and $\eta \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$

$$
\begin{gathered}
\int_{t_{1}}^{t_{2}} \int_{\mathbf{R}^{n}}\left|\nabla \max \left(u_{k}-\delta, 0\right)\right|^{2} \eta=\int_{t_{1}}^{t_{2}} \int_{\mathbf{R}^{n}}\left(-\partial_{t} u_{k} \max \left(u_{k}-\delta, 0\right) \eta\right. \\
-\max \left(u_{k}-\delta, 0\right) \nabla u_{k} \cdot \nabla \eta=\int_{\mathbf{R}^{n}} \eta\left(\frac{1}{2} \max \left(u_{k}-\delta, 0\right)^{2}\left(t_{1}\right)-\frac{1}{2} \max \left(u_{k}-\delta, 0\right)^{2}\left(t_{2}\right)\right) \\
-\int_{t_{1}}^{t_{2}} \int_{\mathbf{R}^{n}} \max \left(u_{k}-\delta, 0\right) \nabla u_{k} \cdot \nabla \eta
\end{gathered}
$$

and the analogous identity holds for $u_{0}$. Letting in both identities first $\delta \searrow 0$ and then the subsequence $k \rightarrow \infty$ we obtain

$$
\int_{t_{1}}^{t_{2}} \int_{\mathbf{R}^{n}}\left|\nabla u_{k}\right|^{2} \eta \rightarrow \int_{t_{1}}^{t_{2}} \int_{\mathbf{R}^{n}}\left|\nabla u_{0}\right|^{2} \eta
$$

which, together with the weak convergence of $u_{k}$ to $u_{0}$ in $L^{2}\left(\left(t_{1}, t_{2}\right) ; H^{1,2}\left(B_{R}(0)\right)\right)$ for $R \in(0, \infty)$, proves the strong convergence of $u_{k}$ to $u_{0}$ in $L_{\text {loc }}^{2}\left(H_{\mathrm{loc}}^{1,2}\right)$. Next we use the monotonicity Theorem 3.1 to prove the strong convergence of $\partial_{t} u_{k}$ to $\partial_{t} u_{0}$ in $L_{\mathrm{loc}}^{2}\left(\mathbf{R}^{n+1} \cap\{t<0\}\right)$ which will, incidentally, complete the proof of our theorem. For some $R, S \in(0, \infty)$ let $E$ be any subset of $\left(-4 R^{2},-\frac{9}{4} R^{2}\right) \times B_{S}(0)$ such that $E$ is $\mathcal{L}^{n+1}$-measurable. Then Theorem 3.1 implies that

$$
\begin{gathered}
\int_{E}\left(2 t \partial_{t} u_{k}\right)^{2}=\int_{E}\left(\nabla u_{k} \cdot x+2 t \partial_{t} u_{k}-u_{k}\right)^{2} \\
-\int_{E}\left(\nabla u_{k} \cdot x-u_{k}\right)^{2}-\int_{E} 4 t \partial_{t} u_{k}\left(\nabla u_{k} \cdot x-u_{k}\right) \\
\leq 2\left\|\nabla u_{k} \cdot x-u_{k}\right\|_{L^{2}(E)}^{2}+\frac{1}{2} \int_{E}\left(2 t \partial_{t} u_{k}\right)^{2} \\
+C(n, R, S) \int_{R}^{\frac{3}{2} R} r^{-3} \int_{T_{r}^{-}(0)} \frac{1}{-t}\left(\nabla u_{k} \cdot x+2 t \partial_{t} u_{k}-u_{k}\right)^{2} G_{(0,0)} d r \\
\leq \frac{81 R^{4} \epsilon}{32}+\frac{1}{2} \int_{E}\left(2 t \partial_{t} u_{k}\right)^{2} \\
+C(n, R, S) \int_{R}^{\frac{3}{2} R} r^{-3} \int_{T_{r}^{-}(0)} \frac{1}{-t}\left(\nabla u_{k} \cdot x+2 t \partial_{t} u_{k}-u_{k}\right)^{2} G_{(0,0)} d r
\end{gathered}
$$

provided that $\mathcal{L}^{n+1}(E) \leq \delta$. Since the third term on the right-hand side goes to 0 as $k \rightarrow \infty$, we obtain for any positive $\epsilon$ positive constants $\delta$ and $k_{0}<\infty$ such that $\int_{E}\left(\partial_{t} u_{k}\right)^{2} \leq \frac{\epsilon}{2}$ provided that $\mathcal{L}^{n+1}(E) \leq \delta$ and $k \geq k_{0}$. Last, we infer from the a.e. convergence $\partial_{t} u_{k}$ to $\partial_{t} u_{0}$, which can be proved exactly as the a.e. convergence of $\chi_{\left\{u_{k}>0\right\}}$ to $\chi_{\left\{u_{0}>0\right\}}$ (using the fact that $\mathcal{L}^{n+1}\left(\partial\left\{u_{0}>0\right\}\right)=0$ as well as the nondegeneracy of $\left.u_{k}\right)$, that $\partial_{t} u_{k} \rightarrow \partial_{t} u_{0}$ in $L_{\text {loc }}^{2}\left(\mathbf{R}^{n+1} \cap\{t<0\}\right)$.

Let us finally estimate the Hausdorff dimension of the free boundary of variational solutions of (5.2) and (5.4).

Lemma 5.5. Let $u$ be either a variational solution of (5.4) satisfying the nondegeneracy (5.5) as well as the regularity $u \in \mathbf{H}^{1, \frac{1}{2}}\left((0, \infty) \times \mathbf{R}^{n}\right)$, or let $u$ be a solution of (5.2) with respect to $\gamma \in\left(-\frac{1}{3}, 0\right)$ derived by Phillips' approximation. Then for any $\left(T, x_{0}\right) \in\left((0,+\infty) \times \mathbf{R}^{n}\right) \cap \partial\{u>0\}$, any sequence $0<\rho_{k} \rightarrow 0$ and any open $D \subset \subset \mathbf{R}^{n+1}$ the blow-up sequence

$$
u_{k}(t, x):=\frac{u\left(T+\rho_{k}^{2} t, x_{0}+\rho_{k} x\right)}{\rho_{k}^{\frac{2}{1-\gamma}}}
$$

(here $\gamma:=-1$ in the case of a solution of (5.4)) is bounded in $C^{0, \frac{1}{2}}(\bar{D})$ and any pointwise limit $u_{0}$ with respect to a subsequence is a nontrivial variational solution in $\mathbf{R}^{n+1} \cap\{t<0\}$ again satisfying the respective regularity and nondegeneracy and being homogeneous of degree $\frac{2}{1-\gamma}$ on paths $\theta \mapsto\left(\theta^{2} t, \theta x\right)$ for positive $\theta$ and $(t, x) \in$ $\mathbf{R}^{n+1} \cap\{t \leq 0\}$. Furthermore for every compact set $K \subset \mathbf{R}^{n+1}$ and every open set $U \supset K \cap \partial\left\{u_{0}>0\right\}$ there exists $k_{0}<\infty$ such that $\partial\left\{u_{k}>0\right\} \cap K \subset U$ for $k \geq k_{0}$.

Note that the last statement is stronger than the one direction in the definition of the convergence in Hausdorff distance in that it holds for any open set $U$.

Proof. Except for the last statement everything follows directly from what was shown before. Now suppose that there exists $\left(t_{k}, x_{k}\right) \in \partial\left\{u_{k}>0\right\} \cap(K-U)$. Then $\left(t_{k}, x_{k}\right) \rightarrow(\bar{t}, \bar{x}) \in(K-U) \cap\left\{u_{0}=0\right\}$ as a subsequence $k \rightarrow \infty$. Assuming now that $(\bar{t}, \bar{x})$ is an inner point of $\left\{u_{0}=0\right\}$ the uniform convergence of $u_{k}$ to $u_{0}$ as well as the nondegeneracy of $u_{k}$ yields a contradiction to the assumption that $\left(t_{k}, x_{k}\right)$ is a free boundary point of $u_{k}$.

Let us define with respect to the parabolic metric Hausdorff measures

$$
\begin{gathered}
\mathcal{H}_{m}^{\delta, p a r}(A):=\inf \left\{\sum_{j=1}^{\infty}\left(\operatorname{pardiam} S_{j}\right)^{m}: A \subset \bigcup_{j=1}^{\infty} S_{j}, \text { pardiam } S_{j} \leq \delta\right\} \\
\text { and } \mathcal{H}_{m}^{\text {par }}(A):=\lim _{\delta \rightarrow 0} \mathcal{H}_{m}^{\delta, p a r}(A),
\end{gathered}
$$

where $\delta \in(0,+\infty]$ and pardiam is the diameter in $\mathbf{R}^{n+1}$ with respect to the parabolic metric $\operatorname{dist}((t, y),(s, x)):=\max \left(|x-y|,|s-t|^{\frac{1}{2}}\right)$. We need three elementary properties of these parabolic Hausdorff measures of which the first as well as the third can be proved exactly as in Lemmas 11.2 and 11.5 of [Giu] and a proof of the second property (closely following Proposition 11.3 of [Giu]) is contained in the appendix:

For every $A \subset \mathbf{R}^{n+1}$ the equivalence $\mathcal{H}_{m}^{\text {par }}(A)=0$ if and only if $\mathcal{H}_{m}^{\infty, \text { par }}(A)=0$ holds.

$$
\begin{gather*}
\text { For every } n \geq 1, m>n \text { and } A \subset \mathbf{R}^{n+1} \\
\limsup _{r \rightarrow 0} \frac{\mathcal{H}_{m}^{\infty, p a r}\left(A \cap \overline{Q_{r}^{-}(t, x)}\right)}{r^{m}} \geq 1 \text { for } \mathcal{H}_{m}^{\text {par }} \text {-a.a. points }(t, x) \in A . \tag{5.8}
\end{gather*}
$$

In the situation of Lemma 5.5 we have

$$
\begin{equation*}
\mathcal{H}_{m}^{\infty, p a r}\left(K \cap \partial\left\{u_{0}>0\right\}\right) \geq \lim \sup _{k \rightarrow \infty} \mathcal{H}_{m}^{\infty, p a r}\left(K \cap \partial\left\{u_{k}>0\right\}\right) \tag{5.9}
\end{equation*}
$$

where the limit superior is taken with respect to the subsequence chosen in Lemma 5.5.

Having listed the necessary tools we may now use the dimension reduction procedure. Suppose that $m>n+1$ and $\mathcal{H}_{m}^{p a r}(\partial\{u>0\})>0$. Then in $\mathcal{H}_{m}^{\text {par }}$-a.a. points of $\partial\{u>0\}$ we can use (5.8) as well as (5.9) to obtain a blow-up limit $u_{0}$ with the properties mentioned in Lemma 5.5, satisfying $\mathcal{H}_{m}^{\infty, p a r}\left(\partial\left\{u_{0}>0\right\} \cap\{t \leq 0\}\right)>0$. Therefore we find (by (5.7)) a point $(\bar{t}, \bar{x}) \in\left(\partial\left\{u_{0}>0\right\} \cap\{t \leq 0\}\right)-\{(0,0)\}$ in which the density in (5.8) is estimated from below. Now any blow-up limit $u_{00}$ with respect to $(\bar{t}, \bar{x})$ (and with respect to a subsequence such that the limit superior in (5.8) becomes a limit) again satisfies the properties of Lemma 5.5; in addition, we get from the homogeneity of $u_{0}$ as in Lemma 3.1 of [We] the following.

If $\bar{t} \neq 0$, then $u_{00}$ has to be constant in time direction and we proceed with $\bar{u}:=$ $\left.u_{00}\right|_{\{t=0\}}$, which in this case is a stationary variational solution satisfying $\mathcal{H}^{m-2}(\partial\{\bar{u}>$ $0\})>0$ as well as the properties of Lemma 5.5.

If $\bar{t}=0$, then, applying a rotation in space, we may assume that $u_{00}$ is constant in direction of the $n$th unit vector and proceed with $\bar{u}:=\left.u_{00}\right|_{\left\{x_{n}=0\right\}}$, which is then a variational solution in $(-\infty,+\infty) \times \mathbf{R}^{n-1}$ satisfying $\mathcal{H}_{m-1}^{p a r}(\partial\{\bar{u}>0\} \cap\{t \leq 0\})>0$ as well as the properties of Lemma 5.5.

Repeating this $n$ times either we obtain a stationary variational solution $u^{\star}$ : $\mathbf{R} \rightarrow \mathbf{R}$ which is nontrivial, homogeneous of degree $\frac{2}{1-\gamma}$, has 0 as free boundary point, and satisfies $\mathcal{H}^{m-n-1}\left(\partial\left\{u^{\star}>0\right\}\right)>0$, or we obtain a space-independent variational solution $u_{\star}:(-\infty, 0) \rightarrow \mathbf{R}$ which is nontrivial, homogeneous of degree $\frac{1}{1-\gamma}$, has 0 as a free boundary point, and satisfies $\mathcal{H}^{\frac{m-n}{2}}\left(\partial\left\{u_{\star}>0\right\} \cap\{t \leq 0\}\right)>0$. Since both yield a contradiction if $m>n+1$ we proved the following theorem.

THEOREM 5.2. Let u be either a variational solution of (5.4) in the sense of Definition 3.1 satisfying the nondegeneracy (5.5) as well as the regularity $u \in \mathbf{H}^{1, \frac{1}{2}}((0, \infty) \times$ $\mathbf{R}^{n}$ ) or a solution of (5.2) with respect to $\gamma \in\left(-\frac{1}{3}, 0\right)$ derived by Phillips' approximation. Then the parabolic Hausdorff dimension of $\partial\{u>0\}$ does not exceed $n+1$.

Considering the stationary solution $\max \left(x_{n}, 0\right)$ of $(5.4)$ in $(0, \infty) \times \mathbf{R}^{n}$ it is obvious that the parabolic dimension $n+1$ in the estimate cannot be improved.

## 6. Appendix.

Lemma 6.1. If $\ell \geq 1, k>\ell$, and $A$ is a subset of $\mathbf{R}^{\ell+1}$, then for $\mathcal{H}_{k}^{\text {par }}$-a.a. points $(t, x) \in A$ we have

$$
\limsup _{r \rightarrow 0} \frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap \overline{Q_{r}^{-}(t, x)}\right)}{r^{k}} \geq 1
$$

(where $Q_{r}(t, x)$ is an $\ell+1$-dimensional cylinder).
Proof. Define $\zeta(S):=(\operatorname{pardiam}(S))^{k}$ and, for positive $\tau, \delta$, and $\epsilon$,

$$
B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right):=\left\{(t, x) \in A: \mathcal{H}_{k}^{\delta, p a r}\left(S^{t-} \cap A\right) \leq \tau \zeta(S)\right.
$$

for all sets $S \subset \mathbf{R}^{\ell+1}$ such that $S \ni(t, x)$ and $\left.\operatorname{pardiam}(S)<\epsilon\right\}$ (here $S^{t-}:=$ $\{(s, y) \in S: s \leq t\})$. Now suppose $S \subset \mathbf{R}^{\ell+1}$ to satisfy pardiam $(S)<\epsilon$. Defining $t:=\sup \left\{\sigma:\{s=\sigma\} \cap S \cap B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right) \neq \emptyset\right\}$ assume first that $\{\sigma=t\} \cap S \cap$ $B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right)=\emptyset$, in which case we obtain for $\theta \in(0, \min (\epsilon, \delta))$

$$
\begin{gathered}
\mathcal{H}_{k}^{\delta, p a r}\left(S \cap B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right)\right) \leq \mathcal{H}_{k}^{\delta, p a r}\left(S^{\left(t-\theta^{2}\right)-} \cap B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right)\right) \\
+\mathcal{H}_{k}^{\delta, p a r}\left(\left(t-\theta^{2}, t\right) \times B_{\epsilon}(x)\right) \leq \tau \zeta(S)+C(\ell) \theta^{k}\left(\frac{\epsilon}{\theta}\right)^{\ell}=\tau \zeta(S)+o(1)
\end{gathered}
$$

(as $\theta \rightarrow 0$ ) by the assumption $k-\ell>0$.
In case there exists $(t, x) \in S \cap B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right)$ we obtain by the definition of $B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right)$ that

$$
\mathcal{H}_{k}^{\delta, p a r}\left(S \cap B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right)\right) \leq \tau \zeta(S)
$$

The definition of $\mathcal{H}_{k}^{\epsilon, p a r}$ as well as the subadditivity of $\mathcal{H}_{k}^{\delta, p a r}$ therefore imply

$$
\mathcal{H}_{k}^{\delta, p a r}\left(B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right)\right) \leq \tau \mathcal{H}_{k}^{\epsilon, p a r}\left(B\left(\mathcal{H}_{k}^{\delta, p a r}, \tau, \epsilon\right)\right)
$$

In particular, if $\delta<1$,

$$
\mathcal{H}_{k}^{\delta, p a r}\left(B\left(\mathcal{H}_{k}^{\delta, p a r}, 1-\delta, \delta\right)\right) \leq(1-\delta) \mathcal{H}_{k}^{\delta, p a r}\left(B\left(\mathcal{H}_{k}^{\delta, p a r}, 1-\delta, \delta\right)\right)<\infty
$$

Hence $\mathcal{H}_{k}^{\delta, p a r}\left(B\left(\mathcal{H}_{k}^{\delta, p a r}, 1-\delta, \delta\right)\right)=0$ and, by $(5.7), \mathcal{H}_{k}^{\text {par }}\left(B\left(\mathcal{H}_{k}^{\delta, p a r}, 1-\delta, \delta\right)\right)=0$.
Now consider the set

$$
\begin{gathered}
C:=\left\{(t, x) \in A: \inf _{\epsilon>0} \sup \left\{\frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap S^{t-}\right)}{\zeta(S)}: S \subset \mathbf{R}^{\ell+1}\right. \text { such that }\right. \\
S \ni(t, x) \text { and pardiam }(S)<\epsilon\}<1\} \\
=\left\{(t, x) \in A: \inf _{n \in \mathbf{N}} \sup \left\{\frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap S^{t-}\right)}{\zeta(S)}: S \subset \mathbf{R}^{\ell+1}\right. \text { such that }\right. \\
\left.\left.S \ni(t, x) \text { and } \operatorname{pardiam}(S)<\frac{1}{n}\right\}<1\right\}
\end{gathered}
$$

If $(t, x) \in C$ we must have for some $n$

$$
\begin{aligned}
& \sup \left\{\frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap S^{t-}\right)}{\zeta(S)}: S \subset \mathbf{R}^{\ell+1}\right. \text { such that } \\
& \left.\quad S \ni(t, x) \text { and pardiam }(S)<\frac{1}{n}\right\}<1-\frac{1}{n}
\end{aligned}
$$

Hence $\left.(t, x) \in \underset{\sim}{B}\left(\mathcal{H}_{k}^{\infty, p a r}, 1-\frac{1}{n}, \frac{1}{n}\right)\right)$, and since the definition of $\mathcal{H}_{k}^{\delta, p a r}$ implies $\mathcal{H}_{k}^{\delta, p a r}(\tilde{S} \cap$ $A)=\mathcal{H}_{k}^{\infty, p a r}(\tilde{S} \cap A)$ for any $\tilde{S}$ such that $\operatorname{pardiam}(\tilde{S})<\delta$, we obtain $\left.\left.C \subset \bigcup_{n=1}^{\infty} B\left(\mathcal{H}_{k}^{\infty, p a r}, 1-\frac{1}{n}, \frac{1}{n}\right)\right) \subset \bigcup_{n=1}^{\infty} B\left(\mathcal{H}_{k}^{\frac{1}{n}, p a r}, 1-\frac{1}{n}, \frac{1}{n}\right)\right)$. Consequently $\mathcal{H}_{k}^{\text {par }}(C)=$ 0.

Finally, fixing $(t, x) \in A$, considering $S \ni(t, x)$, and setting $d:=\operatorname{pardiam}(S)$, we obviously have

$$
\frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap S^{t-}\right)}{\zeta(S)} \leq \frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap \overline{Q_{d}^{-}(t, x)}\right)}{d^{k}}
$$

Hence

$$
\begin{gathered}
\sup \left\{\frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap S^{t-}\right)}{\zeta(S)}: S \subset \mathbf{R}^{\ell+1}\right. \text { such that } \\
S \ni(t, x) \text { and pardiam }(S)<\delta\} \leq \sup \left\{\frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap \overline{Q_{d}^{-}(t, x)}\right)}{d^{k}}: d<\delta\right\} .
\end{gathered}
$$

Thus the set $D:=\left\{(t, x) \in A: \lim _{\sup }^{r \rightarrow 0} \boldsymbol{} \frac{\mathcal{H}_{k}^{\infty, p a r}\left(A \cap \overline{Q_{d}^{-}(t, x)}\right)}{d^{k}}<1\right\}$ must be contained in $C$ and it follows that $\mathcal{H}_{k}^{p a r}(D)=0$.

Acknowledgments. The basic questions leading to this paper were asked during a one-week stay at Hokkaido University with Y. Giga, whom we thank for advice and numerous discussions. A vital literature hint was given by S. Müller. Many people, including S. Angenent, H. J. Choe, S. Luckhaus, and H. Matano, contributed helpful discussions.

## REFERENCES

[Al] W. K. Allard, On the first variation of a varifold. Ann. of Math., 95 (1972), pp. 417-491.
[AC] H. W. Alt and L. A. Caffarelli, Existence and regularity for a minimum problem with free boundary, J. Reine Angew. Math., 325 (1981), pp. 105-144.
[AlPh] H. W. Alt and D. Phillips, A free boundary problem for semilinear elliptic equations, J. Reine Angew. Math., 368 (1986), pp. 63-107.
[BCN] H. Berestycki, L. A. Caffarelli, and L. Nirenberg, Uniform estimates for regularization of free boundary problems, in Analysis and Partial Differential Equations, Marcel Dekker, New York, 1990, pp. 567-619.
[Ca] L. A. Caffarelli, The regularity of free boundaries in higher dimensions, Acta Math., 139 (1978), pp. 567-619.
[CaVa] L. A. Caffarelli and J. L. Vazquez, A free boundary problem for the heat equation arising in flame propagation, Trans. Amer. Math. Soc., 347 (1995), pp. 411-441.
X.-Y. Chen, H. Matano, and M. Mimura, Finite-point extinction and continuity of interfaces in a nonlinear diffusion equation with strong absorption, J. Reine Angew. Math., 459 (1995), pp. 1-36.
[ChWe] H. J. Choe and G. S. Weiss, A semilinear parabolic equation with free boundary, preprint, submitted 1997.
[GiKo] Y. Giga and R. V. Kohn, Asymptotically self-similar blow-up of semilinear heat equations, Comm. Pure Appl. Math., 38 (1985), pp. 297-319.
[Giu] E. Giusti, Minimal Surfaces and Functions of Bounded Variation, Birkhäuser, Boston, Basel, Stuttgart, 1984.
[FrHe] A. Friedman and M. A. Herrero, Extinction properties of semilinear heat equations with strong absorption, J. Math. Anal. Appl., 124 (1987), pp. 530-546.
[Le] H. E. Levine, Advances in quenching, in Nonlinear Diffusion Equations and Their Equilibrium States, Progr. Nonlinear Differential Equations Appl. 7, Birkhäuser, Boston, 1992.
[LSU] O. A. Ladyzenskaja, V. A. Solonnikov, and N. N. Ural'ceva, Linear and Quasilinear Equations of Parabolic Type, Transl. Math. Monogr. 23, American Mathematical Society, Providence, RI, 1988.
[LuSt] S. LUCKHAUS AND T. STURZENHECKER, Implicit time discretization for the mean curvature flow equation, Calc. Var. Partial Differential Equations, 3 (1995), pp. 253-271.
[Ph] D. Phillips, Existence of solutions of quenching problems, Appl. Anal., 24 (1987), pp. 253-264.
[St] M. Struwe, On the evolution of harmonic maps in higher dimensions, J. Differential Geom., 28 (1988), pp. 485-502.
[We] G. S. Weiss, Partial regularity for a minimum problem with free boundary, J. Geom. Anal., to appear.

# APPROXIMATION OF THE STOKES DIRICHLET PROBLEM IN DOMAINS WITH CYLINDRICAL OUTLETS* 
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#### Abstract

Let $\Omega \subset \mathbf{R}^{3}$ be a domain with $J$ cylindrical outlets to infinity and $u=(v, p)$ be a solution of the Dirichlet problem for the Stokes system with prescibed flux $H_{j}$ through the $j$ th outlet. Let $\left\{\Omega_{R}\right\}$ be the set of bounded domains defined by cutting each cylindrical outlet at the distance $R$ from its origin. The problem investigated is how $u$ can be approximated by solutions $u^{R}$ of boundary problems which are defined on the bounded subdomain $\Omega_{R}$. On the artificial boundary $\partial \Omega_{R} \backslash \partial \Omega$ a boundary condition $B u^{R}=h$ has to be added. By a method similar to the Schwartz' alternating method, the asymptotic behavior (as $R$ tends to infinity) for $u-u^{R}$ is investigated for different types of boundary conditions on the cut cross sections. The existence of solutions $u^{R}$ that are regular up to the edges is shown while using a boundary operator usually related to free boundary problems. For exponentially decaying data asymptotically precise estimates are derived for the difference $u-u^{R}$; these results hold true for inhomogeneous boundary conditions on the lateral surface $\partial \Omega$ and nonvanishing divergence. For div $v=0$ and homogeneous boundary conditions on $\partial \Omega$ the case of $L^{2}$-forces also is examined.
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## 1. Preliminaries.

1.1. Introduction. Many problems in hydromechanics lead to the investigation of partial differential equations in unbounded domains. One example of such situations is the flow of a viscous fluid through a system of channels. The behavior of the velocity field $v$ of the fluid particles and the pressure distribution $p$ are often described by the nonlinear Navier-Stokes system. In this context the theory of the steady linear part, the so-called Stokes system

$$
\begin{equation*}
-\Delta v+\nabla p=f^{\prime}, \quad \operatorname{div} v=f_{n+1} \quad \text { in } \Omega, \quad v=g \quad \text { on the boundary } \partial \Omega \tag{1.1}
\end{equation*}
$$

plays the fundamental role. Here $\Omega \subset \mathbf{R}^{n}, n \geq 2$, is an unbounded domain with several cylindrical outlets (see section 2 for the exact notations). The vector field $f^{\prime}$ is a given external force; $f_{n+1}$ may be considered as a distribution of sources and sinks. To obtain unique solutions $u=(v, p)$ to the system (1.1), conditions at infinity have to be added. One possibility, which is also physically reasonable, is to prescribe the flux through each outlet; this condition will be used in the following. Although it is obvious that there exist no infinite volumes of liquid, problems in unbounded domains serve as models for practical problems. On the other hand, any sort of computational work can only be done on finite domains. One approach for overcoming the difficulties with unbounded domains is to truncate the domain, which leads to a problem on a bounded part $\Omega_{R} \subset \Omega$. For domains with cylindrical outlets, the easiest way to define $\Omega_{R}$ is to cut every outlet at the distance $R$ from its origin. If we assume that the original problem is preserved on $\Omega_{R}$ and on $\partial \Omega_{R} \cap \partial \Omega$, at least an addititional

[^34]boundary condition
\[

$$
\begin{equation*}
B^{R} u^{R}=h^{R} \tag{1.2}
\end{equation*}
$$

\]

has to be imposed on $\partial \Omega_{R} \backslash \partial \Omega$. Such conditions are usually called artificial boundary conditions (ABCs), and we refer to the problem on the bounded domain as an approximation problem.

During the last 20 years many efforts were made to create ABCs for various sorts of partial differential equations; we refer here to the survey articles [12, 53]. It is clear that the minimal requirements for the choice of ABCs are the following criteria:
(i) The approximation problem possesses a unique solution $u^{R}=\left(v^{R}, p^{R}\right)$.
(ii) On $\Omega_{R}$ the solution $u^{R}$ is sufficiently close to the solution $u$ of the original problem.

Of course, the best ABCs with respect to the second criterion are the so-called exact ABCs; this means $\left.\left(u-u^{R}\right)\right|_{\Omega_{R}}=0$. However, with the exception of some trivial, i.e., 1-dimensional cases, exact ABCs are nonlocal, which means the corresponding boundary operator is a pseudodifferential operator and can be derived in a simple form only for some particular geometries. In practical situations these boundary conditions also have to be approximated (see, e.g., $[20,21,51,16,44]$ and especially the review articles $[12,53]$ and the papers cited there). Throughout this paper we deal with local ABCs. This means we investigate different types of boundary conditions in differential form on the artificial boundary $\partial \Omega_{R} \backslash \partial \Omega$, such that the problem on the truncated domain is elliptic in the sense of Agmon-Douglis-Nirenberg. These conditions are available for a very general class of data $f$ and $g$ not necessarily compactly supported. Local ABCs taking into account the asymptotic behavior of the solution to the Stokes system in an exterior 3-dimensional domain were proposed in [15, 8, 35]. For the Stokes problem in domains with outlets to infinity, a systematic study of local ABCs currently does not seem to exist.

Although the asymptotic behavior of $u-u^{R}$ is interesting by itself, independent of convergence, at least the application to computations requires a frame where the solution $u$ (for the problem in the unbounded domain $\Omega$ ) exists for appropriate data and is uniquely determined. Roughly speaking, solutions of boundary value problems in unbounded domains are not only determined by the right-hand sides of the differential equation system and the boundary values, conditions at infinity also have to be imposed.

Since Poincaré's inequality holds in domains with cylindrical outlets, it is clear that for $f \in H^{-1}(\Omega)^{3}$ (the space of all continuous linear functionals on $\left.\stackrel{\circ}{H}^{1}(\Omega)^{3}\right)$ there always exists a weak solution of the Stokes system (1.1) for $f_{n+1}=0$ and $g=0$. This means there is $v \in \stackrel{\circ}{H}^{1}(\Omega)^{3}$ with $(\nabla v, \nabla \varphi)_{\Omega}=(f, \varphi)_{\Omega}$ for all $\varphi \in C_{0}^{\infty}(\Omega)^{3}$ with div $\varphi=0$. However, using Gauss' theorem in bounded parts of $\Omega$ and Hölder's inequality, it is easy to see that this solution has zero flux through every outlet, which of course is physically nonrealistic. With the help of a flux carrier it is possible to construct solutions to the Stokes system (1.1) with prescribed flux $H_{j}$ through each outlet, but with an unbounded Dirichlet integral, provided the total flux vanishes, i.e., $\sum H_{j}=0$. This technique was introduced and applied to a very large class of domains by Ladyženskaja and Solonnikov [27].

A different approach was used by Nazarov and Pileckas in [36]. They applied the results for general elliptic systems in cylinders to derive existence, uniqueness, and asymptotic representations for the system (1.1) with exponentially dying data, where the flux carrier is the Poiseuille flow for large $x$. In this context they developed a
setting in which more general asymptotic conditions (than conditions on fluxes) can be posed at infinity. We use their results for the problem with prescribed fluxes.

To approximate these solutions we define a domain $\Omega_{R}$ by cutting the outlets at some distance from the origin. As already mentioned, it is reasonable to demand that the approximation problem has a unique solution converging to the solution $u=(v, p)$ of (1.1) with prescribed fluxes in some sense. Moreover, the approximating solution should preserve as much as possible from regularity properties of $u$. For domains with cylindrical outlets this is a problem insofar as the artificial boundary $\partial \Omega_{R} \backslash \partial \Omega$ and the cutted boundary $\partial \Omega \backslash \partial \Omega_{R}$ meet each other, usually in an edge. Even if the boundary of the truncated domain inherits the regularity of the boundary $\partial \Omega$ then the only reasonable situation, where the local $H^{l}$-regularity of $(v, p)$ is preserved for arbitrary $l$, is the case $\left.v\right|_{\partial \Omega}=0$ and $\left.v^{R}\right|_{\partial \Omega_{R} \backslash \partial \Omega}=0$. In all other cases there normally appears a jump in the boundary conditions while using a "smooth" cutting of $\Omega$, or edges in the domain $\Omega_{R}$ when doing sharp cuts. Both methods diminish the regularity properties of $u^{R}$. We will use the second approach and cut the outlets orthogonal to the axis of the cylinders. Then $\Omega_{R}$ has edges with an opening angle $\pi / 2$, but we bend the data of the approximating problem smoothly to 0 before reaching the edge. We will see that it is possible to find approximating solutions which are $C^{\infty}$ in the neighborhood of the cut, if the boundary condition is chosen properly.

The main results of the present paper are the following: using the method of matched asymptotic expansions, which is similar to the alternating method of Schwartz (see [50, Chapter IV, section 2]), the asymptotic behavior of $u-u^{R}$ is calculated for different classes of local ABCs on the artificial boundary (section 3). The existence of unique solutions to the approximation problem, together with regularity up to the edges, is proved for the approximation problem with an appropriate boundary condition on the artificial boundary (Theorem 4.2 and 4.4). In section 5 we derive a uniform estimate for solutions to the Stokes problem on the truncated domain. This estimate is the main tool to obtain an asymptotically precise estimate for $\left.u\right|_{\Omega_{R}}-u^{R}$ as $R \rightarrow \infty$ in the case of exponentially decaying data (Theorem 6.1): the difference decays exponentially in $H^{l+1}\left(\Omega_{R}\right)^{3} \times H^{l}\left(\Omega_{R}\right)$. Moreover, for $L^{2}$-data it can be shown at least that $\left\|v-v^{R} ; H^{2}\left(\Omega_{R}\right)^{3}\right\|+\left\|\nabla\left(p-p^{R}\right) ; L^{2}\left(\Omega_{R}\right)^{3}\right\| \rightarrow 0$ as $R \rightarrow \infty$ (section 7 ).
1.2. Notations, characterization of the domain, basic function spaces, auxiliary results. We recall the notations of some basic function spaces. Let $\mathcal{G} \subset \mathbf{R}^{3}$ be an open set with closure $\overline{\mathcal{G}}$ and boundary $\partial \mathcal{G}$, which we assume at least to be Lipschitz; $\nu$ denotes the exterior normal vector on $\partial \mathcal{G} . C_{0}^{\infty}(\mathcal{G})$ denotes the set of all smooth functions with compact support in $\mathcal{G}$. For $l \in \mathbf{N}, C^{l}(\mathcal{G})$ is the space of $l$ times continuously differentiable functions $\varphi$. We use the common multi-index terminology for partial derivatives: Let $\alpha \in \mathbf{N}_{0}^{3}$ with $|\alpha|=\sum_{i=1}^{3} \alpha_{i}$, then $\partial_{x}^{\alpha} \varphi(x)=$ $\partial^{\alpha} \varphi(x)=\frac{\partial^{\alpha_{1}}}{\partial x_{1}} \cdots \frac{\partial^{\alpha_{3}}}{\partial x_{3}} \varphi(x)$. In this context we mention that the notation $\partial \mathcal{G} \in C^{l}$ means: For each $x_{0} \in \partial \mathcal{G}$ there exists a neighborhood $\mathcal{O}\left(x_{0}\right)$ and a $C^{l}$-diffeomorphism $\Phi: \mathcal{O} \rightarrow \mathcal{O}^{\prime}$, such that $\Phi(\mathcal{O} \cap \partial \mathcal{G})$ is an open subset in $\mathbf{R}^{n-1}$. We indicate the $L^{2}$ scalar product on $\mathcal{G}$ and on $\partial \mathcal{G}$ by $(\cdot, \cdot)_{\mathcal{G}}$ and $(\cdot, \cdot)_{\partial \mathcal{G}}$, i.e., $(u, U)_{\mathcal{G}}=\int_{\mathcal{G}} u(x) \bar{U}(x) \mathrm{d} x$, $(u, U)_{\partial \mathcal{G}}=\int_{\partial \mathcal{G}} u(x) \bar{U}(x)$ do, where do is the 2-dimensional surface measure on $\partial \mathcal{G}$. We extend this notation to all measurable functions (vectorfields), where the integral is finite. We arrange the following convention: in calculations, vectors are always columns, otherwise we use the superscript ${ }^{\top}$.

We use Sobolev spaces generated by $L^{2}$-norms, i.e., $H^{l}(\mathcal{G})$ is the space consisting of all functions $\varphi \in L^{2}(\mathcal{G})$ with $\nabla^{m} \varphi \in L^{2}(\mathcal{G})$; for all $0 \leq m \leq l, \nabla^{m}$ denotes the system of all (distributional) derivatives $\partial^{\gamma} \varphi$ of order $m$. As usual, we indicate the


Fig. 1.
closure of $C_{0}^{\infty}(\mathcal{G})$ in $H^{l}(\mathcal{G})$ by $\stackrel{\circ}{H}^{l}(\Omega)$, the space with zero traces on the boundary. $\varphi \in H_{l o c}^{l}(\mathcal{G})$ means $\left.\varphi\right|_{K} \in H^{l}(K)$ for any bounded open subset of $\mathcal{G}$ with $\bar{K} \subset \mathcal{G}$. If $\mathcal{G}$ is unbounded, we define $H_{l o c}^{l}(\overline{\mathcal{G}})$ in an analogous way $\left(H_{l o c}^{l}(\overline{\mathcal{G}})=H^{l}(\mathcal{G})\right.$ if $\mathcal{G}$ is bounded).

We characterize the underlying domain $\Omega$ with $J$ cylindrical outlets to infinity in the following way (see Fig. 1 for $J=3$ ). We assume that $\partial \Omega$ is of class $C^{l+2}$ for some $l \in \mathbf{N}, \Omega=\Omega_{0} \cup Q_{1} \cup \cdots \cup Q_{J}$, where $\Omega_{0}$ is the intersection of $\Omega$ with a ball $B\left(0, R_{0}\right)$ of radius $R_{0}$ and $Q_{j} \cap Q_{j}=\emptyset$ for $i \neq j$. For each outlet $Q_{j}$ we introduce a system of local coordinates $\left(y_{j}, z_{j}\right) \in \omega_{j} \times[1, \infty)$, where the cross section $\omega_{j} \subset \mathbf{R}^{2}$ is a smoothly surrounded bounded domain. Without loss of generality we may assume that $\omega_{j} \times[2, \infty) \cap \Omega_{0}=\emptyset$. When considering a fixed outlet we omit the index $j$ of the local coordinates if no confusion arises. To the cross section $\omega_{j}$ we also assign the cylinder $\Pi_{j}=\omega_{j} \times \mathbf{R}$ and the semicylinder $\Pi_{j}^{-}=\omega_{j} \times(-\infty, 0)$.

We recall the main results on existence and uniqueness for the problem (1.1) in the domain $\Omega$. For simplicity assume for the moment that the domain under consideration is a cylinder $\Pi \equiv \omega \times \mathbf{R}$, where $\omega \subset \mathbf{R}^{n-1}$ is a bounded domain, and that the data are smooth and have compact support. We indicate the formal differential operator of the system (1.1) by $S$, but in order to obtain a formally self-adjoint system, we change div to - div, hence $S u=\binom{-\Delta v+\nabla p}{-\operatorname{div} u}$. Performing the complex Fourier transformation $\mathfrak{F}_{z \rightarrow \lambda}$ with respect to the variable $z$ along the axis, the problem $S\left(\nabla_{y}, \partial_{z}\right) u=f$, $\left.v\right|_{\partial \omega}=g$ turns into a family of problems on the cross section $\omega$ of the form

$$
\begin{equation*}
S\left(\nabla_{y}, i \lambda\right) U(y)=F(y), \quad y \in \omega ; \quad V(y)=G(y), \quad y \in \partial \omega \tag{1.3}
\end{equation*}
$$

We denote the associated operator pencil by $\mathfrak{S}(\lambda)$, i.e., $\mathfrak{S}(\lambda)$ is the family of mappings from $\mathcal{D}^{l} H(\omega)=H^{l+1}(\Omega)^{3} \times H^{l}(\omega)$ to $\mathcal{R}^{l}(\omega)=H^{l-1}(\Omega)^{3} \times H^{l}(\omega) \times H^{l+1 / 2}(\omega)^{3}$ related to the system (1.3). Suppose for $\beta \in \mathbf{R}$ that the line $\mathbf{R}+i \beta$ is free of eigenvalues of the operator pencil $\mathfrak{S}(\lambda)$, which means the problem (1.3) has a unique solution $\left(v_{\lambda}, p_{\lambda}\right)$ for each $\lambda \in \mathbf{R}+i \beta$. Then the inverse Fourier transformation applied to the family $\left(v_{\lambda}, p_{\lambda}\right)$ yields the solution $(v, p)$ for the problem in the cylinder. Parseval's
identity provides

$$
\begin{equation*}
\int_{\mathbf{R}} e^{2 \beta t}|w(t)|^{2} d t=\int_{\mathbf{R}+i \beta}|\hat{w}(\lambda)|^{2} d \lambda \tag{1.4}
\end{equation*}
$$

This relation is the motivation to formulate the problem in terms of spaces containing functions with certain exponential weights (for details see, e.g., [33, Chapter 3]).

On $\Pi_{j}$ and $\Omega$ we define weighted Sobolev spaces in the following way.
Definition 1.1. Let $l \in \mathbf{N}_{0}, \beta \in \mathbf{R}$, and $\Pi=\omega \times \mathbf{R}$, where $\omega$ is a bounded domain in $\mathbf{R}^{2}$. For $u \in C_{0}^{\infty}(\overline{\bar{\Pi}})$ we set

$$
\left\|u ; W_{\beta}^{l}(\Pi)\right\|:=\left\|u e^{\beta z} ; H^{l}(\Pi)\right\|
$$

We define $W_{\beta}^{l}(\Pi)$ as the closure of $C_{0}^{\infty}(\bar{\Pi})$ in this norm.
To extend this definition to the domain $\Omega$ with cylindrical outlets we introduce a function $\mathfrak{z} \in C^{\infty}(\Omega)$ with $\mathfrak{z}(x)=1$ for $x \in \Omega_{0}$ and $\mathfrak{z}(x)=z_{j}$ for $x \in Q_{j}$ and $z_{j} \geq 2$.

DEFINITION 1.2. For $l, \beta$ as above we define $W_{\beta}^{l}(\Omega)$ as the set of all $u \in H_{l o c}^{l}(\Omega)$ such that

$$
\left\|u ; W_{\beta}^{l}(\Omega)\right\|=\left\|u e^{\beta \mathfrak{z}} ; H^{l}(\Omega)\right\|<\infty
$$

For $l \geq 1, \partial \Omega \in C^{l+1}$, we set $W_{\beta}^{l-1 / 2}(\partial \Omega)=\left\{\left.u\right|_{\partial \Omega}: u \in W_{\beta}^{l}(\Omega)\right\}$ normed by

$$
\left\|u ; W_{\beta}^{l-1 / 2}(\partial \Omega)\right\|=\inf \left\|\tilde{u} ; W_{\beta}^{l}(\Omega)\right\|
$$

where the infimum is taken over all $\tilde{u} \in W_{\beta}^{l}(\Omega)$ such that $\left.\tilde{u}\right|_{\partial \Omega}=u$.
Remark. Here we have to observe that if $\Omega=\Pi$ is a cylinder, Definition 1.2 differs from Definition 1.1, when the cylinder $\Pi$ is regarded as a domain with two outlets.

It is clear that $C_{0}^{\infty}(\bar{\Omega})$ is dense in $W_{\beta}^{l}(\Omega)$, since this is true for $H^{l}(\Omega)$ and the weight function $e^{\beta_{\mathfrak{z}}(x)} \geq 1$ for all $x \in \Omega$. We have the obvious embedding $W_{\beta}^{l}(\Omega) \hookrightarrow$ $W_{\bar{\beta}}^{m}(\Omega)$ for $l \geq m, \beta \geq \bar{\beta}$ (which is not true for $W_{\beta}^{l}(\Pi)$, of course!). Moreover, for $l>m, \beta>\bar{\beta}$, this embedding is compact (see the proof of [33, Proposition 4.1.1] and also [52, Lemma 5.4.1]).

We introduce the natural spaces for the data $f=\left(f^{\prime}, f_{n+1}\right), g$ and the solution $u=(v, p)$ of the system (1.1). For $l \in \mathbf{N}$, let $\partial \Omega \in C^{l+2}, \beta \in \mathbf{R}$; we set

$$
\begin{align*}
\mathcal{D}_{\beta}^{l} W(\Omega) & =W_{\beta}^{l+1}(\Omega)^{3} \times W_{\beta}^{l}(\Omega) \\
\mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega) & =W_{\beta}^{l-1}(\Omega)^{3} \times W_{\beta}^{l}(\Omega) \times W_{\beta}^{l+1 / 2}(\partial \Omega)^{3} . \tag{1.5}
\end{align*}
$$

The mapping

$$
\begin{align*}
\mathbb{S}_{\beta}: \mathcal{D}_{\beta}^{l} W(\Omega) & \rightarrow \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega) \\
u & \mapsto\left(S u,\left.v\right|_{\partial \Omega}\right)=\left(-\Delta v+\nabla p,-\operatorname{div} v,\left.v\right|_{\partial \Omega}\right) \tag{1.6}
\end{align*}
$$

defines a continuous linear operator. Moreover, the following Green's formula

$$
\begin{equation*}
(S u, U)_{\Omega}-(u, S U)_{\Omega}=(v, N U)_{\partial \Omega}-(N u, V)_{\partial \Omega} \tag{1.7}
\end{equation*}
$$

is valid for $u=(v, p) \in \mathcal{D}_{\beta}^{l} W(\Omega), U=(V, P) \in \mathcal{D}_{-\beta}^{l} W(\Omega)$. Here $N u$ is the Neumann operator, $N u=\left.(-\nabla v \cdot \nu+p \nu)\right|_{\partial \Omega,} \nu$ is the exterior normal vector on $\partial \Omega$. The following results are well known (see [33, Chapter 5.8], [36]).

Lemma 1.3. Let $l \in \mathbf{N}$ and $\beta \in \mathbf{R}$. Then the following hold:
(i) The mapping (1.6) defines a Fredholm operator for all $\beta \in \mathbf{R}$ with the exception of a discrete countable subset $\mathcal{I} \subset \mathbf{R}$.
(ii) $0 \in \mathcal{I}$, and $\beta \notin \mathcal{I}$ implies $-\beta \notin \mathcal{I}$. If $\beta \notin \mathcal{I}$, then $\operatorname{ker} \mathbb{S}_{\beta}=$ coker $\mathbb{S}_{-\beta}$ (in the sense that the necessary conditions arising by Green's formula (1.7) are sufficient for the solvability of the system).

We have $\beta \in \mathcal{I}$ iff the line $\operatorname{Im} \lambda=\beta$ is not free of eigenvalues of the associated elliptic pencils $\mathfrak{S}(\lambda)_{j}$ in $\Pi_{j}=\omega_{j} \times \mathbf{R}, j=1, \ldots, J$. This means that there exists $\lambda$ with $\operatorname{Im} \lambda=\beta$, such that the homogeneous problem (1.3) (i.e., $F=0, G=0$ ) has a nontrivial solution on $\omega_{j}$ for at least one $j$. All eigenvalues give rise to special solutions $u_{\lambda}^{(k, m)}$ of the homogeneous Stokes system (1.1) in $\Pi_{j}=\omega_{j} \times \mathbf{R}$, which are called exponential solutions of order $k$. We have

$$
\begin{equation*}
u_{\lambda}^{(k, m)}(y, z)=e^{i \lambda z} \sum_{q=0}^{k} \frac{1}{q!}(i z)^{q} \varphi^{(k-q, m)}(y) \tag{1.8}
\end{equation*}
$$

where the vectors $\left\{\varphi^{(l, m)}(y)\right\}_{l=1}^{k}$ form a Jordan chain corresponding to the eigenvalue $\lambda$, especially where $\varphi^{(0, m)}$ is a solution to $\mathfrak{S}(\lambda) \varphi^{(0, m)}=0$ in $\omega_{j}$. (The index $m$ indicates that there is more than one eigenvector and associated Jordan chain in general.) We recall a further well-known result on the index of the operator $\mathbb{S}_{\beta}$ and the asymptotic representation of the solutions to (1.1). For this purpose we fix a system of cut-off functions with the properties $\operatorname{supp} \chi_{j} \subset Q_{j}, \chi_{j}\left(y_{j}, z_{j}\right)=\chi_{j}\left(z_{j}\right)=1$ for $z_{j}>2$ in the local coordinates of $Q_{j}$.

Lemma 1.4 (see [33, Theorem 5.1.4]). Let $\beta>\gamma$ such that both of the lines $\operatorname{Im} \lambda=\beta$ and $\operatorname{Im} \lambda=\gamma$ are free of eigenvalues of the elliptic pencils $\mathfrak{S}(\lambda)_{j}, j=$ $1, \ldots, J$. Let $\left\{\lambda_{1, j}, \ldots, \lambda_{\mu_{j}, j}\right\}$ be the set of eigenvalues of $\mathfrak{S}(\lambda)_{j}$ with $\beta<\operatorname{Im} \lambda<\gamma$ and $\rightsquigarrow(\lambda)$ denote the total multiplicity of the eigenvalue $\lambda$. Then the following hold:

$$
\begin{equation*}
\operatorname{IndS}_{\beta}-\operatorname{Ind} \mathbb{S}_{\gamma}=\sum_{j=1}^{J} \sum_{\mu=1}^{\mu_{j}} \mathfrak{e}\left(\lambda_{\mu, j}\right) \tag{1.9}
\end{equation*}
$$

If $(f, g) \in \mathcal{R}_{\gamma}^{l} W(\Omega)$, and $u \in \mathcal{D}_{\beta}^{l} W(\Omega)$ is a solution to (1.1), then $u$ admits the following asymptotic representation as a sum of exponential solutions and $\tilde{u} \in \mathcal{D}_{\beta}^{l} W(\Omega)$,

$$
\begin{equation*}
u=\sum_{j=1}^{J} \chi_{j} \sum_{\mu=1}^{\mu_{j}} \sum_{m, k} C_{\mu, m, k}(f, g) u_{\lambda_{\mu, j}}^{(k, m)}\left(y_{j}, z_{j}\right)+\tilde{u} \tag{1.10}
\end{equation*}
$$

Remark 1.5. Of course, these eigenvalues in general differ from outlet to outlet, but on the real line, $\lambda=0$ is the only eigenvalue in every cylinder $\Pi_{j}$ with corresponding Jordan chain of length 2 (see [36]); we repeat the calculations for the reader's convenience.

Let $\omega$ be one of the cross sections $\omega_{j}, y=\left(y_{1}, y_{2}\right) \in \omega$. The system (1.3) for an eigenvector $\varphi^{\top}=\left(\varphi_{1}, \ldots, \varphi_{4}\right) \in \mathcal{D}^{l} H(\omega)$ reads

$$
\begin{align*}
&-\Delta_{y} \varphi_{k}+\lambda^{2} \varphi_{k}+\partial_{k} \varphi_{4}=0, \quad k=1,2  \tag{1.11}\\
&-\Delta_{y} \varphi_{3}+\lambda^{2} \varphi_{3}+i \lambda \varphi_{4}=0  \tag{1.12}\\
&-\partial_{1} \varphi_{1}-\partial_{2} \varphi_{2}-i \lambda \varphi_{3}=0  \tag{1.13}\\
&\left.\varphi_{1}\right|_{\partial \omega}=\left.\varphi_{2}\right|_{\partial \omega}=\left.\varphi_{3}\right|_{\partial \omega}=0 \tag{1.14}
\end{align*}
$$

We multiply the equations (1.11) and (1.12) scalarly in $L^{2}(\omega)$ by $\varphi_{k}$ and $\varphi_{3}$, respectively. In summary, integrating by parts and exploiting (1.13) leads to $0=$ $\sum_{k=1}^{3} \int_{\omega}\left(\left|\nabla_{y} \varphi_{k}\right|^{2}+\lambda^{2}\left|\varphi_{k}\right|^{2}\right) \mathrm{d} y$. For any $\lambda \in \mathbf{R}$ this leads, together with the boundary condition (1.14), to $\varphi_{k}=0$ for $k=1,2,3$. From (1.12) we obtain $\varphi_{4}=0$ for $\lambda \neq 0$, and $\varphi_{4}=$ const for $\lambda=0$. Hence $\lambda=0$ is the only eigenvalue of $\mathfrak{S}(\lambda)$ on the real line with corresponding eigenvector $\varphi^{(0)}=(0,0,0,1)^{\top}$. To calculate the corresponding Jordan chain, we recall the equation for the associated vectors:

$$
\begin{equation*}
\mathfrak{S}(0) \varphi^{m}=-\sum_{l=1}^{m} \frac{1}{l!} \frac{\mathrm{d}^{l} \mathfrak{S}}{\mathrm{~d} \lambda^{l}}(0) \varphi^{(m-l)}, \quad m=1, \ldots, \mathfrak{a}-1 \tag{1.15}
\end{equation*}
$$

with ae as in Lemma 1.4. Differentiating (1.11)-(1.13) with respect to $\lambda$, substituting $\lambda=0$ and $\varphi^{(0)}=(0,0,0,1)^{\top}$, elementary calculations lead to $\varphi^{(1)}=\left(0,0, \frac{i}{2} \Psi, 0\right)$, where $\Psi$ is a solution to the Dirichlet problem

$$
\begin{equation*}
-\Delta_{y} \Psi=2 \text { in } \omega, \quad \Psi=0 \text { on } \partial \omega \tag{1.16}
\end{equation*}
$$

To see that there exists no associated vector $\varphi^{(2)}$ of order 2 , let us assume the contrary. By (1.15), $\varphi^{(2)}$ is a solution to the problem

$$
\begin{align*}
&-\Delta_{y} \varphi_{k}^{(2)}+\frac{\partial}{\partial y_{k}} \varphi^{(2)} 2_{4}=-\varphi_{k}^{(0)}=0, \quad k=1,2, \\
&-\Delta_{y} \varphi_{3}^{(2)}=-\varphi_{3}^{(0)}+i \varphi_{4}^{(1)}=0, \\
&-\frac{\partial}{\partial y_{1}} \varphi_{1}^{(2)}-\frac{\partial}{\partial y_{2}} \varphi_{2}^{(2)}=i \varphi_{3}^{(1)}=-\frac{1}{2} \Psi \text { in } \omega,  \tag{1.17}\\
& \varphi_{k}^{(2)}=0 \text { on } \partial \omega, \quad k=1,2,3 \tag{1.18}
\end{align*}
$$

We integrate (1.17) over $\omega$. From the Gauss theorem and $\Delta \Psi=-2$ we obtain
$0=\int_{\omega}\left(\frac{\partial}{\partial y_{1}} \varphi_{1}^{(2)}+\frac{\partial}{\partial y_{2}} \varphi_{2}^{(2)}\right) \mathrm{d} y=\frac{1}{2} \int_{\omega} \Psi \mathrm{d} y=-\frac{1}{4} \int \Psi \Delta \Psi \mathrm{~d} y=-\frac{1}{4} \int_{\omega}|\nabla \Psi|^{2} \mathrm{~d} y>0$,
which leads to a contradiction.
The eigenvector and the associated vector give rise to two polynomial (with respect to $z$ ) solutions of the homogeneous Stokes system in each cylinder $\Pi_{j}$. These are the constant pressure solution $u^{j 0}(y, z)^{\top}=(0,0,0,1)$, and the Poiseuille flow $u^{j 1}(y, z)^{\top}=\left(0,0, \varpi_{j} \Psi^{(j)}(y),-2 \varpi_{j} z\right)$, where $\Psi^{(j)}$ is defined as in (1.16) with $\omega=\omega_{j}$, and $\varpi_{j} \in \mathbf{R}$ is chosen in such a way that

$$
\begin{equation*}
\int_{\omega_{j}} \varpi_{j} \Psi^{(j)}(y) \mathrm{d} y=1 \tag{1.19}
\end{equation*}
$$

i.e., $u^{j 1}$ carries the unit flux through the cylinder $\Pi_{j}$.

In the following we fix $l \geq 1$ and $\beta>0, \beta^{*}>0$ in such a way that the strips $0<|\operatorname{Im} \lambda|<\beta^{*}$ are free of eigenvalues of the pencils $\mathfrak{S}(\lambda)_{j}$ for $j=1, \ldots, J$, and $0<\beta<\beta^{*}$. Since $\mathcal{D}_{\beta}^{l} W(\Omega) \subset H^{2}(\Omega)^{3} \times H^{1}(\Omega)$, it follows from standard methods that the kernel of $\mathbb{S}_{\beta}$ is trivial, and thus, by Lemma 1.3 , the operator $\mathbb{S}_{-\beta}$ is surjective. The index formula (1.9), Lemma 1.3, and Remark 1.5 lead to dim ker $\mathbb{S}_{-\beta}+\operatorname{dim}$ coker $\mathbb{S}_{\beta}=$ $2 \operatorname{dim} \operatorname{ker} \mathbb{S}_{-\beta}=2 J$, hence $\operatorname{dim} \operatorname{ker} \mathbb{S}_{-\beta}=J$. Let $(f, g) \in \mathcal{R}_{\beta}^{l}$. We obtain a solution $u \in \mathcal{D}_{\beta}^{l} W(\Omega)$ of the system (1.1) iff

$$
\begin{equation*}
(f, U)_{\Omega}-(g, N U)_{\partial \Omega}=0 \tag{1.20}
\end{equation*}
$$

for all $U \in \operatorname{ker} \mathbb{S}_{-\beta}$. However, since $\mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega) \subset \mathcal{R}_{-\beta}^{l} W(\Omega, \partial \Omega),(1.1)$ always has a solution in $\mathcal{D}_{-\beta}^{l} W(\Omega)$ for every $(f, g) \in \mathcal{R}_{\beta}^{l}$. By (1.10) and Remark 1.5, we have the following asymptotic representation for $u$ (see [36]):

$$
\begin{equation*}
u(x)=\sum_{j=1}^{J} \chi_{j}(x)\left(\left(a_{j} u^{j 0}(x)+b_{j} u^{j 1}(x)\right)+\tilde{u}(x)\right. \tag{1.21}
\end{equation*}
$$

with coefficients $a_{j}, b_{j} \in \mathbb{C}, \tilde{u} \in \mathcal{D}_{\beta}^{l} W(\Omega)$. Here $\chi_{j}, j=1, \ldots, J$, are the same cutoff functions as in Lemma 1.4. In order to simplify the presentation of calculations we adopt the following notations from [36]. We define $4 \times J$-matrices $\mathcal{U}^{0}, \mathcal{U}^{1}$, with columns $\chi_{j} u^{j h}, h=0,1$. For $c \in \mathbb{C}^{J}$ we have $\mathcal{U}^{h} \cdot c=\sum_{j} c_{j} \chi_{j} u^{j h}$. In this notation, (1.21) reads

$$
\begin{equation*}
u=\mathcal{U}^{0} \cdot a+\mathcal{U}^{1} \cdot b+\tilde{u}, \quad a, b \in \mathbb{C}^{J} . \tag{1.22}
\end{equation*}
$$

Hence we find the preimage $\mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ of $\mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)$ in $\mathcal{D}_{-\beta}^{l} W(\Omega)$ as a space with detached asymptotics. Here the index $\pm \beta$ indicates that the space is related both to $W_{\beta}^{l}$, where the data are taken from, and to $W_{-\beta}^{l}$, where we look for the solutions. Precisely, we define (see [36])

$$
\mathbb{D}_{ \pm \beta}^{l} W(\Omega)=\left\{u \in \mathcal{D}_{-\beta}^{l} W(\Omega): u \text { fulfills }(1.22)\right\}
$$

The factor space $\mathbb{D}_{ \pm \beta}^{l} W(\Omega) / \mathcal{D}_{\beta}^{l} W(\Omega)$ is isomorphic to $\mathbb{C}^{2 J}$ and $\mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ is a Banach space provided with the norm

$$
\left\|u ; \mathbb{D}_{ \pm \beta}^{l} W(\Omega)\right\|=\left(\left\|\tilde{u} ; \mathcal{D}_{\beta}^{l} W(\Omega)\right\|^{2}+|a|^{2}+|b|^{2}\right)^{1 / 2},
$$

where $|$.$| means the Euclidean norm in \mathbb{C}^{J}$. We denote the projections of $u$ on the coefficients $(a, b)$ in (1.22) by $\pi u$, i.e., $\pi u=(a, b)=:\left(\pi_{0} u, \pi_{1} u\right)$. By definition, the operator

$$
\mathbb{S}: \mathbb{D}_{ \pm \beta}^{l} W(\Omega) \ni u \mapsto\left(S u,\left.v\right|_{\partial \Omega}\right) \in \mathcal{R}_{\beta}^{l} W(\Omega)
$$

is surjective and $\operatorname{ker} \mathbb{S}=\operatorname{ker} \mathbb{S}_{-\beta} ;$ moreover, due to Lemma 1.3, dim $\operatorname{ker} \mathbb{S}=J$. This means in particular that the coefficients $a_{j}, b_{j}$ are not uniquely determined by the data. Namely, to the solution we may add $\eta \in \operatorname{ker} \mathbb{S}$, where $\eta$, of course, also has the form (1.22). Thus, to obtain unique solutions of the Stokes system in $\mathbb{D}_{ \pm \beta}^{l} W(\Omega)$, additional asymptotic conditions have to be prescribed of the form

$$
\begin{equation*}
B u=\mathbb{B} \cdot(\pi u)=\mathbb{B} \cdot\binom{a}{b}=H \in \mathbb{C}^{J}, \tag{1.23}
\end{equation*}
$$

where $\mathbb{B}$ is a suitable $J \times 2 J$ matrix and $\binom{a}{b}$ is the column of coefficients in the asymptotic representation (1.21). It is self-evident that only special matrices $\mathbb{B}$ are reasonable, i.e., lead to Fredholm properties of the operator

$$
(\mathbb{S}, B): \mathbb{D}_{ \pm \beta}^{l} W(\Omega) \rightarrow \mathcal{R}_{\beta}^{l} W(\Omega) \times \mathbb{C}^{J} .
$$

We restrict ourselves in the following to the case $\mathbb{B}=(\mathbb{O}, \mathbb{I})$, where $\mathbb{I}$ is the $J \times J$ unitmatrix, and $\mathbb{O}$ is the matrix with all entries 0 . This means we prescribe $b=H$. In the case $g=0, f_{4}=0$ this is the problem with prescribed fluxes, i.e., $\int_{\omega_{j}} v \cdot \mathrm{e}_{j} \mathrm{~d} y=H_{j}$,
where $\mathrm{e}_{j}$ is the unit vector in direction of the cylinder axis. The homogeneous problem $(\mathbb{S}, B)=0$ has the nontrivial solution $u^{\#}=(0,0,0,1)$ (see [33, Theorem 5.3]): If $b_{j}=0$ in (1.21) then $u$ is a solution to the homogeneous Dirichlet problem with $\nabla v \in L^{2}(\Omega)$; thus, $v=0$ and $p=$ const. Now we use the following generalized Green's formula for $u=\binom{v}{p}, U=\binom{V}{P} \in \mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ (see [33, Section 5.8.1] and [36, Theorem 4.2]):

$$
\begin{array}{r}
(S u, U)_{\Omega}-(u, S U)_{\Omega}+(N u, V)_{\partial \Omega}-(v, N U)_{\partial \Omega}  \tag{1.24}\\
=\left\langle\pi_{0} u, \pi_{1} U\right\rangle_{J}-\left\langle\pi_{1} u, \pi_{0} U\right\rangle_{J}
\end{array}
$$

where $\langle,\rangle_{J}$ is the scalar product in $\mathbb{C}^{J}$. Let $u \in \mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ be a solution to the Stokes problem $(\mathbb{S}, B) u=(f, g, H)$ with prescribed fluxes. Substituting $u$ and $u^{\#}$ into (1.24) and using

$$
\begin{equation*}
\pi_{1} u^{\#}=0, \quad \pi_{0} u^{\#}=E \quad \text { with } \quad E=(1,1, \ldots, 1)^{\top} \in \mathbb{C}^{J} \tag{1.25}
\end{equation*}
$$

we obtain the necessary condition

$$
\begin{equation*}
\int_{\Omega} f_{4} \mathrm{~d} x+\int_{\partial \Omega} g \cdot n \mathrm{~d} o=-\left\langle\pi_{1} u, \pi_{0} u^{\#}\right\rangle_{J}=-\sum_{j=1}^{J} H_{j} \tag{1.26}
\end{equation*}
$$

which means that the total flux has to vanish. In [36] it is shown that this condition is also sufficient to obtain a solution $u \in \mathbb{D}_{ \pm \beta}^{l} W(\Omega)$, and this solution is uniquely determined up to a constant in pressure. We summarize this in the following theorem.

Theorem 1.6 (Stokes system with prescribed fluxes). Let $l \in \mathbf{N}, 0<\beta<\beta^{*}$, and $\beta^{*}$ be defined as above. Then for every $(f, g, H) \in \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega) \times \mathbb{C}^{J}$ fulfilling (1.26) there exists a solution $u=\binom{v}{p} \in \mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ of the Stokes problem

$$
\begin{equation*}
S u=f \text { in } \Omega, \quad v=g \text { on } \partial \Omega, \quad \pi_{1} u=H \tag{1.27}
\end{equation*}
$$

$u$ is uniquely determined by the condition

$$
\begin{equation*}
\int_{G_{0}} p \mathrm{~d} x=c \tag{1.28}
\end{equation*}
$$

where $G_{0} \subset \Omega$ is an arbitrary nonvoid bounded subdomain and $c \in \mathbb{C}$ is an arbitrary but fixed constant. In this case $u$ obeys the following estimate:

$$
\begin{equation*}
\left\|u ; \mathbb{D}_{ \pm \beta}^{l}(\Omega)\right\| \leq C\left(|H|+\left\|(f, g) ; \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)\right\|\right) \tag{1.29}
\end{equation*}
$$

where the constant $C$ depends on $G$ and on the normalization constant $c$ for the pressure but does not depend on the data $(f, g, H)$.

Remark 1.7. The normalization condition for the pressure is completely voluntary; $p$ may be fixed by prescribing the value of any continuous linear functional $\Phi$ on $\mathbb{D}_{ \pm \beta}^{l}(\Omega)$ with $\Phi\left(u^{\#}\right) \neq 0$. For example, for $E \in \mathbb{C}^{J}$ with $\sum E_{j} \neq 0$, we can fix $p$ through $\left\langle E, \pi_{0} u\right\rangle_{J}=c$.

Theorem 1.6 may also be applied to $(f, g)=(0,0)$, which leads to a certain characterization of $\operatorname{ker} \mathbb{S}$ with prescribed fluxes. It is clear that linear independent vectors $H^{1}, \ldots, H^{k} \in \mathbb{C}^{J}$ lead to linear independent solutions $\eta_{1}, \ldots, \eta_{k}$ of

$$
\begin{equation*}
S \eta=0 \text { in } \Omega, \quad \eta=0 \text { on } \partial \Omega, \quad \pi_{1} \eta=H^{j}, j=1, \ldots, k \tag{1.30}
\end{equation*}
$$

provided $\sum_{i=1}^{J} H_{i}^{j}=0$. Let $E=(1, \ldots, 1)^{\top}$ and

$$
\mathbb{P}=\left(\mathcal{P}_{1}, \ldots, \mathcal{P}_{J}\right)=\mathbb{I}-J^{-1} E \cdot E^{\top}, \quad E \cdot E^{\top}=\left(\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
1 & 1 & \ldots & 1 \\
\ldots & \ldots & \ldots & . \\
1 & 1 & \ldots & 1
\end{array}\right)
$$

denote the matrix associated with the projection $P$ on $\mathbb{C}^{J}$ with $P c=c-J^{-1}\langle c, E\rangle_{J} E$. Let $\eta_{j}$ denote the solutions of (1.30) where $H^{j}=\mathcal{P}_{j}$ is the $j$ th column of the matrix $\mathbb{P}$; this means $\eta_{j}$ carries the flux $1-1 / J$ through the outlet $Q_{j}$ and the compensating flux is distributed equally through the other $J-1$ outlets. By Theorem 1.6,

$$
\begin{equation*}
\eta_{j}=\mathcal{U}^{1} \cdot \mathcal{P}_{j}+\mathcal{U}^{0} \cdot \mathcal{Q}_{j}+\tilde{\eta}_{j} \tag{1.31}
\end{equation*}
$$

we can fix the vectors $\mathcal{Q}_{j}$ by $\left\langle\mathcal{Q}_{j}, E\right\rangle_{J}=1$.
Then $\eta_{1}, \ldots, \eta_{J}$ is a basis of ker $\mathbb{S}$ : It is clear that $\operatorname{rank} \mathbb{P}=\operatorname{dim} \operatorname{span}\left[\mathcal{P}_{1}, \ldots, \mathcal{P}_{j}\right]=$ $J-1$. Moreover, due to the special form of $\mathbb{P}$ any $J-1$ columns are linear independent; thus, any $J-1$ elements of $\left\{\eta_{1}, \ldots, \eta_{J}\right\}$ are linear independent and may be completed by $u^{\#}$ to a basis of $\operatorname{ker} \mathbb{S}$. On the other hand, due to the choice of $\mathcal{Q}_{j}, j=1, \ldots, J$, we have $\sum_{j=1}^{J} \eta_{j}=u^{\#}$; thus, $\eta_{1}, \ldots, \eta_{j}$ also form a basis of ker $\mathbb{S}$.

We call the matrix $\mathcal{Q}_{\Omega}=\left(\mathcal{Q}_{1}, \ldots, \mathcal{Q}_{J}\right)$ the pressure distribution matrix.
2. Formulation of the approximation problem. We want to approximate the solution of (1.27) by solutions $u^{R}$ of Stokes problems on bounded subdomains. For $R>R_{0}$, we cut each outlet at $z_{j}=R$ and name the resulting domain $\Omega_{R}$, i.e.,

$$
\Omega_{R}=\left\{x \in \Omega_{0}\right\} \cup \bigcup_{j=1}^{J}\left\{x \in Q_{j}: z_{j}<R\right\} .
$$

For the boundary $\partial \Omega_{R}$ we have $\partial \Omega_{R}=\left(\partial \Omega_{R} \cap \partial \Omega\right) \cup \bigcup_{j=1}^{J} \omega_{j} \times\{R\}$. We call $\partial \Omega(R)$ the intersection of $\partial \Omega_{R}$ with $\partial \Omega, \Gamma_{R, j}=\omega_{j} \times\{R\}$ the cross section at $z_{j}=R$, and $\Gamma_{R}=\bigcup_{j=1}^{J} \Gamma_{R, j}$; thus, $\partial \Omega_{R}=\partial \Omega(R) \cup \Gamma_{R}$. Furthermore, we denote the union of edges by $\partial \Gamma_{R}$. We define the approximation problem in the following way. We fix a system of cut-off functions $\chi_{R}(x)$ with $\chi_{R}(x)=1$ on $\Omega_{0}$; for each outlet $Q_{j}, \chi_{R}=\chi_{R}\left(z_{j}\right)$ in local coordinates, and

$$
\chi_{R}\left(z_{j}\right)=1 \text { for } z_{j} \leq R-1, \quad \chi_{R}\left(z_{j}\right)=0 \text { for } z_{j} \geq R-\frac{1}{2}
$$

We look for $u^{R}=\left(v^{R}, p^{R}\right)$ as a solution of

$$
\begin{equation*}
S u^{R}=\chi_{R} f \text { in } \Omega_{R}, \quad v^{R}=\chi_{R} g \text { on } \partial \Omega(R) \tag{2.1}
\end{equation*}
$$

Then we have $S u^{R}=0$ in a neighborhood of the edge. As we will see later, this will help us to increase the smoothness properties of the approximating solutions. We choose the boundary condition on the cut cross section $\Gamma_{R, j}$ in dependence of the main asymptotic term $u^{j 1} H_{j}$, where, as before, $H_{j}$ denotes the flux of the solution $u$ through the outlet $Q_{j}$, and $u^{j 1}$ coincides with the Poiseuille flow for $z_{j}$ large enough, i.e.,

$$
\begin{equation*}
B^{R} u^{R}=\mathcal{H}(H) \quad \text { on } \Gamma_{R} . \tag{2.2}
\end{equation*}
$$

In the following section we investigate the formal asymptotic behavior of $u-u^{R}$ for the Dirichlet operator $D u^{R}=v^{R}$, for the Neumann boundary operator $N u^{R}=$ $\nabla v^{R} \cdot \nu-p \nu$, and for the operator $\left(F u^{R}\right)^{\top}=\left(\tau_{1}^{\top} \cdot T u^{R} \cdot \nu, \tau_{2}^{\top} \cdot T u^{R} \cdot \nu, v^{R} \cdot \nu\right)$, where $T=\nabla v+(\nabla v)^{\top}-p \mathbb{I}$ is the stress tensor ( $\mathbb{I}$ the unit matrix in $\mathbf{R}^{3}$ ) and $\tau_{1}$, $\tau_{2}$ are linear independent tangential vectors on the cross section. This means in local coordinates $\left(y_{j}, z_{j}\right)$ we choose $\tau_{1}^{\top}=(1,0,0)$ and $\tau_{2}^{\top}=(0,1,0)$, while $\nu^{\top}=(0,0,1)$. $F$ is a combination of the Dirichlet operator and a certain Neumann boundary operator, and is usually related to free boundary problems. We call this boundary operator the mixed boundary operator. While calculating the formal asymptotics we neglect the difficulties arising from the edge. We will prove the existence of $u^{R}$ in suitable function spaces in section 4.

## 3. Formal asymptotics.

3.1. The general scheme. For the moment we assume that the boundary $\partial \Omega$ is smooth, the data $(f, g)$ are smooth with compact support, and condition (1.26) holds for $H \in \mathbb{C}^{J}$. We choose $R_{0}$ large enough such that $\operatorname{supp} f \subset \Omega_{R_{0}}$ and $\operatorname{supp} g \subset \partial \Omega\left(R_{0}\right)$. With the transformation $\tilde{u}=u-\mathcal{U}^{1} \cdot H$ we pass to the case of zero fluxes; hence, we may assume that $H=0$ and

$$
\begin{equation*}
\int_{\Omega} f_{4} \mathrm{~d} x+\int_{\partial \Omega} g \mathrm{~d} o=0 \tag{3.1}
\end{equation*}
$$

The condition at infinity changes to $\pi_{1} u=0$. By Theorem 1.6 we obtain a solution $u$ of (1.1) and $\pi_{1} u=0$ which is unique under the condition (1.28). By (1.10) we attain in every fixed outlet $Q_{j}$ for sufficiently large $z$ the asymptotic expansion in exponential solutions of the homogeneous Stokes system

$$
\begin{equation*}
u(y, z) \simeq \sum_{\lambda_{\mu}} \sum_{k, m} c_{\mu}^{k, m}(f, g) u_{\lambda_{\mu}}^{(k, m)}(y, z) \tag{3.2}
\end{equation*}
$$

where the sum is taken over all eigenvalues of the $\mathfrak{S}(\lambda)$, where $\operatorname{Im} \lambda \geq 0, u_{\lambda_{\mu}}^{(k, m)}(y, z)$ are the exponential solutions of order $k$ belonging to the eigenvalue $\lambda_{k}$ according to (1.8). If we order the eigenvalues according to the size of their imaginary parts $\beta_{k}$, then $\lambda_{0}=0$ and $c_{0}^{1,1}=0$ due to the condition $\pi_{1} u=0$; moreover, $c_{0}^{0,1}=a_{j}$ according to (1.21). Let $R>R_{0}+1$ and $u^{R}$ be a solution of the approximation problem. We suppose that $u^{R}$ admits an asymptotic expansion into solutions of two-limit problems. We fix $x \in Q_{j}, x=(y, z)$ and put $\xi=(y, \zeta)=(y, z-R)$. Then

$$
\begin{gather*}
u^{R}(x)=u^{(0)}(x)+\chi_{j}(z) U^{(0)}(\xi)+\mathcal{F}^{(1)}(R)\left(u^{(1)}(x)+\chi_{j}(z) U^{(1)}(\xi)\right)+\ldots \\
\left|\mathcal{F}^{(1)}(R)\right|=O\left(e^{\left(-\beta_{1} R\right)} R^{q_{\max }}\right) \tag{3.3}
\end{gather*}
$$

where $u^{(0)}$ solves $S u^{(0)}=f$ in $\Omega,\left.v^{(0)}\right|_{\partial \Omega}=g . q_{\max }$ is determined by the maximal length of all Jordan chains belonging to the eigenvalues $\lambda$ with $\operatorname{Im} \lambda=\beta_{1} . u^{(k)}$, $k=1,2, \ldots$ are solutions of the first limit problem

$$
\begin{equation*}
S w=\mathfrak{f} \quad \text { in } \Omega,\left.\quad w^{\prime}\right|_{\partial \Omega}=0 \tag{3.4}
\end{equation*}
$$

$U^{(k)}$ are solutions of the second limit problem

$$
\begin{align*}
S_{\xi} W(\xi) & =0 \quad \text { in } \Pi_{j}^{-}=\omega_{j} \times(-\infty, 0), \quad W^{\prime}=0 \text { on } \partial \omega_{j} \times(0, \infty) \\
B_{\xi} W(\xi) & =\mathcal{H} \text { for } \zeta=0 \tag{3.5}
\end{align*}
$$

with suitable data $\mathfrak{f}, \mathcal{H}$. In both cases the superscript "'" indicates the velocity part of the solutions, i.e., the first three components.

We explain the main idea how to fix the first terms in (3.3) for the case $J=1$, i.e., $\Omega$ has only one outlet. We choose $u^{(0)} \in \mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ as a solution to the Dirichlet problem (1.1) in $\Omega$. By the transformation $\xi=(y, \zeta)$ with $\zeta=z-R$ we pass to $R$ independent coordinates and calculate the main asymptotic term of $B_{\xi} u^{(0)}=-\mathcal{H}^{(0)}$ for $\zeta=0$ by means of (3.2) (where the first coefficients now need not vanish). We remove this term by putting $u^{R}=u^{(0)}+\chi(z) U^{(0)}(y, z-R)+\cdots$, where $U^{(0)}$ solves (3.5) with $\mathcal{H}=-\mathcal{H}^{(0)}$ and decays exponentially as $\zeta \rightarrow-\infty . \chi(z)$ is a cut-off function vanishing for $z>R_{0}$.

Here we use the fact that the assertions before Theorem 1.6 also hold for the problem (3.5) (see section 5 below). This means, in particular, that the solution of (3.5) can always be found in a class of functions growing exponentially to infinity with $\zeta \rightarrow-\infty$. If this growth is not too fast, then (up to multiplication with constants) there exists only one nontrivial solution to the homogeneous problem (3.5). Hence, to find $U^{(0)}$ which decays exponentially as $\zeta \rightarrow-\infty$, it is sufficient that $\mathcal{H}^{(0)}$ fulfills one compatibility condition arising from the corresponding Green's formula. This can be achieved by the correct choice of $u^{(0)}$.

It is clear that $v^{(0)}+\chi(z) V^{(0)}(y, z-R)=g$ on $\partial \Omega(R)$. We have

$$
S\left(u^{(0)}(y, z)+\chi(z) U^{(0)}\right)(y, z-R)=f+\tilde{f}
$$

where $\tilde{f}=[S, \chi] U^{(0)}$ has a compact support. For $U^{(0)}$ we can again use the expansion (3.2), where the coefficients for $\lambda=0$ now vanish. Using formula (1.8) for $u_{\lambda_{\mu}}^{(k, m)}$ gives

$$
\tilde{f}(y, z)=e^{\left(i \lambda_{1} R\right)} f^{(1)}(y, z, R)+O\left(e^{-\left(\operatorname{Im} \lambda_{2}+\varepsilon\right)}\right)
$$

and $f^{(1)}$ has the structure $f^{(1)}(y, z, R)=\sum_{q=1}^{q_{\max }} R^{q} f^{(1, q)}(y, z)$. We remove these terms by solutions $u^{(1, q)}$ of (3.4) with $\mathfrak{f}=-f^{(1, q)}$, then calculate again the leading term of $B\left(u^{(0)}+\chi U^{(0)}+e^{i \lambda_{1} R} \sum_{q} R^{q} u^{(1, q)}\right)$ for $z=R$, and so on.

If $J>1$, one has to take into account that $u^{(k)}$ influences all outlets, and the eigenvalues $\lambda_{\mu}$ for $\lambda \neq 0$ may be different in all outlets. Important for the behavior of $u-u^{R}$ is the choice of $u^{(0)}$ and the first step in the calculations, which can be done simultaneously in all outlets, since the first eigenvalue, $\lambda=0$, is the same for all outlets.
3.2. The Dirichlet condition and the mixed boundary condition on the artificial boundary. Let $f, g$, and $u$ be as in section 3.1. For sufficiently large $R$ let $u^{R}=\left(v^{R}, p^{R}\right)$ be a solution to $S u^{R}=f$ in $\Omega_{R}, v^{R}=g$ on $\partial \Omega(R)$, and $v^{R}=0$ on $\Gamma_{R}$. We outline that $u^{R}$ exists due to (3.1). We choose $u^{(0)}=u$. To calculate $\left.v^{(0)}\right|_{z_{j}=R}$, we use (3.2) and apply the transformation $z=\zeta+R$ to the exponential solutions $u_{\lambda}^{(k, m)}(y, z)$. With (1.8) it follows that

$$
u_{\lambda}^{(k, m)}(y, z)=e^{i \lambda R} \sum_{q=0}^{k} \frac{1}{q!}(i R)^{q} u_{\lambda}^{(k-q, m)}(y, \zeta)
$$

For fixed $j$ we obtain

$$
v(y, R)=\sum_{\operatorname{Im} \lambda=\beta_{1}} e^{i \lambda R} \mathcal{M}_{\lambda}^{(k, m)}(f, g, R) v_{\lambda}^{(k, m)}(y, 0)+O\left(e^{\left(-\beta_{2}+\varepsilon\right) R}\right)
$$

Here the sum is taken over all eigenvalues of $\mathfrak{S}(\lambda)$ on the line $\operatorname{Im} \lambda=\beta_{1}, \beta_{1}>0$. Each $\mathcal{M}_{\lambda}^{(k, m)}(f, g, R)$ is a polynomial in $R$ containing also the coefficients $c_{\mu}^{k, m}(f, g)$ of the representation (3.3). Each term in the sum has the form

$$
\begin{equation*}
C e^{-\beta_{1} R} e^{i \operatorname{Re} \lambda R} R^{l} v_{\lambda}^{k_{l}, m}(y, 0)=: e^{-\beta_{1} R} R^{l} \mathcal{H}^{(1, l)}(y) \tag{3.6}
\end{equation*}
$$

with $\beta_{1}=\operatorname{Im} \lambda>0$. Applying the scheme of 3.1 , we see that $U^{(0)}=0$ in each outlet. Moreover, we find solutions $U^{(1, l)}$ to the second limit problem with $\mathcal{H}=\mathcal{H}^{(1, l)}$ decaying exponentially to 0 as $\zeta \rightarrow-\infty$ : We recall that there exists only one nontrivial solution $U=\binom{V}{P}$ to the homogeneous problem (3.5) with

$$
\sup _{\zeta \rightarrow-\infty} e^{\beta \zeta} U(y, \zeta)<\infty, \quad 0<\beta<\beta^{*}
$$

Then it is clear that this solution $U=(0,0,0,1)^{\top}=u^{\#}$. Green's formula (1.7) in $\Pi_{j}^{-}$ leads to the necessary condition

$$
\begin{equation*}
\int_{\omega_{j}} \mathrm{e}_{z}^{\top} \cdot H^{(1, l)}(y) \mathrm{d} y=0 \tag{3.7}
\end{equation*}
$$

where $\mathrm{e}_{z}=(0,0,1)^{\top}$ is the unit vector in $z$-direction. Replacing $\Omega$ in the same formula by $\omega_{j} \times[0, t], u=u_{\lambda}^{(k, m)}, U=u^{\#}$ and passing with $t \rightarrow \infty$, we see $\int_{\omega_{j}} \mathrm{e}_{z}^{\top} v_{\lambda}^{(k, m)}(y, 0) \mathrm{d} y=0$ if $\operatorname{Im} \lambda>0$; thus (3.7) holds.

Now we proceed as in section 3.1 and obtain the formal asymptotic error estimate

$$
\left|u(x)-u^{R}(x)\right|=O\left(e^{-\left(\beta^{*}-\varepsilon\right) R}\right), \quad \varepsilon>0 \text { arbitrary }
$$

if we keep in mind that $\beta^{*}$ is the mimimum of all imaginary parts of the nonzero eigenvalues in all outlets.

For $B u^{R}=F u^{R}$ we have to observe the following Green's formula ( $T u=\nabla v+$ $\left.(\nabla v)^{\top}-p \mathbb{I}\right):$

$$
\begin{align*}
& \int_{\Pi_{j}^{-}} S_{1} u \cdot U \mathrm{~d} x+\int_{-\infty}^{0} \int_{\partial \omega_{j}} T u \cdot \nu \cdot V \mathrm{~d} o+\int_{\omega_{j}} F u(y, 0) \cdot F_{0} U(y, 0) \mathrm{d} y \\
& =\int_{\Pi_{j}^{-}} u \cdot S_{1} U \mathrm{~d} x+\int_{-\infty}^{0} \int_{\partial \omega_{j}} T U \cdot \nu \cdot v \mathrm{~d} o+\int_{\omega_{j}} F_{0} u(y, 0) \cdot F U(y, 0) \mathrm{d} y \tag{3.8}
\end{align*}
$$

with

$$
S_{1} u=\binom{-\Delta v-\nabla \operatorname{div} v+\nabla p}{-\operatorname{div} v}, \quad F_{0} u=\left(v_{\tau},-\nu^{\top} \cdot T u \cdot \nu\right)
$$

The solution to the homogeneous second limit problem is again $u^{\#}$; thus Green's formula (3.8) leads to the same compatibility conditions, and we may use analogous calculations as for the Dirichlet operator.
3.3. The Neumann condition on the artificial boundary. Now let $u^{R}=$ $\binom{v^{R}}{p^{R}}$ be a solution of

$$
S u^{R}=f \text { in } \Omega_{R}, \quad v^{R}=g \text { on } \partial \Omega(R), \quad N u^{R}=\left(\nabla v^{R}-p \mathbb{I}\right) \cdot \nu=0 \text { on } \Gamma_{R} .
$$

Let $j \in\{1, \ldots, J\}$ and $x=(y, z) \in Q_{j}$ be fixed with $z>R_{0}$. If we put $u^{(0)}=u$, then to apply the scheme developed above, we use the expansion (3.2) and achieve

$$
\begin{equation*}
u(x)=\mathcal{U}^{0} \cdot a+\sum_{\operatorname{Im} \lambda=\beta_{1}} e^{-\beta_{1} z} \cdots+\cdots \tag{3.9}
\end{equation*}
$$

with $a=\left(a_{1}, \ldots, a_{J}\right)=\pi_{0} u$. For $z=R$ this leads to

$$
N u(y, R)=\partial_{z} v(y, R)-p(y, R) \mathrm{e}_{z}=a_{j}+O\left(e^{-\left(\beta_{1}-\varepsilon\right) R}\right)
$$

with some arbitrary small but in general positive $\varepsilon$. In order to remove the term $a_{j}$ on $\Gamma_{R, j}, U^{(0)}=\left(V^{(1)}, P^{(1)}\right)$ has to be a solution of (3.5) with

$$
\begin{equation*}
N_{\xi} U^{(0)}(\xi)=a_{j} \tag{3.10}
\end{equation*}
$$

with $\xi=(y, z-R) ;(y, z)$ are the local coordinates in the outlet $Q_{j}$. If we choose $U^{(0)}(\xi)=u^{j 0}(\xi) a_{j}$ in every outlet, then extending $\chi_{j} U^{(0)}$ by zero to $x \notin Q_{j}$ and substituting $\chi_{j} U^{(0)}$ into formula (3.3), we see that $u^{(1)}$ has to solve (3.4) with $\mathfrak{f}=$ $\sum_{j} S\left(\chi_{j} U^{(0)}\right)$. This gives $u^{(1)}=\mathcal{U}^{0} \cdot a$ and we arrive again at the second limit problem with condition (3.10).

For this reason we have to find $U^{(0)}(\xi)$ in a class of functions where the velocity part $V^{(0)}$ and the pressure part $P^{(1)}$, together with all derivatives, exponentially die to 0 as $\zeta \rightarrow-\infty$, i.e.,

$$
\sup _{\zeta<-1} e^{-\beta \zeta}\left|\partial^{\alpha} U^{(0)}(y, \zeta)\right|<\infty \quad \text { for } 0<\beta<\beta^{*}
$$

where $\beta^{*}$ has the same meaning as in 1.3. Using Green's formula (1.7) in $\Pi_{j}^{-}$, we find that this implies

$$
\begin{equation*}
\int_{\omega_{j}(0)} N U^{(0)} \cdot V \mathrm{~d} o=\int_{\omega_{j}} a_{j} V_{3}(y, 0) \mathrm{d} y=0 \tag{3.11}
\end{equation*}
$$

for any solution $U=(V, P)$ of

$$
\begin{equation*}
S U=0 \text { in } \Pi_{j}^{-}, \quad V=0 \text { on } \partial \omega_{j} \times(-\infty, 0), \quad N U=0 \text { for } \zeta=0 \tag{3.12}
\end{equation*}
$$

with $V \in H_{l o c}^{2}(\bar{\Omega}), P \in H_{l o c}^{1}(\bar{\Omega})$, and

$$
\begin{equation*}
\sup _{\zeta<-1} e^{\beta^{\prime} \zeta}\left|\partial^{\alpha} V(y, \zeta)\right|<\infty \tag{3.13}
\end{equation*}
$$

for some $\beta^{\prime}<\beta, \alpha \in \mathbf{N}_{0}^{3}$. As already mentioned, up to multiplication with constants there exists only one nontrivial solution to (3.12) and (3.13), which is the Poiseuille flow in this case. From this result we see that only for $J=1$, i.e., if the domain has only one outlet, can (3.11) be fulfilled through the change of the normalization condition (1.28) to $a_{1}=0$; whereas for $J \geq 2$, only $\sum_{j=1}^{J} a_{j}=0$ is possible according to Remark 1.7. Thus we change $u^{(0)}$ to $u^{(0)}=u+\eta \cdot c ; c=c(R) \in \mathbb{C}^{J}$ has to be chosen properly; $\eta(x)$ is the $4 \times J$-matrix with columns $\eta_{j}$, where $\eta_{j}$ are the special solutions of the homogeneous Stokes problem defined in Remark 1.7. Using the representation (3.9) for $u$ and (1.31) for $\eta$, we obtain

$$
\begin{equation*}
u^{(0)}=\mathcal{U}^{1} \cdot \mathbb{P} \cdot c+\mathcal{U}^{0} \cdot\left(a+\mathcal{Q}_{\Omega} \cdot c\right)+\tilde{u} \tag{3.14}
\end{equation*}
$$

where $\tilde{u}$ decays exponentially. To calculate the leading term of $N u^{(0)}$ on $\Gamma_{R}$, we fix one outlet $Q_{j}$ and rewrite (3.14) in $\xi$-coordinates, $\xi=(y, z-R)$; this gives

$$
u^{(0)}(\xi)=\left[u^{j 1}(\xi)(\mathbb{P} \cdot c)_{j}+u^{j 0}\left(a_{j}+\left(\mathcal{Q}_{\Omega} \cdot c\right)_{j}-2 \varpi_{j} R(\mathbb{P} \cdot c)_{j}\right)\right]+\widetilde{\widetilde{u}}
$$

The term $-2 \varpi_{j} R(\mathbb{P} \cdot c)_{j}$ appears because $u^{j 1}(y, z)=u^{j 1}(\xi)-2 \varpi_{j}(0,0,0, R)$. So the main discrepancy at $\xi=0$ is produced by $N[\ldots]$, and we look for $U^{(0)}$ as a solution of (3.5) whereas the boundary condition (3.10) changes to

$$
N_{\xi} U^{(0)}(\xi)=-N_{\xi}\left[u^{j 1}(y, 0)(\mathbb{P} \cdot c)_{j}+u^{j 0}\left(a_{j}+\left(\mathcal{Q}_{\Omega} \cdot c\right)_{j}-2 \varpi_{j} R(\mathbb{P} \cdot c)_{j}\right)\right]=: \mathcal{H}_{(1)}^{j}(y)
$$

The boundary operator annuls the first term on the right-hand side, hence $N_{\xi} u^{(0)}(\xi)=$ 0 if $a_{j}+\left(\mathcal{Q}_{\Omega} \cdot c\right)_{j}-2 \varpi_{j} R(\mathbb{P} \cdot c)_{j}=0$. This condition has to be accomplished in every outlet $Q_{j}$, so we arrive at a linear system for $c \in \mathbb{C}^{J}$ :

$$
\begin{equation*}
-\mathcal{Q}_{\Omega} \cdot c+2 \varpi_{j} R \mathbb{P} \cdot c=a \tag{3.15}
\end{equation*}
$$

To show the solvability of this system, we substitute

$$
\begin{equation*}
c=\mathbb{P} \cdot c+c_{E} E \text { with } c_{E}=J^{-1}\langle c, E\rangle_{J}, \quad E=(1, \ldots, 1)^{\top} \tag{3.16}
\end{equation*}
$$

into (3.15), remembering the choice of $\mathcal{Q}_{j}$; this leads to

$$
\begin{equation*}
-\mathcal{Q}_{\Omega} \cdot \mathbb{P} \cdot c-c_{E} E+2 \varpi_{j} R \mathbb{P} \cdot c=a \tag{3.17}
\end{equation*}
$$

We apply $\mathbb{P}$ to this system and obtain

$$
-\mathbb{P} \cdot \mathcal{Q}_{\Omega} \cdot \mathbb{P} \cdot c+2 \varpi_{j} R \mathbb{P} \cdot c=\mathbb{P} a
$$

because $\mathbb{P}^{2}=\mathbb{P}$. Since $\mathbb{P}$ gives the identity on $\mathbb{P}^{J}$, this system is uniquely solvable in $\mathbb{P C}^{J}$ for sufficiently large $R$. Now we multiply (3.17) scalar by $E$. Using the symmetry of $\mathcal{Q}_{\Omega}$ together with (3.16) we calculate $c_{E}=-J^{-1}\langle a, E\rangle_{J}$, and thus prove the unique solvability of (3.15).

We have

$$
\begin{equation*}
c_{E}=\text { const }, \quad \mathbb{P} c(R)=O\left(R^{-1}\right) \quad \text { as } R \rightarrow \infty \tag{3.18}
\end{equation*}
$$

With this choice of $c$ we find $U^{(0)}$ in each outlet such that

$$
S\left(\chi_{j}(z) U^{(0)}\right)(y, z-R)=O\left(e^{-\beta_{1} R} R^{q(j)}\right)
$$

and we proceed as indicated in section 3.1. As a result, we obtain

$$
\left|u(x)-u^{R}(x)\right|=|\eta \cdot c(R)(x)|+O\left(e^{-\left(\beta^{*}-\varepsilon\right) R}\right)=O(1)
$$

If the normalization condition $\langle a, E\rangle_{J}=0$ is chosen, then the previous calculations lead to $c_{E}=0$ and $\left|u-u^{R}(x)\right|=O\left(R^{-1}\right)$.
4. Solution of the approximation problem. The aim of the following sections is to prove the existence of solutions $u^{R}$ to the approximation problem and the error estimate for $u-u^{R}$ which justifies the formal asymptotic estimates rigorously. We carry out the proofs for the mixed boundary condition on the artificial boundary $\Gamma_{R}$, since this condition gives the best regularity properties of the approximating solutions (see Theorem 4.4 below).

For the approximation problem itself, it is possible to prove the existence of a solution $u^{R} \in \mathcal{D}^{l} H\left(\Omega_{R}\right)=H^{l+1}\left(\Omega_{R}\right)^{3} \times H^{l}\left(\Omega_{R}\right)$ with comparably elementary methods. However, to obtain an error estimate for the difference $u-u^{R}$, it is necessary to prove the existence of solutions and uniform estimates for the problem

$$
\begin{align*}
S U & =f \text { in } \Omega_{R}  \tag{4.1}\\
V & =g \text { on } \partial \Omega(R), \quad F U=h \text { on } \Gamma_{R} \tag{4.2}
\end{align*}
$$

where $(f, g, h)$ are general data in suitable function spaces. If we look for a solution $U \in H^{2}\left(\Omega_{R}\right)^{3} \times H^{1}\left(\Omega_{R}\right)$ at least, then $f_{4}, g, h$ have to fulfill the necessary condition arising from the Gauss theorem:

$$
\begin{equation*}
\int_{\Omega_{R}} f_{4} \mathrm{~d} x+\int_{\partial \Omega(R)} \nu^{\top} \cdot g \mathrm{~d} o+\int_{\Gamma_{R}} \nu^{\top} \cdot h \mathrm{~d} o=0 \tag{4.3}
\end{equation*}
$$

It is clear that if $u \in \mathbb{D}_{ \pm \beta}^{l}(\Omega)$ is a solution to the Stokes problem with prescribed fluxes and $u^{R} \in \mathcal{D}^{l} H\left(\Omega_{R}\right)$ is a solution to the approximation problem, then the difference $U=u-u^{R} \in \mathcal{D}^{l} H\left(\Omega_{R}\right)$ fulfills (4.1), (4.2) with $f^{\prime} \in H^{l-1}\left(\Omega_{R}\right)^{3}, f_{4} \in H^{l}\left(\Omega_{R}\right)$, $g \in H^{l+1 / 2}(\partial \Omega(R))^{3}$, and $h \in H^{l-1 / 2}\left(\Gamma_{R}\right)^{2} \times H^{l+1 / 2}\left(\Gamma_{R}\right)$. (The notation for $h$ must be read in local coordinates of the outlet $Q_{j}$.) On the other hand, it is obvious that even for $l=1$ we cannot obtain a solution $U \in \mathcal{D}^{1} H\left(\Omega_{R}\right)$ of (4.1), (4.2) for arbitrary data $(f, g, h) \in \mathcal{R}^{1} H\left(\Omega_{R}, \partial \Omega(R), \Gamma_{R}\right)$, even if (4.3) is satisfied. In a 3-dimensional domain the velocity part $V$ of this solution would be continuous up to the boundary, and hence also on the edges of $\Omega_{R}$, which would force additional compatibility conditions for the data. Thus, the general problem (4.1), (4.2) has to be treated in weighted spaces with weights $\sim \rho^{\gamma}$, where $\rho(x)=\operatorname{dist}\left(x, \partial \Gamma_{R}\right)$ in the vicinity of $\partial \Gamma_{R}$.

Since $\partial \Gamma_{R}$ is a disjoint union of 1-dimensional $C^{l+2}$-manifolds, we find $\varepsilon_{0}>0$ such that $\operatorname{dist}\left(x, \partial \Gamma_{R}\right)$ is of class $C^{l+2}$ on $\mathcal{O}_{\varepsilon_{0}}\left(\Gamma_{R}\right)=\left\{x, \operatorname{dist}\left(x, \Gamma_{R}\right)<\varepsilon_{0}\right\}$. We choose a basic weight function $\rho \in C^{l+2}\left(\Omega_{R}\right)$ with $\rho(x)=\operatorname{dist}\left(x, \partial \Gamma_{R}\right)$ for $x \in \mathcal{O}_{\varepsilon_{0}} \cap \Omega_{R}$, and $\rho(x)=1$ for $x \in \Omega_{R-2 \varepsilon_{0}}$ and introduce spaces of Kondratiev's type on $\Omega_{R}$.

Definition 4.1. Let $l \in \mathbf{N}_{0}, \gamma \in \mathbf{R}, \varphi \in C_{0}^{\infty}\left(\bar{\Omega}_{R} \backslash \partial \Gamma_{R}\right)$. We set

$$
\begin{equation*}
\left\|\varphi ; V_{\gamma}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right)\right\|=\sum_{|\alpha| \leq l}\left(\left\|\rho^{\gamma-l+|\alpha|} \partial^{\alpha} \varphi ; L^{2}\left(\Omega_{R}\right)\right\|^{2}\right)^{1 / 2} \tag{4.4}
\end{equation*}
$$

and $V_{\gamma}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right)$ the closure of $C_{0}^{\infty}\left(\bar{\Omega}_{R} \backslash \partial \Gamma_{R}\right)$ in the norm (4.4).
By $V_{\gamma}^{l-1 / 2}\left(\partial \Omega(R), \partial \Gamma_{R}\right)$ and $V_{\gamma}^{l-1 / 2}\left(\Gamma_{R}, \partial \Gamma_{R}\right)$ we denote the spaces of traces on $\partial \Omega(R)$ and $\Gamma_{R}$. We define

$$
\left\|\varphi ; V_{\gamma}^{l-1 / 2}\left(M, \partial \Gamma_{R}\right)\right\|=\inf \left\|\tilde{\varphi} ; V_{\gamma}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right)\right\|
$$

for $M=\partial \Omega(R)$ and $M=\Gamma_{R}$, where the infimum is taken over all $\tilde{\varphi} \in V_{\gamma}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right)$ with $\left.\tilde{\varphi}\right|_{M}=\varphi$.
$V_{\gamma}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right)$ coincides with the space of all functions

$$
\left\{\varphi \in H_{l o c}^{l}\left(\Omega_{R}\right) ;\left\|\varphi ; V_{\gamma}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right)\right\|<\infty\right\}
$$

and thus is a space of regular distributions on $\Omega_{R}$. The trace space $V_{\gamma}^{l-1 / 2}\left(\Gamma_{R}, \partial \Gamma_{R}\right)$ is the union of the traces on the $J$ cross sections $\Gamma_{R, j}=\Gamma_{R} \cap Q_{j}$, where the weight
$\rho(x)=\operatorname{dist}\left(x, \partial \omega_{j} \times\{R\}\right)$ in the $\varepsilon_{0}$-neighborhood of $\partial \omega_{j} \times\{R\}$. Thus we denote the trace spaces on the cross section $\omega_{j} \times\{R\}$ by $V_{\gamma}^{l-1 / 2}\left(\omega_{j}(R), \partial \omega_{j}\right)$.

Analogous to the previous section we define the natural domain and range of the problem (4.1), (4.2),

$$
\begin{align*}
\mathcal{D}_{\gamma}^{l} V\left(\Omega_{R}\right) & =V_{\gamma}^{l+1}\left(\Omega_{R}, \partial \Gamma_{R}\right)^{3} \times V_{\gamma}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right), \\
\mathcal{R}_{\gamma}^{l} V\left(\Omega_{R}\right) & =V_{\gamma}^{l-1}\left(\Omega_{R}, \partial \Gamma_{R}\right)^{3} \times V_{\gamma}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right), \\
\mathcal{R}_{\gamma}^{l} V\left(\Omega_{R}, \partial \Omega(R), \Gamma_{R}\right) & =\mathcal{R}_{\gamma}^{l} V\left(\Omega_{R}\right) \times V_{\gamma}^{l+1 / 2}\left(\partial \Omega(R), \partial \Gamma_{R}\right)^{3}  \tag{4.5}\\
& \times \prod_{j=1}^{J} V_{\gamma}^{l-1 / 2}\left(\omega_{j}(R), \partial \omega_{j}\right)^{2} \times V_{\gamma}^{l+1 / 2}\left(\omega_{j}(R), \partial \omega_{j}\right) .
\end{align*}
$$

Then the operator

$$
\begin{align*}
(S, D, F) & : \mathcal{D}_{\gamma}^{l} V\left(\Omega_{R}\right) \rightarrow \mathcal{R}_{\gamma}^{l} V\left(\Omega_{R}, \partial \Omega(R), \Gamma_{R}\right),  \tag{4.6}\\
u & \mapsto\left(S u,\left.v\right|_{\partial \Omega(R)},\left.F u\right|_{\Gamma_{R, j}}, j=1, \ldots, J\right)
\end{align*}
$$

defines a continuous linear operator. Here the notation

$$
\left.F u\right|_{\Gamma_{R, j}} \in V_{\gamma}^{l-1 / 2}\left(\omega_{j}(R), \partial \omega_{j}(R)\right)^{2} \times V_{\gamma}^{l+1 / 2}\left(\omega_{j}(R), \partial \omega_{j}(R)\right)
$$

has to be understood in the local coordinates of $Q_{j}$ :

$$
\partial_{y_{i}} v_{3}-\partial_{z} v_{i} \in V_{\gamma}^{l-1 / 2}\left(\omega_{j}(R), \partial \omega_{j}(R)\right) \text { and } v_{3} \in V_{\gamma}^{l+1 / 2}\left(\omega_{j}(R), \partial \omega_{j}(R)\right)
$$

To derive Fredholm properties of the mapping (4.6) at least for $\gamma$ in a certain bounded interval, we have to combine results from the general theory of elliptic systems in domains with smooth edges with results which are already known for the problem (4.1), (4.2).

Theorem 4.2. Let $l \in \mathbf{N}, \partial \Omega \in C^{l+2}, \gamma \in \mathbf{R}$. The operator $(S, D, F)$ defined by (4.6) is Fredholm for $|\gamma-l|<1$. For $(f, g, h) \in \mathcal{R}_{\gamma}^{l} V\left(\Omega_{R}, \partial \Omega(R), \Gamma_{R}\right)$ there exists a solution to the problem (4.1), (4.2) iff

$$
\begin{equation*}
\int_{\Omega_{R}} f_{4} \mathrm{~d} x+\int_{\partial \Omega(R)} \nu^{\top} \cdot g \mathrm{~d} o+\int_{\Gamma_{R}} \nu^{\top} \cdot h \mathrm{~d} o=0 \tag{4.7}
\end{equation*}
$$

The solution is unique up to a constant in pressure and thus obeys the following estimate:

$$
\begin{equation*}
\left\|u ; \mathcal{D}_{\gamma}^{l} V\left(\Omega_{R}\right)\right\| \leq C\left(\left\|(f, g, h) ; \mathcal{R}_{\gamma}^{l} V\left(\Omega_{R}, \partial \Omega(R), \Gamma_{R}\right)\right\|+\left\|p ; L^{2}\left(G_{0}\right)\right\|\right) \tag{4.8}
\end{equation*}
$$

where $G_{0}$ is an arbitrary nonvoid subdomain of $\Omega_{R}$ and $C=C(R, \Omega, l)$ is a constant.
Proof. The domain $\Omega_{R}$ is a bounded domain with a smooth edge $\partial \Gamma_{R}$. This means for every $x_{0} \in \partial \Gamma_{R}$ there exists a neighborhood $\mathcal{O}\left(x_{0}\right)$ and a $C^{l+2}$ - diffeomorphism $\Phi: \mathcal{O} \rightarrow \mathcal{O}^{\prime}(0)\left(\mathcal{O}^{\prime}(0)\right.$ is a neighborhood of 0$)$ such that $\Phi\left(\mathcal{O} \cap \Omega_{R}\right)=\mathcal{O}^{\prime}(0) \cap \mathbb{D}$, $\mathbb{D}=d_{\pi / 2} \times \mathbf{R}$ is an infinite wedge, $d_{\pi / 2}=\left\{x=(r, \theta) \in \mathbf{R}^{2}: 0<r<\infty, 0<\theta<\pi / 2\right\}$. The treatise of the boundary value problem (4.1), (4.2) in $\Omega_{R}$ is connected to the analysis of the model problem in the wedge $\mathbb{D}$ which takes the following form:

$$
\begin{align*}
S u(x) & =f(x) \quad \text { for } x \in \mathbb{D}=d_{\pi / 2} \times \mathbf{R}  \tag{4.9}\\
D u(x) & =v(x)=g\left(x_{2}, x_{3}\right) \quad \text { for } x_{1}=0  \tag{4.10}\\
F u & =\left(\frac{\partial v_{2}}{\partial x_{1}}+\frac{\partial v_{1}}{\partial x_{2}},-v_{2}, \frac{\partial v_{3}}{\partial x_{2}}\right)(x)=h\left(x_{1}, x_{3}\right) \quad \text { for } x_{2}=0 \tag{4.11}
\end{align*}
$$

We set $\Gamma^{D}=\{0\} \times \mathbf{R}^{+} \times \mathbf{R}$, which corresponds to the lateral surface $\partial \Omega(R)$, and $\Gamma^{F}=\mathbf{R}^{+} \times\{0\} \times \mathbf{R}$, which corresponds to the artificial boundary $\Gamma_{R}$. The union of edges, $\partial \Gamma_{R}$, corresponds to the infinite edge $M^{\prime}=\{0\} \times\{0\} \times \mathbf{R}$.

In $\mathbb{D}$ let $\rho(x)=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$, i.e., for all $x \in \mathbb{D}, \rho(x)$ is the distance of $x$ to the edge $M^{\prime}$; let $V_{\gamma}^{l}\left(\mathbb{D}, M^{\prime}\right)$ be defined as in Definition 4.1. We introduce the natural domain and range $\mathcal{D}_{\gamma}^{l} V(\mathbb{D})$ and $\mathcal{R}_{\gamma}^{l} V\left(\mathbb{D}, \Gamma^{D}, \Gamma^{F}\right)$ in an analogous way as in (4.5). Then the operator $(S, D, F): \mathcal{D}_{\gamma}^{l} V\left(\mathbb{D}, M^{\prime}\right) \rightarrow \mathcal{R}_{\gamma}^{l} V\left(\mathbb{D}, \Gamma^{D}, \Gamma^{F}\right)$ defines an isomorphism for $|\gamma-l|<1$. This was proved for $0 \leq \gamma-l<1$ in [49] and [32]. For $-1<\gamma-l<0$ it follows from Proposition 8.2 .8 of [33] together with [49, pp. 353, 402] concerning the eigenvalues of the associated 2-dimensional problems in the angle $d_{\pi / 2}$.

Theorem 8.3.1 in [33] now gives the Fredholm property of the mapping (4.6) for $|\gamma-l|<1$. Moreover, from the proof of this theorem it follows that kernel and cokernel of (4.6) are independent of $\gamma$ and $l$ in this interval. Since $S u=f$ iff

$$
S_{1} u:=(-\Delta v-\nabla \operatorname{div} v+\nabla p,-\operatorname{div} v)=\left(f^{\prime}+\nabla f_{4}, f_{4}\right),
$$

the same is valid for the operator

$$
\mathbb{S}_{\gamma}^{l}: \mathcal{D}_{\gamma}^{l} V\left(\Omega_{R}\right) \ni u \rightarrow\left(S_{1} u,\left.v\right|_{\partial \Omega(R)},\left.F u\right|_{\Gamma_{R}}\right) \in \mathcal{R}_{\gamma}^{l} V\left(\Omega_{R}, \partial \Omega(R), \Gamma_{R}\right)
$$

The operator $\left(S_{1}, D, F\right)$ is formally self-adjoint with respect to Green's formula

$$
\begin{align*}
& \left(S_{1} u, U\right)_{\Omega_{R}}+\left(v, N_{1} U\right)_{\partial \Omega(R)}+\left(F u, F_{0} U\right)_{\Gamma_{R}}  \tag{4.12}\\
& =\left(u, S_{1} U\right)_{\Omega_{R}}+\left(N_{1} u, V\right)_{\partial \Omega(R)}+\left(F_{0} u, F U\right)_{\Gamma_{R}}
\end{align*}
$$

where $N_{1} u=T u \cdot \nu$ and, as in section $3.2,\left(F_{0} u\right)^{\top}=\left(v_{\tau},-\nu^{\top} \cdot N_{1} u\right)$. (4.12) is valid for $u \in \mathcal{D}_{\gamma}^{l} V\left(\Omega_{R}\right)$ and $U \in \mathcal{D}_{2 l-\gamma}^{l} V\left(\Omega_{R}\right)$. (We note that for $|\gamma-l|<1$ also $|(2 l-\gamma)-l|<1$ holds.) Therefore, Theorem 8.3.3 in [33] leads to $\operatorname{Ind} \mathbb{S}_{\gamma}^{l}=0$, and it remains to calculate the kernel of $\mathbb{S}_{\gamma}^{l}$ for one exponent $\gamma$ such that $|\gamma-l|<1$, for example, for $\gamma=l$. We fix $u=(v, p) \in \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)$ such that $\left(S_{1}, D, F\right) u=(S, D, F) u=0$. In this case we have $\nabla v \in L^{2}\left(\Omega_{R}\right)$ and $p \in L^{2}\left(\Omega_{R}\right)$. Since $v=0$ on $\partial \Omega(R)$ we may apply Poincaré's inequality and obtain $v \in H^{1}\left(\Omega_{R}\right)$. Multiplying the equation $S_{1} u=0$ scalar (in $L^{2}\left(\Omega_{R}\right)$ ) by $u$, then using integration by parts and the boundary conditions, leads to $v=0$ and $p=$ const. Since the function $p \equiv 1$ is contained in $V_{\gamma}^{l}$ for all $\gamma$ with $\gamma-l>-1$, we have $\operatorname{ker} \mathbb{S}_{\gamma}^{l}=\{(0,0,0, c): c \in \mathbf{R}\}$. Now the necessity of condition (4.7) follows from (4.12) and the sufficiency from Ind $\mathbb{S}_{\gamma}^{l}=0$.

Remark 4.3. The other boundary conditions on the cut cross sections $\Gamma_{R}$ mentioned in section 3 can be treated exactly along the same scheme; only the admissible intervals for the weight index $\gamma$ are different.

We apply Theorem 4.2 to prove the existence of solutions to the approximation problem.

Theorem 4.4. Let $l \in \mathbf{N}, \partial \Omega \in C^{l+2}$, let $f \in H^{l-1}(\Omega)^{3} \times H^{l}(\Omega), g \in H^{l+1 / 2}(\partial \Omega)$, and $H \in \mathbb{C}^{J}$ be given such that $\int_{\Omega}\left|f_{4}\right| \mathrm{d} x+\int_{\partial \Omega}|\nu \cdot g| \mathrm{d} o<\infty$, and the compatibility condition

$$
\begin{equation*}
\int_{\Omega} f_{4} \mathrm{~d} x+\int_{\partial \Omega} \nu^{\top} \cdot g \mathrm{~d} o+\sum_{j=1}^{J} H_{j}=0 \tag{4.13}
\end{equation*}
$$

is fulfilled. Let $\left\{\chi_{R}\right\}_{R>1}$ be a system of cut-off functions with the following properties: $\chi_{R}(x)=\chi_{R}\left(z_{j}\right)$ in each outlet $Q_{j}, \chi_{R}(x)=1$ for $x \in \Omega_{0}$ and for $x=\left(y_{j}, z_{j}\right)$
with $z_{j}<R-1$, and $\chi_{R}\left(y_{j}, z_{j}\right)=0$ for $z_{j}>R-1 / 2$. Let $\mathcal{U}^{1}$ be defined as in section 1.2, i.e., $\mathcal{U}^{1}=\binom{\mathcal{V}^{1}}{\mathcal{P}^{1}}$, $\mathcal{V}^{1}$ is the $3 \times J$-matrix with rows $\chi_{j} v^{j 1}, j=1, \ldots, J$; $\mathcal{P}^{1}=\left(\chi_{1} p^{j 1}, \ldots, \chi_{J} p^{J 1}\right)$, and $u^{j 1}=\binom{v^{j 1}}{p^{j 1}}$ indicates the Poiseuille flow in the outlet $Q j$.

Then there exists a unique solution $u^{R}=\left(v^{R}, p^{R}\right)$ with $v^{R} \in H^{l+1}\left(\Omega_{R}\right)^{3}, p^{R} \in$ $H^{l}\left(\Omega_{R}\right)$ to the approximation problem

$$
\begin{align*}
S u^{R} & =\chi_{R} f \quad \text { in } \Omega_{R}  \tag{4.14}\\
v^{R} & =\chi_{R} g \quad \text { on } \partial \Omega(R)  \tag{4.15}\\
F u^{R} & =F\left(\mathcal{U}^{1} \cdot\left(H+H_{\infty}\right)\right) \quad \text { on } \Gamma_{R}  \tag{4.16}\\
\int_{G_{0}} p^{R} \mathrm{~d} o & =0 \tag{4.17}
\end{align*}
$$

where $H_{\infty}^{\top}=\left(H_{\infty, 1}, \ldots, H_{\infty, J}\right) \in \mathbb{C}^{J}$ with

$$
H_{\infty, j}=\int_{Q_{j}}\left(1-\chi_{R}\right)\left(z_{j}\right) f_{4}\left(y_{j}, z_{j}\right) \mathrm{d} y_{j} \mathrm{~d} z_{j}+\int_{\partial Q_{j}} \nu^{\top} \cdot\left(1-\chi_{R}\right)\left(z_{j}\right) g\left(y_{j}, z_{j}\right) \mathrm{d} o
$$

and $G_{0} \subset \Omega_{0}$ is a nonvoid subdomain such that $G_{0} \cap Q_{j}=\emptyset$ for $j=1, \ldots, J$.
Remark 4.5. The integrability conditions for $f_{4}$ and $g$ look artificial, but they are fulfilled if the data meet the conditions of Theorem 1.6 or, trivially, if $f_{4}=0$ and $g=0$. Thus we can use this result to approximate the solution $u \in \mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ for exponentially dying data as well as for weak solutions with zero boundary values and $f=\binom{f^{\prime}}{0}$.

Proof of Theorem 4.4. First of all, it is easy to see that $\chi_{R} f \in \mathcal{R}_{\gamma}^{l} V\left(\Omega_{R}\right)$, $\chi_{R} g \in V_{\gamma}^{l+1 / 2}(\partial \Omega(R))$ for all $\gamma \in \mathbf{R}$, since the support is separated from the edges $\partial \Gamma_{R}$. For the boundary values on $\Gamma_{R}$ we have to use more subtle arguments, which are collected in the following lemma.

Lemma 4.6. Suppose $w \in H^{l}\left(\Omega_{R}\right)$ and $w=0$ on $\partial \Omega(R) \cap \mathcal{O}$, where $\mathcal{O}$ is a neighborhood of $\partial \Gamma_{R}$. Then $w \in V_{\gamma}^{l}\left(\Omega_{R}\right)$ for all $\gamma-l \geq-1$.

Proof (see also [33, p. 31] for the 2-dimensional case). Because $V_{\bar{\gamma}}^{l}\left(\Omega_{R}\right) \supset V_{\gamma}^{l}\left(\Omega_{R}\right)$ for $\bar{\gamma}>\gamma$, it is sufficient to prove $w \in V_{l-1}^{l}\left(\Omega_{R}\right)$. Since $w \in H^{l}\left(\Omega_{R}\right)$ we have

$$
\left\|\partial^{\alpha} w ; V_{-1+|\alpha|}^{0}\left(\Omega_{R}\right)\right\| \leq C \sup _{x \in \mathcal{O} \cap \Omega_{R}} \rho(x)^{-1+|\alpha|}\left\|\partial^{\alpha} w ; L^{2}\left(\Omega_{R}\right)\right\|<\infty
$$

for all $1 \leq|\alpha| \leq l$. It remains to show $w \in V_{-1}^{0}\left(\Omega_{R}\right)$. We choose a covering $\left\{\mathcal{O}_{\mu}\right\}_{\mu=1}^{N}$ of $\Omega_{R}$ such that $\bigcup_{\mu=1}^{N} \mathcal{O}_{\mu}$ covers the edges $\partial \Gamma_{R}$ and $C^{l}$-diffeomorphisms $\Phi_{\mu}$, such that $\Phi_{\mu}\left(\mathcal{O}_{\mu}\right)=\mathbb{D} \cap Z(T)$ for some $T>0$. Here $Z(T)=\left\{\left(x_{2}, x_{2}, x_{3}\right) ; x_{1}^{2}+x_{2}^{2}<\right.$ $\left.T^{2},-T<x_{3}<T\right\}$ is a circular cylinder. Moreover, we suppose $\Phi_{\mu}\left(\mathcal{O}_{\mu} \cap \partial \Omega(R)\right) \subset \Gamma^{D}$ and $\Phi_{\mu}\left(\mathcal{O}_{\mu} \cap \Gamma_{R}\right) \subset \Gamma^{F}$ (see the notations in the proof of Theorem 4.2). Let $\chi_{\mu}$ be a partition of unity subordinated to the covering $\left\{\mathcal{O}_{\mu}\right\}_{\mu}$. Then $w \in V_{-1}^{0}\left(\Omega_{R}\right)$ is equivalent to $\tilde{w}:=\chi_{\mu} w \circ \Phi_{\mu}^{-1} \in V_{-1}^{0}(\mathbb{D})$ for every $\mu$. We have $\chi_{\mu} w \circ \Phi_{\mu}^{-1} \in$ $H^{1}(\mathbb{D} \cap B(0, T))$, moreover, $\chi_{\mu} w \circ \Phi_{\mu}^{-1}=0$ on $\Gamma^{D}$. We use polar coordinates $(\rho, \theta)$ on $d_{\pi / 2}$, then with Friedrichs' inequality we arrive at

$$
\begin{aligned}
& \int_{\mathbb{D} \cap Z(T)}|\nabla \tilde{w}|^{2} \mathrm{~d} x \geq \int_{0}^{T} \int_{0}^{T} \int_{0}^{\pi / 2}\left|\partial_{\theta} \tilde{w}\right|^{2} \rho^{-1} \mathrm{~d} \theta \mathrm{~d} \rho \mathrm{~d} x_{3} \\
& \geq \int_{0}^{T} \int_{0}^{T} \int_{0}^{\pi / 2}|\tilde{w}|^{2} \rho^{-1} \mathrm{~d} \theta \mathrm{~d} \rho \mathrm{~d} x_{3}=\int_{\mathbb{D} \cap Z(T)}|\tilde{w}|^{2} \rho^{-2} \mathrm{~d} x
\end{aligned}
$$

which proves the lemma.
Using this result, we obtain $\left.\mathcal{U}^{1} \cdot A\right|_{\Omega_{R}} \in \mathcal{D}_{l}^{l}\left(\Omega_{R}\right)$ for every $A \in \mathbb{C}^{J}$; thus $F\left(\mathcal{U}^{1} \cdot\left(H+H_{\infty}\right)\right)$ is contained in the corresponding trace space. With Theorem 4.2 we obtain a solution $u \in \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)$ to the approximation problem; it is clear then that it is possible to fix the constant in pressure by condition (4.17).

It remains to verify the regularity property. From the definition of $\mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)$ we know already that $u^{R} \in H^{l+1}\left(\Omega_{R-\varepsilon}\right)^{3} \times H^{l}\left(\Omega_{R-\varepsilon}\right)$; moreover, $\nabla v^{R} \in L^{2}\left(\Omega_{R}\right)$ and $p^{R} \in L^{2}\left(\Omega_{R}\right)$. It remains to treat a neighborhood $\Omega_{R} \backslash \Omega_{R-\varepsilon}$ of the edges $\partial \Gamma_{R}$. Since $\nabla v^{R} \in L^{2}\left(\Omega_{R}\right)$ and $\left.v^{R}\right|_{\partial \Omega(R)}=0$ in a neighborhood of the edges, we can apply Poincaré's inequality on the cross sections $\omega_{j}$ and integrate with respect to $z_{j}$ to see $v^{R} \in L^{2}\left(\Omega_{R}\right)$. Since the Poiseuille flow $\mathcal{U}^{1} \cdot\left(H+H_{\infty}\right)$ is smooth, i.e., $\mathcal{U}^{1} \cdot\left(H+H_{\infty}\right) \in \mathcal{D}^{l} H\left(\Omega_{R}\right)$, we prove the regularity of $U=u^{R}-\mathcal{U}^{1} \cdot\left(H+H_{\infty}\right)$ in $\Omega_{R} \backslash \Omega_{R-\varepsilon}$.

We fix a single outlet $Q_{j}$ with the cross section $\omega_{j}$, together with the local coordinates $(y, z)$ and $\varepsilon<1 / 2$. Then $U=\binom{V}{P}$ fulfills

$$
\begin{align*}
S U=0 \text { in } \omega_{j} \times(R-\varepsilon, R), \quad V & =0 \text { on } \partial \omega_{j} \times(R-\varepsilon, R), \\
F U & =0 \quad \text { for } z=R . \tag{4.18}
\end{align*}
$$

We use the transformation $z \rightarrow \zeta=z-R$. If we observe the representation of $V$ in local coordinates, i.e., $V=V_{1} \mathrm{e}_{1}+V_{2} \mathrm{e}_{2}+V_{3} \mathrm{e}_{z}$ where $\mathrm{e}_{1}, \mathrm{e}_{2}$ are the unit vectors in $y_{1}$, $y_{2}$-direction, and $\mathrm{e}_{z}$ in the direction of the cylinder axis, respectively, then (4.18) is equivalent to

$$
\begin{align*}
S U(y, \zeta)=0 & \text { for }(y, \zeta) \in \omega_{j} \times(-\varepsilon, 0)  \tag{4.19}\\
V(y, \zeta)=0 & \text { for }(y, \zeta) \in \partial \omega_{j} \times(-\varepsilon, 0) \tag{4.20}
\end{align*}
$$

together with the boundary condition on the cross section in local coordinates:

$$
\begin{array}{r}
V_{3}(y, 0)=0 \\
\partial_{1} V_{3}(y, 0)+\partial_{z} V_{1}(y, 0)=\partial_{z} V_{1}(y, 0)=0 \\
\partial_{2} V_{3}(y, 0)+\partial_{z} V_{2}(y, 0)=\partial_{z} V_{2}(y, 0)=0 \tag{4.22}
\end{array}
$$

Now we extend $U$ on $Q_{\varepsilon}=\omega_{j} \times(-\varepsilon, \varepsilon)$, namely $V_{1}, V_{2}$, and $P$ even, i.e., $U_{i}(y, \zeta)=$ $U_{i}(y,-\zeta), i=1,2,4$, and $V_{3}$ odd, i.e., $V_{3}(y, \zeta)=-V_{3}(y,-\zeta)$. Then $V(y, \zeta)=0$ for $y \in \partial \omega_{j},|\zeta|<\varepsilon$. It is clear that $U \in L^{2}\left(Q_{\varepsilon}\right)^{4}$ and $S(U)$ exists as a distribution (on $Q_{\varepsilon}$ ), which is regular on $Q_{\varepsilon}^{-}=\omega_{j} \times(-\varepsilon, 0)$ and on $Q_{\varepsilon}^{+}=\omega_{j} \times(0, \varepsilon)$. We see $S U=0$ on $Q_{\varepsilon}^{-}$and on $Q_{\varepsilon}^{+}$by elementary calculations. We show that no additional terms appear on the cross section $\omega_{j} \times\{0\}$. For this purpose we choose (a real valued) $\varphi \in C_{0}^{\infty}\left(Q_{\varepsilon}\right)$; we denote by $-\langle\operatorname{div} V, \varphi\rangle_{Q_{\varepsilon}}$ the application of the distribution $-\operatorname{div} V$ on $\varphi$. By definition,

$$
-\langle\operatorname{div} V, \varphi\rangle_{Q_{\varepsilon}}=(V, \nabla \varphi)_{Q_{\varepsilon}}=(V, \nabla \varphi)_{Q_{\varepsilon}^{-}}+(V, \nabla \varphi)_{Q_{\varepsilon}^{+}}
$$

To each integral we apply the Gauss theorem. Observing that $\varphi=0$ on $\partial Q_{\varepsilon}$ and $\lim _{\zeta \rightarrow 0^{+}} V_{3}(y, \zeta)=\lim _{\zeta \rightarrow 0^{-}} V_{3}(y, \zeta)=0$ in the trace sense, we obtain

$$
\begin{aligned}
& -\langle\operatorname{div} V, \varphi\rangle_{Q_{\varepsilon}}=-\int_{Q_{\varepsilon}^{-}} \operatorname{div} V \varphi \mathrm{~d} x+\int_{\omega_{j}} V_{3}(y, 0) \varphi(y, 0) \mathrm{d} y \\
& -\int_{Q_{\varepsilon}^{+}} \operatorname{div} V \varphi \mathrm{~d} x+\int_{\omega_{j}} \lim _{\zeta \rightarrow 0^{+}} V_{3}(y, \zeta) \varphi(y, \zeta) \mathrm{d} y=0
\end{aligned}
$$

hence $\operatorname{div} V=0$ on $Q_{\varepsilon}$ in the distributional sense. Since div $V=0$, we can write $S u=-\operatorname{div} T U$ with $T U=\nabla U+(\nabla U)^{\top}-P \mathbb{I}$, where $\mathbb{I}$ is the unit matrix in $\mathbf{R}^{3}$. Now we repeat the same procedure for $-\Delta V+\nabla P=-\operatorname{div} T U$ and $\Phi \in C_{0}^{\infty}\left(Q_{\varepsilon}\right)^{3}$. Since $\operatorname{div} T U=0$ in $Q_{\varepsilon}^{-}$and $Q_{\varepsilon}^{+}$, the trace of $T U \cdot \mathrm{e}_{z}=\lim _{\zeta \rightarrow 0} T U(y, \zeta) \cdot \mathrm{e}_{z}$ exists for $\zeta>0$ and $\zeta<0$. Hence we can calculate

$$
\begin{align*}
-\langle\operatorname{div} T U, \Phi\rangle_{Q_{\varepsilon}}= & (T U, \nabla \Phi)_{Q_{\varepsilon}} \\
= & -(\operatorname{div} T U, \Phi)_{Q_{\varepsilon}^{-}}+\int_{\omega_{j}} T U(y, 0) \cdot \mathrm{e}_{z} \cdot \Phi(y, 0) \mathrm{d} y  \tag{4.23}\\
& -(\operatorname{div} T U, \Phi)_{Q_{\varepsilon}^{+}}-\int_{\omega_{j}} \lim _{\zeta \rightarrow 0^{+}} T U(y, \zeta) \cdot \mathrm{e}_{z} \cdot \Phi(y, \zeta) \mathrm{d} y
\end{align*}
$$

From the definition of $U(y, \zeta)$ for $\zeta>0$ we obtain for the first two components of $T U \cdot \mathrm{e}_{z}$

$$
\partial_{y_{i}} V_{3}(y, \zeta)+\partial_{z} V_{i}(y, \zeta)=-\partial_{y_{i}} V_{3}(y,-\zeta)-\partial_{z} V_{i}(y,-\zeta) \rightarrow 0 \text { with } \zeta \rightarrow 0, i=1,2
$$

by (4.21) and (4.22). For the third component we get for $\zeta>0$

$$
\mathrm{e}_{z}^{\top} \cdot T U(y, \zeta) \cdot \mathrm{e}_{z}=2 \partial_{z} V_{3}(y, \zeta)-P(y, \zeta)=2 \partial_{z} V_{3}(y,-\zeta)-P(y,-\zeta)
$$

hence

$$
\lim _{\zeta \rightarrow 0^{+}} \mathrm{e}_{z}^{\top} \cdot T U(y, \zeta) \cdot \mathrm{e}_{z}=\lim _{\zeta \rightarrow 0^{-}} \mathrm{e}_{z}^{\top} \cdot T U(y, \zeta) \cdot \mathrm{e}_{z}
$$

Therefore the $\int_{\omega_{j}} \ldots$ cancel each other in (4.23), which leads to $-\langle\operatorname{div} T U, \Phi\rangle_{Q_{\varepsilon}}=0$. Thus we obtain $S U=0$ in $Q_{\varepsilon}$ and $V=0$ on $\partial \omega_{j} \times(-\varepsilon, \varepsilon)$. We apply the results of [48] and [6] once more and obtain $U \in \mathcal{D}^{l} H\left(Q_{\varepsilon^{\prime}}\right)$ for all $\varepsilon^{\prime}<\varepsilon$, which finishes the proof.
5. Uniform estimates for the solutions in $\boldsymbol{\Omega}_{\boldsymbol{R}}$. To derive an error estimate for $u-u^{R}$, we need uniform estimates for the solutions of the system

$$
\begin{equation*}
S u=0 \text { in } \Omega_{R}, \quad v=0 \text { on } \partial \Omega(R), \quad F u=h \text { on } \Gamma_{R} \tag{5.1}
\end{equation*}
$$

for $u \in \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)$. We denote the space of traces of $\left\{F u: u \in \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\}$ by $\mathcal{R}_{l}^{l} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)$. The main result of this section is the following theorem.

THEOREM 5.1. Let $l \in \mathbf{N}$ and $h \in \mathcal{R}_{l}^{l} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)$ be given with

$$
\begin{equation*}
\int_{\Gamma_{R}} \nu^{\top} \cdot h \mathrm{~d} o=0 \tag{5.2}
\end{equation*}
$$

Let $u=(v, p) \in \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)$ be the unique solution of (5.1) with $\int_{G_{0}} p \mathrm{~d} x=0$, where $G_{0}$ is chosen as in Theorem 4.4. Then the following holds:

$$
\begin{equation*}
\left\|u ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\| \leq C R^{2}\left\|h ; \mathcal{R}_{l}^{l} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)\right\| \tag{5.3}
\end{equation*}
$$

where $C$ is a constant independent of $R$.
Main idea of the proof. The main idea of the proof is the following: Let $X=\{u \in$ $\mathcal{D}_{l}^{l} V\left(\Omega_{R}\right), S u=0$ in $\Omega_{R}, v=0$ on $\left.\partial \Omega(R), \int_{G_{0}} p \mathrm{~d} x=0\right\}$. Then $X$ is a closed linear subspace of $\mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)$, and by Theorem 4.2, the operator

$$
F: u \rightarrow F u \in Y:=\left\{h \in \mathcal{R}_{l}^{l} V\left(\Gamma_{R}\right), \int_{G_{R}} \nu^{\top} \cdot h \mathrm{~d} o=0\right\}
$$

defines an isomorphism. To prove (5.3), we construct an "almost inverse operator," i.e., a continuous linear operator $\mathcal{A}: Y \rightarrow X$, such that $F \mathcal{A}=\mathbb{I}+\mathcal{F}$, where $\mathbb{I}$ is the identity on $Y, \mathcal{F}$ is small for large $R$, i.e., there exists $q<1$ and $R_{0}>0$, such that

$$
\begin{equation*}
\|\mathcal{F}: Y \rightarrow Y\|<q \tag{5.4}
\end{equation*}
$$

for all $R>R_{0}$. Moreover, we prove

$$
\begin{equation*}
\|\mathcal{A}: Y \rightarrow X\| \leq C R^{2} \tag{5.5}
\end{equation*}
$$

where $C$ is independent of $R$. Then $(\mathbb{I}+\mathcal{F})^{-1}$ exists as a Neumann series, and we obtain $F^{-1}=\mathcal{A}(\mathbb{I}+\mathcal{F})^{-1}$. Now (5.4) and (5.5) lead to (5.3).

For the construction of $\mathcal{A}$ we need existence and uniqueness results for the second limit problem in suitable function spaces. The second limit problem is the problem on the semicylinder formulated in the following form. Let $\omega \subset \mathbf{R}^{2}$ be a bounded domain with $\partial \omega \in C^{l+2}$. We set

$$
\Pi^{-}=\omega \times(-\infty, 0), \quad x=(y, z) \text { for } x \in \Pi^{-}, \quad \partial \Pi_{(-)}=\partial \omega \times(-\infty, 0)
$$

By $\omega(z)$ and $\partial \omega(z)$ we denote the cross section and its boundary in $z \leq 0$; in this notation $\partial \omega(0)$ is the edge of the semicylinder. On $\Pi^{-}$we consider the following boundary value problem:

$$
\begin{align*}
& S u=f \text { in } \Pi^{-}, \quad v=g_{0} \text { on } \partial \Pi_{(-)}  \tag{5.6}\\
& F u=g_{1} \text { on } \omega \times\{0\}, \quad(F u)^{\top}=\left(\mathrm{e}_{1}^{\top} \cdot T u \cdot \mathrm{e}_{z}, \mathrm{e}_{2}^{\top} \cdot T u \cdot \mathrm{e}_{z}, v_{3}\right) \tag{5.7}
\end{align*}
$$

As before, $\mathrm{e}_{i}$ denote the unit vectors in $y_{i}$-direction for $i=1,2$. The boundary of $\Pi^{-}$has two types of singularities: the edge $M=\partial \omega \times\{0\}$ and the cylindrical outlet to infinity. To treat the full asymptotic behavior in the vicinity of the edges and for $z \rightarrow-\infty$ we must use weighted spaces with different weights near $\partial \omega(0)$ and at $-\infty$.

We choose basic weight functions $\rho_{1}, \rho_{2} \in C^{l+2}\left(\Pi^{-}\right)$with the following properties: We define $\rho_{1}$ analogous to the weight $\rho$ in section 3.2. $\rho_{1}(x)=\operatorname{dist}(x, \partial \omega(0))$ for $x \in$ $\mathcal{O}_{\varepsilon}, \rho_{1}(y, z)=1$ for $z<-2 \varepsilon$, where $\varepsilon$ is chosen small enough such that $\operatorname{dist}(x, \partial \omega(0))$ is a $C^{l+2}$-function on $\mathcal{O}_{\varepsilon} \cap \Pi^{-}=\left\{x \in \Pi^{-}: \operatorname{dist}(x, \partial \omega(0))<\varepsilon\right\}$. We set $\rho_{2}(y, z)=$ $\rho_{2}(z)=e^{z}$ for $z<-2, \rho_{2}(z)=1$ for $-1<z \leq 0$. For $\gamma, \beta \in \mathbf{R}, l \in \mathbf{N}, \varphi \in$ $C_{0}^{\infty}\left(\bar{\Pi}^{-} \backslash \partial \omega(0)\right)$ we introduce the norm

$$
\begin{equation*}
\left\|\varphi ; \mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right)\right\|=\sum_{|\alpha| \leq l}\left(\|\left(\rho_{1}^{\gamma-l+|\alpha|} \rho_{2}^{\beta} \partial^{\alpha} \varphi ; L^{2}\left(\Pi^{-}\right) \|^{2}\right)^{1 / 2}\right. \tag{5.8}
\end{equation*}
$$

and $\mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right)$as the closure of $C_{0}^{\infty}\left(\bar{\Pi}^{-} \backslash \partial \omega(0)\right)$ in the norm (5.8). $\mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right)$coincides with the space of all $\varphi \in H_{l o c}^{l}\left(\Pi^{-}\right)$such that $\left\|\varphi ; \mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right)\right\|<\infty$. For $0 \leq k \leq l$, $\delta, \delta^{\prime} \geq 0$, the space $\mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right)$is continuously embedded into $\mathbb{W}_{\gamma-k+\delta, \beta+\delta^{\prime}}^{l-k}\left(\Pi^{-}\right)$. For $k>0, \delta, \delta^{\prime}>0$ this embedding is compact (see [52] for details).

The spaces of traces are defined in a natural way. Again we divide them into trace spaces on the lateral surface $\partial \Pi_{(-)}$and on the cross section $\omega(0)$. We set $\mathbb{W}_{\gamma, \beta}^{l-1 / 2}\left(\partial \Pi_{(-)}\right)=\left\{\left.\varphi\right|_{\partial \Pi_{(-)}}: \varphi \in \mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right)\right\}$provided with the canonical norm $\left\|\varphi ; \mathbb{W}_{\gamma, \beta}^{l-1 / 2}\left(\partial \Pi_{(-)}\right)\right\|=\inf \left\|\tilde{\varphi} ; \mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right)\right\|$, where the infimum is taken over all functions $\tilde{\varphi}$ with $\left.\tilde{\varphi}\right|_{\partial \Pi_{(-)}}=\varphi$. On the cross section $\omega(0)$ the space of traces of $\mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right)$
coincides with $V_{\gamma}^{l-1 / 2}(\omega, \partial \omega)$, the trace space of $V_{\gamma}^{l}\left(\Pi^{-}, \partial \omega(0)\right)=\mathbb{W}_{\gamma, 0}^{l}\left(\Pi^{-}\right)$(where the exponential weight is equal to 1 everywhere). We define the natural domain and range of the problem (5.6), (5.7):

$$
\begin{aligned}
\mathcal{D}_{\gamma, \beta}^{l} \mathbb{W}\left(\Pi^{-}\right)= & \mathbb{W}_{\gamma, \beta}^{l+1}\left(\Pi^{-}\right)^{3} \times \mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right) \\
\mathcal{R}_{\gamma, \beta}^{l} \mathbb{W}\left(\Pi^{-}\right)= & \mathbb{W}_{\gamma, \beta}^{l-1}\left(\Pi^{-}\right)^{3} \times \mathbb{W}_{\gamma, \beta}^{l}\left(\Pi^{-}\right) \\
\mathcal{R}_{\gamma, \beta}^{l} \mathbb{W}\left(\Pi^{-}, \partial \Pi_{(-)}, \omega(0)\right)= & \mathcal{R}_{\gamma, \beta}^{l} \mathbb{W}\left(\Pi^{-}\right) \times \mathbb{W}_{\gamma, \beta}^{l+1 / 2}\left(\partial \Pi_{(-)}\right)^{3} \\
& \times V_{\gamma}^{l-1 / 2}(\omega(0), \partial \omega)^{2} \times V_{\gamma}^{l+1 / 2}(\omega(0), \partial \omega)
\end{aligned}
$$

Then the operator

$$
\begin{align*}
\mathbb{S}_{\gamma, \beta}^{l}: \mathcal{D}_{\gamma, \beta}^{l} \mathbb{W}\left(\Pi^{-}\right) & \rightarrow \mathcal{R}_{\gamma, \beta}^{l} \mathbb{W}\left(\Pi^{-}, \partial \Pi_{(-)}, \omega(0)\right) \\
u & \rightarrow\left(S u,\left.D u\right|_{\partial \Pi_{(-)}},\left.F u\right|_{\omega(0)}\right) \tag{5.9}
\end{align*}
$$

defines a continuous linear operator. From the results of the previous sections it is evident for which exponents (5.9) can be expected to be Fredholm, namely, for $|\gamma-l|<1$ and for all $\beta$ such that the line $\operatorname{Im} \lambda=\beta$ is free of eigenvalues of the elliptic pencil belonging to the Dirichlet problem of the Stokes system in the cylinder $\Pi=\omega \times \mathbf{R}$, where $\omega$ is one of the cross sections $\omega_{j}$. We formulate the special results we need in the following lemma.

Lemma 5.2. If $0<\beta<\beta_{*}$, the Stokes problem (5.6), (5.7) has a solution $u \in \mathcal{D}_{l, \beta}^{l} \mathbb{W}\left(\Pi^{-}\right)$for all $(f, g, h) \in \mathcal{R}_{l,-\beta}^{l} \mathbb{W}\left(\Pi^{-}, \partial \Pi_{(-)}, \omega(0)\right)$. This solution is uniquely determined up to a constant in the pressure and admits the asymptotic representation

$$
\begin{equation*}
u=-H u^{j 1}+a u^{\#}+\tilde{u}, \tag{5.10}
\end{equation*}
$$

where $\tilde{u} \in \mathcal{D}_{l,-\beta}^{l} \mathbb{W}\left(\Pi^{-}\right)$and

$$
H=\int_{\Pi^{-}} f_{4} \mathrm{~d} x+\int_{\partial \Pi_{(-)}} \nu^{\top} \cdot g \mathrm{~d} o+\int_{\omega} h_{3} \mathrm{~d} y
$$

The constant in pressure can be fixed, e.g., by the condition $\int_{\omega} p(y,-1) \mathrm{d} y=0$. In this case the following estimate holds

$$
\begin{equation*}
|a|+\left\|\tilde{u} ; \mathcal{D}_{l,-\beta}^{l} \mathbb{W}\left(\Pi^{-}\right)\right\| \leq C\left\|(f, g, h) ; \mathcal{R}_{l,-\beta}^{l} \mathbb{W}\left(\Pi^{-}, \partial \Pi^{-}\right)\right\| . \tag{5.11}
\end{equation*}
$$

Proof. Combining the results on the Stokes problem (1.1) in the straight cylinder $\Pi=\omega \times \mathbf{R}$ with the results in domains with smooth edges gives the Fredholm property of the mapping (5.9) if $|\gamma-l|<1$ and the line $\operatorname{Im} \lambda=\beta$ is free of eigenvalues of the pencils $\mathfrak{S}(\lambda)$ associated to the Dirichlet problem (1.1) in the cylinder $\Pi$ (see [33, Theorem 3.1.1, Theorem 8.1.1, and section 4.1.2]). From the results cited above, we obtain Ind $\mathbb{S}_{l, \beta}^{l}-\operatorname{Ind} \mathbb{S}_{l,-\beta}^{l}=2$ for $0<\beta<\beta^{*}$. Moreover, if $\left(u^{*}, g^{*}, h^{*}\right) \in \operatorname{ker}\left(\mathbb{S}_{l, \beta}^{l}\right)^{*}$ ( $=$ kernel of the adjoint operator), then $u^{*} \in \operatorname{ker} \mathbb{S}_{l,-\beta}^{l}\left(\Pi^{-}\right)$, while $g^{*}=N_{1} u^{*}$ on $\partial \Pi_{(-)}, h^{*}=F_{0} u^{*}$ on $\omega(0)$.

If $0<\beta<\beta^{*}$, then the operator $\mathbb{S}_{l,-\beta}^{l}$ is injective. Indeed, let $u \in \mathcal{D}_{l,-\beta}^{l} \mathbb{W}\left(\Pi^{-}\right)$ be a solution to the homogeneous problem (5.6), then $u \in H^{l+1}\left(\Pi^{-}\right)^{3} \times H^{l}\left(\Pi^{-}\right)$. For $z \rightarrow-\infty$ this follows from the fact that the weight increases exponentially, in the neighborhood of the edge it follows from the mirror principle, as in the proof
of Theorem 4.4. Since $S u=0$ iff $S_{1} u=0$ we can multiply the equation $S_{1} u=0$ scalar with $u$ (in $\left.L^{2}\left(\Pi^{-}\right)^{4}\right)$ and integrate by parts. This gives $\nabla v+(\nabla v)^{\top}=0$; hence, $v=A \times x+B$ with constant vectors $A, B \in \mathbb{C}$. The homogeneous boundary conditions lead to $u=0$ then. Applying the results mentioned above gives the surjectivity of $\mathbb{S}_{l, \beta}^{l}$. Now elementary calulations together with the index formula lead to

$$
\operatorname{dim} \operatorname{ker} \mathbb{S}_{l, \beta}^{l}=\operatorname{dim} \operatorname{coker} \mathbb{S}_{l,-\beta}^{l}=1
$$

Then it is clear that $\operatorname{ker} \mathbb{S}_{l, \beta}^{l}=\left\{c u^{\#}: c \in \mathbb{C}\right\}$.
Now let $u \in \mathcal{D}_{l, \beta}^{l} \mathbb{W}\left(\Pi^{-}\right)$be any solution to (5.6), (5.7) for given $f, g$, and $h$ as above. Formula (1.21) (now for $J=1$ ) ensures the existence of constants $H$ and $a$, such that (5.10) holds. The cut-off function may be omitted in this case, since by Lemma 4.6, $u^{j 1} \in \mathcal{D}_{l}^{l} V\left(\omega \times\left(-c_{0}, 0\right), \partial \omega(0)\right)$ for any $c_{0}<0$, for $u^{\#}$ this is elementary. We apply the generalized Green's formula (1.24) to $u$ and $U=u^{\#}$ and obtain (observing that $\pi_{0}(\cdot), \pi_{1}(\cdot)$ consist of one component now)

$$
\int_{\Pi^{-}} f_{4} \mathrm{~d} x+\int_{\partial \Pi_{(-)}} \nu^{\top} \cdot g \mathrm{~d} o+\int_{\omega} h_{3} \mathrm{~d} y=\left\langle\pi_{0} u, \pi_{1} u^{\#}\right\rangle-\left\langle\pi_{1} u, \pi_{0} u^{\#}\right\rangle=H
$$

Proof of Theorem 5.1. We recall that $\Gamma_{R, j}$ denotes the cross section at $z_{j}=R$ in the outlet $Q_{j}$; we set $h_{(j)}=\left.h\right|_{\Gamma_{R, j}}$. We define $H_{j}=\int_{\Gamma_{R, j}} \nu^{\top} \cdot h$ do, this means in local coordinates of $Q_{j}: H_{j}=\int_{\omega_{j}} h_{(j), 3}(y) \mathrm{d} y$, and we obtain

$$
\begin{equation*}
\left|H_{j}\right| \leq C\left\|h ; L^{2}\left(\Gamma_{R}\right)\right\| \leq C\left\|h ; \mathcal{R}_{l}^{l} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)\right\| \tag{5.12}
\end{equation*}
$$

Now we fix $\beta$ with $\beta<\beta^{*}$ arbitrary. Let $u_{(j)} \in \mathcal{D}_{l, \beta}^{l}\left(\Pi_{j}^{-}\right)$be the unique solution of the problem

$$
\begin{array}{r}
S u_{(j)}=0 \text { in } \Pi_{j}^{-}=\omega_{j} \times(-\infty, 0), \quad v_{(j)}=0 \text { on } \partial \omega_{j} \times(-\infty, 0), \\
F u_{(j)}=h_{(j)} \text { on } \omega_{j}(0), \quad \int_{\omega_{j}} p_{(j)}(y,-1)=0 . \tag{5.14}
\end{array}
$$

According to (5.10), $u_{(j)}$ admits the representation $u_{(j)}=-H_{j} u^{j 1}+a_{j} u^{\#}+\tilde{u}_{(j)}$ where, as before, $u^{j 1}$ is the Poiseuille flow in the cylinder $\Pi_{j}$ and $u^{\#}=(0,0,0,1)$ the constant pressure solution. The following estimate holds:

$$
\begin{equation*}
\left|a_{j}\right|+\left\|\tilde{u}_{(j)} ; \mathcal{D}_{l,-\beta}^{l} \mathbb{W}\left(\Pi_{j}^{-}\right)\right\| \leq C\left\|h_{(j)} ; \mathcal{R}_{l}^{l} V\left(\omega_{j}, \partial \omega_{j}\right)\right\| \tag{5.15}
\end{equation*}
$$

Let $\chi_{j}$ denote the cut-off functions of section 1 . For $x \in Q_{j} \cap \Omega_{R}$ the expression $\chi_{j}\left(z_{j}\right) u_{(j)}\left(y, z_{j}-R\right)$ is well defined and can be extended smoothly by 0 to the whole domain $\Omega_{R}$. In this sense we set

$$
\begin{equation*}
u_{\Pi}=\sum_{j=1}^{J} \chi_{j}\left(z_{j}\right) u_{(j)}\left(y_{j}, z_{j}-R\right) \tag{5.16}
\end{equation*}
$$

Recalling the notations of section 1, i.e.,

$$
a=\left(a_{1}, \ldots, a_{J}\right), \quad H=\left(H_{1}, \ldots, H_{J}\right), \quad \mathcal{U}^{h}=\left(\chi_{1} u^{1 h}, \ldots, \chi_{J} u^{J h}\right)
$$

$h=0,1$, where $u^{j 0}$ is the constant pressure solution and $u^{j 1}$ the Poiseuille flow in the outlet $Q_{j}$, then, with $\varpi=\left(\varpi_{1}, \ldots, \varpi_{J}\right)$,

$$
\begin{equation*}
u_{\Pi}=-\left.\mathcal{U}^{1} \cdot H\right|_{\Omega_{R}}+\left.\mathcal{U}^{0} \cdot(a+2 R H \varpi)\right|_{\Omega_{R}}+\sum_{j=1}^{J} \chi_{j}\left(z_{j}\right) \tilde{u}_{(j)}\left(y_{j}, z_{j}-R\right) \tag{5.17}
\end{equation*}
$$

The term $2 R H \varpi=2 R\left(H_{1} \varpi_{1}, \ldots, H_{J} \varpi_{J}\right)$ appears from the special structure of the Poiseuille flow. Then $S u_{\Pi}$ has a compact support contained in $\bigcup_{j=1}^{J} \operatorname{supp} \nabla \chi_{j} \subset \Omega_{0}$; moreover, $v_{\Pi}=0$ on $\partial \Omega(R)$ and $p_{\Pi}=0$ on $G_{0}$ since supp $\chi_{j} \cap G_{0}=\emptyset$ for $j=1, \ldots, J$. We extend $S u_{\Pi}$ smoothly by 0 to $f_{\infty} \in \mathcal{R}_{\beta}^{l} W(\Omega)$. The norm of $f_{\infty}$ can be estimated by

$$
\begin{aligned}
& \left\|f_{\infty} ; \mathcal{R}_{\beta}^{l} W(\Omega)\right\| \leq C\left\|f_{\infty} ; R^{l} H\left(\Omega_{0}\right)\right\| \\
& \leq C\left(|H|\left\|\mathcal{U}^{1} ; \mathcal{D}^{l} H\left(\Omega_{0}\right)\right\|+|a+2 H \varpi R|\left\|\mathcal{U}^{0} ; \mathcal{D}^{l} H\left(\Omega_{0}\right)\right\|\right. \\
& \left.\quad+\sum_{j=1}^{J}\left\|\tilde{u}_{(j)} ; \mathcal{D}^{l} H\left(\omega_{j} \times\left(-R,-R+R_{0}\right)\right)\right\|\right)
\end{aligned}
$$

The last term can be estimated by $e^{-\beta\left(R+R_{0}\right)}\left\|\tilde{u}_{(j)} ; \mathcal{D}_{l,-\beta}^{l} \mathbb{W}\left(\Pi_{j}^{-}\right)\right\|$, thus decays exponentially, and with (5.12) and (5.15) it follows that

$$
\begin{equation*}
\left\|f_{\infty} ; \mathcal{R}_{\beta}^{l} W(\Omega)\right\| \leq C R\|h ; Y\| \tag{5.18}
\end{equation*}
$$

Furthermore, we have $\int_{\Omega} f_{\infty, 4} \mathrm{~d} x=0$ : Since $v_{\Pi}=0$ on $\partial \Omega(R)$ and $F u_{\Pi}=h$ on $\Gamma_{R}$ by construction, then Gauss' theorem gives, with (5.2),

$$
\int_{\Omega} f_{\infty, 4} \mathrm{~d} x=-\int_{\Omega_{R}} \operatorname{div} u_{\Pi} \mathrm{d} x=-\int_{\partial \Omega_{R}} \nu^{\top} \cdot v_{\Pi} \mathrm{d} o=-\int_{\Gamma_{R}} \nu^{\top} \cdot h \mathrm{~d} o=0
$$

Thus, by Theorem 1.6, we obtain a unique solution $u_{\infty} \in \mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ of the problem $S u_{\infty}=f_{\infty}$ in $\Omega, v_{\infty}=0$ on $\partial \Omega, \pi_{1} u_{\infty}=0, \int_{G_{0}} p_{\infty}=0 . u_{\infty}$ admits the representation

$$
\begin{equation*}
u_{\infty}=\mathcal{U}^{0} \cdot a^{*}+\tilde{u}_{\infty} \tag{5.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|a^{*}\right|+\left\|\tilde{u}_{\infty} ; \mathcal{D}_{\beta}^{l} W(\Omega)\right\| \leq C\left\|f_{\infty} ; \mathcal{R}_{\beta}^{l} W(\Omega)\right\| . \tag{5.20}
\end{equation*}
$$

Now we define

$$
U=(V, P)=\mathcal{A}(h)=u_{\Pi}+u_{\infty}
$$

By construction it is clear that $S U=0$ in $\Omega_{R}, V=0$ on $\partial \Omega(R)$, and $\int_{G_{0}} P \mathrm{~d} x=0$. Moreover, from Lemma 4.6 we have $\left.u_{\infty}\right|_{\Omega_{R}} \in \mathcal{D}_{l}^{l} V\left(\Omega_{R}, \partial \Gamma_{R}\right)$; hence, $U \in X$ and $F U \in \mathcal{R}_{l}^{l} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)$. As already mentioned in section 1 , the solution $u_{\infty}$ carries no flux through the outlets, which means

$$
\int_{\Gamma_{R, j}} \nu^{\top} \cdot v_{\infty} \mathrm{d} o=0
$$

for $j=1, \ldots, J$; hence $\int_{\Gamma_{R}} \nu^{\top} \cdot F U$ d $o=0$, which ensures $F U \in Y$. Since $F\left(\mathcal{U}^{0} \cdot a^{*}\right)=0$ on $\Gamma_{R}$, it follows $F U=F u_{\Pi}+F \tilde{u}_{\infty}=h+\mathcal{F}(h)$.

Let $\mathcal{O}_{\epsilon}=\left\{x \in \Omega_{R}\right.$, dist $\left.\left(x, \Gamma_{R}\right)<\epsilon\right\}$ be a neighborhood of $\Gamma_{R}$ of constant size; then the trace theorem, together with (5.18) and (5.20), gives

$$
\begin{aligned}
\|\mathcal{F}(h) ; Y\| & \leq\left\|\tilde{u}_{\infty} ; \mathcal{D}_{l}^{l} V\left(\mathcal{O}_{\epsilon}, \partial \Gamma_{R}\right)\right\| \\
& \leq C e^{-\beta R}\left\|f_{\infty} ; \mathcal{R}_{\beta}^{l} W(\Omega)\right\| \leq C e^{-\beta R} R\|h ; Y\|
\end{aligned}
$$

where $C$ is a constant independent of $R$. Here we have to observe that by the definition of the norms in $W_{\beta}^{l}(\Omega)$ and Lemma 4.6

$$
\left\|\tilde{u}_{\infty} ; \mathcal{D}_{l}^{l} V\left(\mathcal{O}_{\epsilon}, \partial \Gamma_{R}\right)\right\| \leq C\left\|\tilde{u}_{\infty} ; \mathcal{D}^{l} H\left(\mathcal{O}_{\epsilon}\right)\right\| \leq C e^{-\beta R}\left\|\tilde{u}_{\infty} ; \mathcal{D}_{\beta}^{l} W(\Omega)\right\|
$$

We remember that $\beta$ can be chosen arbitrarily in the interval $\left(0, \beta^{*}\right)$. Now we fix $R_{*}$ large enough, such that $C e^{-\beta R_{*}} R_{*} \leq q<1$. Then for all $R>R_{*}$, it holds $\|\mathcal{F}: Y \rightarrow Y\| \leq q$, and

$$
\begin{equation*}
(\mathbb{I}+\mathcal{F})^{-1}=\sum_{k=0}^{\infty}(-1)^{k} \mathcal{F}^{k}, \quad\left\|(\mathbb{I}+\mathcal{F})^{-1}\right\| \leq \frac{1}{1+q} \tag{5.21}
\end{equation*}
$$

To estimate $U$, we first estimate $u_{\Pi}$ with the help of the representation (5.17), estimate (5.15), and $E=(1, \ldots, 1)^{\top}$ :

$$
\begin{aligned}
& \left\|u_{\Pi} ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\| \\
& \leq C\left(|H|\left\|\mathcal{U}^{1} \cdot E ; \mathcal{D}^{l} H\left(\Omega_{R}\right)\right\|+|a+2 H \varpi R|\left\|\mathcal{U}^{0} \cdot E ; \mathcal{D}^{l} H\left(\Omega_{R}\right)\right\|\right. \\
& \left.\quad+\sum_{j=1}^{J}\left\|\tilde{u}_{(j)} ; \mathcal{D}_{l}^{l} V\left(\omega_{j} \times(-R, 0)\right)\right\|\right) \\
& \leq C\left(R^{2}|H|+R|a+2 H \varpi R|+\sum_{j=1}^{J}\left\|\tilde{u}_{(j)} ; \mathcal{D}_{l,-\beta}^{l} \mathbb{W}\left(\Pi_{j}^{-}\right)\right\|\right)
\end{aligned}
$$

hence

$$
\begin{equation*}
\left\|u_{\Pi} ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\| \leq C R^{2}\|h ; Y\| \tag{5.22}
\end{equation*}
$$

For $u_{\infty}$ we calculate by means of (5.19), Lemma 4.6, (5.20), and (5.18):

$$
\begin{align*}
\left\|u_{\infty} ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\| & \leq C\left(\left|a^{*}\right|\left\|\mathcal{U}^{0} \cdot E ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\|+\left\|\tilde{u}_{\infty} ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\|\right) \\
& \leq C\left(\left|a^{*}\right| R\left\|f_{\infty} ; \mathcal{R}_{\beta}^{l} W(\Omega)\right\|\right)  \tag{5.23}\\
& \leq C R\left\|f_{\infty} ; \mathcal{R}_{\beta}^{l} W(\Omega)\right\| \leq C R^{2}\|h ; Y\|
\end{align*}
$$

Inequalities (5.21)-(5.23) lead to (5.3), and the theorem is proved.
For the approximation of weak solutions with $L^{2}(\Omega)$-forces we need the following corollary.

Corollary 5.3. Let $l \in \mathbf{N}$ and $h \in \mathcal{R}_{l}^{l} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)$ be given with

$$
\begin{equation*}
\int_{\Gamma_{R, j}} \nu^{\top} \cdot h \mathrm{~d} o=0 \quad \text { for } j=1, \ldots, J \tag{5.24}
\end{equation*}
$$

Let $u=\binom{v}{p} \in \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)$ be the unique solution of (5.1) with $\int_{G_{0}} p \mathrm{~d} x=0$. Then it holds that

$$
\begin{equation*}
\left\|v ; V_{l}^{l+1}\left(\Omega_{R}, \partial \Gamma_{R}\right)^{3}\right\|+\left\|\nabla p, V_{l}^{l-1}\left(\Omega_{R}, \partial \Gamma_{R}\right)^{3}\right\| \leq C\left\|h ; \mathcal{R}_{l}^{l} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)\right\| \tag{5.25}
\end{equation*}
$$

where $C$ is a constant independent of $R$.

Proof. The corollary reflects the special case where $H_{j}=0, j=1, \ldots, J$ in the proof of Theorem 5.1. Thus in the estimates of $f_{\infty}$ and $u_{\Pi}$, all terms with $H$ vanish, and we obtain

$$
\begin{equation*}
\left\|f_{\infty} ; \mathcal{R}_{l}^{l} V(\Omega)\right\| \leq C\|h ; Y\| \tag{5.26}
\end{equation*}
$$

instead of (5.18). If we observe that all terms with $\mathcal{U}^{0}$ influence only the estimates for the pressure; and moreover, $\nabla \mathcal{U}^{0}=0$ for $z_{j}>R_{0}, j=1, \ldots, J$, then it holds that

$$
\begin{equation*}
\left\|v_{\Pi} ; V_{l}^{l+1}\left(\Omega_{R}, \partial \Gamma_{R}\right)\right\|+\left\|\nabla p_{\Pi}, V_{l}^{l-1}\left(\Omega, \partial \Gamma_{R}\right)\right\| \leq C\|h ; Y\| \tag{5.27}
\end{equation*}
$$

instead of (5.22). Similarly, for $u_{\infty}$ we obtain

$$
\begin{equation*}
\left\|v_{\infty} ; V_{l}^{l+1}\left(\Omega, \partial \Gamma_{R}\right)^{3}\right\|+\left\|\nabla p_{\infty} ; V_{l}^{l-1}\left(\Omega_{R}, \partial \Gamma_{R}\right)^{3}\right\| \leq C\|h ; Y\| \tag{5.28}
\end{equation*}
$$

instead of (5.23). (5.25)-(5.28) lead to (5.24), which proves the assertion.
6. The error estimate. With the result of the previous section we are now able to prove the error estimate for the approximation problem as it is defined in section 2. We recall the definition of the cut-off function $\chi_{R}$. We assume that $\left\{\chi_{R}\right\}_{R}$ is a system of $C^{\infty}$-functions in $\Omega$ with the properties $\chi_{R} \equiv 1$ on $\Omega_{0}$; in $Q_{j}$ we require $\chi_{R}(x)=\chi_{R}\left(z_{j}\right)=1$ for $z_{j}<R-1, \chi_{R}\left(z_{j}\right)=0$ for $z_{j}>R-1 / 2$.

Theorem 6.1. Let $l \in \mathbf{N}, \beta^{*}>\beta>0$ meet the requirements of Theorem 1.6, $G_{0} \subset \Omega_{0}$ be a nonvoid subdomain such that $G_{o} \cap \operatorname{supp} \chi_{j}=\emptyset$ for all $j$, and let $(f, g) \in \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega), H \in \mathbb{C}^{J}$ be given such that the flux condition

$$
\begin{equation*}
\int_{\Omega} f_{4} \mathrm{~d} x+\int_{\partial \Omega} \nu^{\top} \cdot g \mathrm{~d} o+\sum_{j=1}^{J} H_{j}=0 \tag{6.1}
\end{equation*}
$$

is fulfilled. Let $u \in \mathbb{D}_{ \pm \beta}^{l} W(\Omega)$ be the unique solution of the Stokes problem with prescribed fluxes according to Theorem 1.6 and $u^{R} \in \mathcal{D}^{l} H\left(\Omega_{R}\right)$ be the unique solution to the approximation problem

$$
\begin{gather*}
S u^{R}=\chi_{R} f \text { in } \Omega_{R}, \quad v^{R}=\chi_{R} g \text { on } \partial \Omega(R),  \tag{6.2}\\
F u^{R}=F\left(\mathcal{U}^{1} \cdot\left(H+H_{\infty}\right)\right) \text { on } \Gamma_{R}, \quad \int_{G_{0}} p^{R}=0,
\end{gather*}
$$

where $H_{\infty} \in \mathbb{C}^{J}$ with

$$
\begin{equation*}
H_{\infty, j}=\int_{Q_{j}}\left(1-\chi_{R}\right) f_{4} \mathrm{~d} x+\int_{\partial Q_{j}} \nu^{\top} \cdot\left(1-\chi_{R}\right) g \mathrm{~d} o . \tag{6.3}
\end{equation*}
$$

Then for every $\varepsilon>0$ we obtain the error estimate:

$$
\begin{align*}
\left\|u-u^{R} ; \mathcal{D}^{l} H\left(\Omega_{R-1}\right)\right\| & =\left\|u-u^{R} ; H^{l+1}\left(\Omega_{R-1}\right)^{3} \times H^{l}\left(\Omega_{R-1}\right)\right\| \\
& \leq\left\|u-u^{R} ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}, \partial \Gamma_{R}\right)\right\|  \tag{6.4}\\
& \leq C e^{-(\beta-\varepsilon) R}\left(|H|+\left\|(f, g) ; \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)\right\|\right),
\end{align*}
$$

where $C$ is a constant independent of $R$ and of the data.
Proof. From the flux condition (6.1) and the definition of $H_{\infty}$ we obtain

$$
\int_{\Omega_{R}} \chi_{R} f_{4} \mathrm{~d} x+\int_{\partial \Omega(R)} \nu^{\top} \cdot \chi_{R} g \mathrm{~d} o+\int_{\Gamma_{R}} \nu^{\top} \cdot \mathcal{U}^{1} \cdot\left(H+H_{\infty}\right) \mathrm{d} o=0
$$

hence $u^{R} \in \mathcal{D}^{l} H\left(\Omega_{R}\right)$ exists due to Theorem 4.4.
According to (1.22), $u$ has the representation

$$
\begin{equation*}
u=\mathcal{U}^{1} \cdot H+\mathcal{U}^{0} \cdot a+\tilde{u} \tag{6.5}
\end{equation*}
$$

with $\tilde{u} \in \mathcal{D}_{\beta}^{l} W(\Omega)$. Let $u_{\infty}$ be the solution of

$$
\begin{align*}
S u_{\infty} & =\chi_{R} f \text { in } \Omega, \quad v_{\infty}=\chi_{R} g \text { on } \partial \Omega \\
\pi_{1} u_{\infty} & =H+H_{\infty}, \quad \int_{G_{0}} p_{\infty}=0 . \tag{6.6}
\end{align*}
$$

Again, with (1.22), we have the following representation for $u_{\infty}$ :

$$
\begin{equation*}
u_{\infty}=\mathcal{U}^{1} \cdot\left(H+H_{\infty}\right)+\mathcal{U}^{0} \cdot a_{\infty}+\tilde{u}_{\infty} \tag{6.7}
\end{equation*}
$$

The difference $U=u-u_{\infty}$ is the unique solution of the problem

$$
S U=\left(1-\chi_{R}\right) f \text { in } \Omega, \quad D U=\left(1-\chi_{R}\right) g \text { on } \partial \Omega, \quad \pi_{1} U=-H_{\infty}, \quad \int_{G_{0}} P \mathrm{~d} x=0
$$

Since $\operatorname{supp}\left(1-\chi_{R}\right)(f, g) \subset\left\{x \in \Omega: z_{j}>R-1, j=1, \ldots, J\right\}$, for every $\bar{\varepsilon}$ with $\beta>\bar{\varepsilon}>0$, estimate (1.29) leads to

$$
\begin{align*}
& \left|a-a_{\infty}\right|+\left\|\tilde{u}-\tilde{u}_{\infty} ; \mathcal{D}_{\bar{\varepsilon}}^{l} W(\Omega)\right\| \\
& \leq C\left(\left\|\left(1-\chi_{R}\right)(f, g) ; \mathcal{R}_{\bar{\varepsilon}}^{l} W(\Omega, \partial \Omega)\right\|+\left|H_{\infty}\right|\right)  \tag{6.8}\\
& \leq C\left(e^{-(\beta-\bar{\varepsilon}) R}\left\|\left(1-\chi_{R}\right)(f, g) ; \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)\right\|+\left|H_{\infty}\right|\right)
\end{align*}
$$

To estimate $\left|H_{\infty}\right|$ we apply the Cauchy-Schwarz inequality to

$$
\begin{align*}
\left|H_{\infty, j}\right| & \leq\left|\int_{Q_{j}}\left(1-\chi_{R}\right) f_{4} \mathrm{~d} x\right|+\left|\int_{\partial Q_{j}} \nu^{\top} \cdot\left(1-\chi_{R}\right) g \mathrm{~d} o\right| \\
& \leq\left(\int_{Q_{j}}\left|1-\chi_{R}\right|^{2} e^{-2 \beta z} \mathrm{~d} x\right)^{1 / 2}\left(\left\|f_{4} e^{\beta z} ; L^{2}\left(Q_{j}\right)\right\|+\left\|g e^{\beta z} ; L^{2}(\partial \Omega)\right\|\right)  \tag{6.9}\\
& \leq C e^{-\beta R}\left(\left\|(f, g) ; \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)\right\| .\right.
\end{align*}
$$

(6.8) and (6.9), together with Lemma 4.6, lead to

$$
\begin{align*}
& \left\|U ; \mathcal{D}^{l} H\left(\Omega_{R-1}\right)\right\| \leq\left\|U ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\| \\
& \leq C\left(R^{2}\left|H_{\infty}\right|+R\left|a-a_{\infty}\right|+\left\|\tilde{u}-\tilde{u}_{\infty} ; \mathcal{D}_{\bar{\varepsilon}}^{l} W(\Omega)\right\|\right)  \tag{6.10}\\
& \leq C e^{-(\beta-\varepsilon) R}\left\|(f, g) ; \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)\right\|
\end{align*}
$$

where $\varepsilon$ in dependence of $\bar{\varepsilon}$ can be chosen arbitrarily small. Now we rewrite the difference $u-u^{R}$ in $\Omega_{R}: u-u^{R}=u-u_{\infty}+u_{\infty}-u^{R}$. Then $U^{R}=u_{\infty}-u^{R} \in$ $\mathcal{D}_{l}^{l} V\left(\Omega_{R}, \partial \Gamma_{R}\right)$. Moreover, due to (6.2) and (6.7), $U^{R}$ solves the problem

$$
\left(S U^{R}, D U^{R}\right)=(0,0) \text { in }\left(\Omega_{R}, \partial \Omega(R)\right), \text { and } F U^{R}=F \tilde{u}_{\infty} \text { on } \Gamma_{R}, \int_{G_{0}} P^{R} \mathrm{~d} x=0
$$

We apply Theorem 5.1 and gain

$$
\begin{aligned}
\left\|U^{R} ; \mathcal{D}^{l} H\left(\Omega_{R-1}\right)\right\| & \leq C\left\|U^{R} ; \mathcal{D}_{l}^{l} V\left(\Omega_{R}\right)\right\| \\
& \leq C R^{2}\left\|F \tilde{u}_{\infty} ; \mathcal{R}_{l}^{l} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)\right\| \\
& \leq C R^{2}\left\|\tilde{u}_{\infty} ; \mathcal{D}_{l}^{l} V\left(\mathcal{O}_{\epsilon}\left(\Gamma_{R}\right), \partial \Gamma_{R}\right)\right\| \leq C e^{-\beta R} R^{2}\left\|\tilde{u}_{\infty} ; \mathcal{D}_{\beta}^{l} W(\Omega)\right\| \\
& \leq C e^{-\beta R} R^{2}\left(\left|H+H_{\infty}\right|+\left\|\chi_{R}(f, g) ; \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)\right\|\right) \\
& \leq C e^{-(\beta-\varepsilon) R}\left(|H|+\left\|(f, g) ; \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)\right\|\right)
\end{aligned}
$$

which, together with (6.10), proves the theorem.
Remark 6.2. We outline that estimate (6.4) does not imply that $\| u^{R} ; H^{l+1}\left(\Omega_{R}\right)^{3} \times$ $H^{l}\left(\Omega_{R}\right) \|$ remains bounded as $R \rightarrow \infty$, of course.

The estimate (6.4) can also be proved with small modifications for $\| u-u^{R}$; $\mathcal{D}_{l, \bar{\beta}}^{l} \mathbb{W}\left(\Omega_{R}, \partial \Gamma_{R}\right) \|$ with $0<\bar{\beta}<\beta$. Here the $\mathcal{D}_{l, \bar{\beta}}^{l} V\left(\Omega_{R}, \partial \Gamma_{R}\right)$ means that the weight $\rho(x)$ for spaces $V_{l}^{l}\left(\Omega_{R}, \partial \Gamma_{R}\right)$ is multiplied by $e^{\bar{\beta} \bar{z}}$. In this case we obtain

$$
\left\|u-u^{R} ; \mathcal{D}_{l, \bar{\beta}}^{l} V\left(\Omega_{R}, \partial \Gamma_{R}\right)\right\| \leq C e^{-(\beta-\bar{\beta}-\varepsilon) R}\left(\left\|(f, g) ; \mathcal{R}_{\beta}^{l} W(\Omega, \partial \Omega)\right\|+|H|\right)
$$

7. Approximation for $L^{2}$-data. As already mentioned, it is possible to treat the problem

$$
\begin{equation*}
-\Delta v+\nabla p=f, \quad \operatorname{div} v=0 \text { in } \Omega, \quad v=0 \text { on } \partial \Omega \tag{7.1}
\end{equation*}
$$

within the theory of $H^{l}$ spaces, at least for $v$. Since $p$ is unique up to a constant, we only obtain estimates for $\nabla p$, of course. The following result is well known (see [40, p. 84]).

Theorem 7.1 (weak solutions with zero fluxes). Let $\Omega \subset \mathbf{R}^{3}$ be a domain with $J$ cylindrical outlets as in the previous chapter and with $\partial \Omega$ of class $C^{l+2}$ for some $l \in \mathbf{N}$. For every $f \in H^{l-1}(\Omega)^{3}$ there exists a unique solution $(v, \nabla p)$ of (7.1) with $\nabla v \in L^{2}(\Omega)$. The following estimate holds true:

$$
\begin{equation*}
\left\|v ; H^{l+1}(\Omega)^{3}\right\|+\left\|\nabla p ; H^{l-1}(\Omega)^{3}\right\| \leq C\left\|f ; H^{l-1}(\Omega)^{3}\right\| \tag{7.2}
\end{equation*}
$$

where $C$ is a constant independent of $f$.
By means of the divergence theorem, it is easy to see that the solutions of Theorem 7.1 produce no flux through the outlet $Q_{j}$. With the help of the Poiseuille flow $u^{j 1}$ we construct a flux carrier (a divergence-free vector field $v_{0}$ with zero trace), which drives a constant prescribed flux $H_{j}$ through the outlet $Q_{j}$ in the following way. Suppose $v_{0}$ is such a flux carrier; then for every $T>0$

$$
\sum_{j=1}^{J} H_{j}=\int_{\Gamma_{T}} \nu^{\top} \cdot v_{0} \mathrm{~d} o=\int_{\Omega_{T}} \operatorname{div} v_{0} \mathrm{~d} x=0
$$

Therefore, $\sum_{j} H_{j}=0$ is a necessary (and physically sensible) condition. Let $\chi_{j}$, $j=1, \ldots, J$ be the cut-off functions as in Lemma 1.4, and $u^{j 1}$ the Poiseuille flow corresponding to the cylinder $\Pi_{j}=\omega_{j} \times \mathbf{R}$. Then $g_{0}=\operatorname{div} \sum_{j}\left(H_{j} \chi_{j} v^{j 1}\right)=$ $\sum H_{j}\left(\nabla \chi_{j}\right) v^{j 1} \in \stackrel{\circ}{H}{ }^{1}\left(\Omega_{R_{0}}\right)$ for a suitable $R_{0}>0$. Moreover,

$$
\int_{\Omega_{R_{0}}} g_{0} \mathrm{~d} x=\sum_{j} \int_{\omega_{j}} \mathrm{e}_{z_{j}}^{\top} \cdot v^{j 1}\left(y_{j}, R_{0}\right) \mathrm{d} y_{j}=\sum_{j=1}^{J} H_{j}=0
$$

Hence, by using the result of [5] once more, we find $w_{0} \in \stackrel{\circ}{H^{2}}\left(\Omega_{R_{0}}\right)^{3}$ with $\operatorname{div} w_{0}=g_{0}$. We remember the notation $\mathcal{U}^{1}=\left(\chi_{1} u^{11}, \ldots, \chi_{J} u^{J 1}\right)$, where the columns $u^{j 1}$ again denote the Poiseuille flow through the outlet $Q_{j}$. If we put

$$
u_{0}=\binom{v_{0}}{p_{0}}=\mathcal{U}^{1} \cdot H+\binom{w_{0}}{0}, \quad H=\left(H_{1}, \ldots, H_{J}\right)
$$

we obtain $\operatorname{div} v_{0}=0$ in $\Omega, v_{0}=0$ on $\partial \Omega$, and $-\Delta v_{0}+\nabla p_{0}=f_{0} \in L^{2}(\Omega)^{3}$ with compact support in $\Omega_{R_{0}}$. Moreover, from the construction of $w_{0}$, the following estimate follows:

$$
\begin{equation*}
\left\|f_{0} ; L^{2}(\Omega)\right\| \leq C \sum_{j}\left|H_{j}\right| \tag{7.3}
\end{equation*}
$$

We find a solution $u=u_{0}+\tilde{u}$ to the problem (7.1) such that $u$ has prescribed flux $H_{j}$ through the outlet $Q_{j}$. If we apply Theorem 7.1 to the problem

$$
\begin{equation*}
-\Delta \tilde{v}+\nabla \tilde{p}=f-f_{0}, \quad \operatorname{div} \tilde{v}=0 \text { in } \Omega, \quad \tilde{v}=0 \text { on } \partial \Omega, \tag{7.4}
\end{equation*}
$$

we can formulate the following result.
Corollary 7.2. Let $\Omega \subset \mathbf{R}^{3}$ be as in Theorem 7.1. For every $f \in L^{2}(\Omega)^{3}$, $H \in \mathbb{C}^{J}$ with $\sum_{j} H_{j}=0$ we obtain a solution $u$ to the problem (7.1) with flux $H_{j}$ through $Q_{j}$ in the form $u=u_{0}+\tilde{u}$. Here $\tilde{u}$ is uniquely determined up to a constant in pressure and fulfills the following estimate:

$$
\begin{equation*}
\left\|\tilde{v}, H^{2}(\Omega)^{3}\right\|+\left\|\nabla \tilde{p} ; L^{2}(\Omega)^{3}\right\| \leq C\left(\left\|f ; L^{2}(\Omega)^{2}\right\|+\sum_{j=1}^{J}\left|H_{j}\right|\right) \tag{7.5}
\end{equation*}
$$

The last result of this treatment concerns the approximation of the solutions obtained by Corollary 7.2.

THEOREM 7.3. Let $\Omega \subset \mathbf{R}^{3}$ be a domain with $J$ cylindrical outlets, $\partial \Omega \in C^{3}$. For $f \in L^{2}(\Omega)^{3}, H \in \mathbb{C}^{j}$ with $\sum_{j=1}^{J} H_{j}=0$ let $u$ be the solution of Corollary 7.2 to the problem (7.1) with flux $H_{j}$ through $Q_{j}$. For $R>R_{0}$, let $u^{R} \in H^{2}\left(\Omega_{R}\right)^{3} \times H^{1}\left(\Omega_{R}\right)$ be a solution to the approximation problem

$$
\begin{gather*}
-\Delta v^{R}+\nabla p^{R}=\left.f\right|_{\Omega_{R}}, \quad \operatorname{div} v^{R}=0 \text { in } \Omega_{R}  \tag{7.6}\\
v^{R}=0 \text { on } \partial \Omega(R), \quad F u^{R}=F\left(\mathcal{U}^{1} \cdot H\right) \text { on } \Gamma_{R} \tag{7.7}
\end{gather*}
$$

Then $\left\|v-v^{R} ; H^{2}\left(\Omega_{R-\varepsilon}\right)^{3}\right\|+\left\|\nabla p-\nabla p^{R} ; L^{2}\left(\Omega_{R-\varepsilon}\right)^{3}\right\| \rightarrow 0$ with $R \rightarrow \infty$ for every $\varepsilon>0$.

Proof. The existence of $u^{R}$, uniquely determined up to a constant in pressure, was already proved in Theorem 4.2. Since $\sum_{j} H_{j}=0$, it is not necessary now to introduce the "artificial" flux $H_{\infty}$, as in Theorem 6.1. We apply Corollary 5.3 to $u-u^{R}$. By Corollary $7.2, F\left(u-u^{R}\right)=F \tilde{u}$, the proof of Theorem 7.1 yields $\int_{\Gamma_{R, j}} \nu^{\top} \cdot F \tilde{u}=0$ for $j=1, \ldots, J$. Therefore (5.24), the trace estimates, and Lemma 4.6 lead to

$$
\begin{aligned}
& \left\|v-v^{R} ; H^{2}\left(\Omega_{R-\varepsilon}\right)^{3}\right\|+\left\|\nabla p-\nabla p^{R} ; L^{2}\left(\Omega_{R-\varepsilon}\right)^{3}\right\| \\
& \leq C\left\|F \tilde{u} ; \mathcal{R}_{1}^{1} V\left(\Gamma_{R}, \partial \Gamma_{R}\right)\right\| \\
& \leq C\left\|\tilde{v} ; \mathcal{D}_{1}^{1} V\left(\Omega_{R} \backslash \Omega_{R-\varepsilon}\right)\right\| \leq\left\|\tilde{v} ; H^{2}\left(\Omega_{R} \backslash \Omega_{R-\varepsilon}\right)^{3}\right\| .
\end{aligned}
$$

Here we observe that the mixed boundary condition depends only on the velocity part, not on the pressure. Since $\tilde{v} \in H^{2}\left(\Omega_{R}\right)^{3}$, the right-hand side of the last inequality tends to 0 , as $R \rightarrow \infty$, which proves the theorem.

Remark 7.4. It is possible to formulate these results also in $H^{l}$-spaces for arbitrary $l \in \mathbf{N}$. Then in the formulation of the approximation problem, $f$ has to be replaced by $\chi_{R} f$, like in Theorem 6.1. However, the corresponding results of Corollary 1.2 need a more detailed and technical discussion of the solution $w_{0}$ to the divergence equation; we therefore omit this part.

As already mentioned, without more specified assumptions on the decay properties of $f$, it is not possible to fix the order of convergence of $u-u^{R}$. But it is possible to refine the estimates after calculating how, for example, the property $f \mathfrak{z}^{\gamma} \in L^{2}(\Omega)^{3}$, $\gamma>0$ influences the asymptotic behavior of $u$. This requires other tools than those explained in section 1.2 and will be done in a forthcoming paper.
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#### Abstract

For each $r \in \mathbb{N}$, we construct a family of bivariate orthogonal wavelets with compact support that are nonseparable and have vanishing moments of order $r$ or less. The starting point of the construction is a scaling function that satisfies a dilation equation with special coefficients and a special dilation matrix $M$ : the coefficients are aligned along two adjacent rows, and $|\operatorname{det}(M)|=2$. We prove that if $M^{2}= \pm 2 I$, e.g., $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ or $M=\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$, then the smoothness of the wavelets improves asymptotically by $1-\frac{1}{2} \log _{2} 3 \approx 0.2075$ when $r$ is incremented by 1 . Hence they can be made arbitrarily smooth by choosing $r$ large enough.
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1. Introduction. Since the introduction by Daubechies [7] of compactly supported orthogonal wavelet bases in $\mathbb{R}^{1}$ with arbitrarily high smoothness, various new wavelet bases (often with specially tailored properties) have been constructed and applied successfully in image processing, numerical computation, statistics, etc. Many of these applications, such as image compression, employ wavelet bases in $\mathbb{R}^{2}$. Virtually all of these bases are separable; that is, the bivariate basis functions are simply tensor products of univariate basis functions. A separable wavelet basis is easy to construct and simple to study, for it inherits features of the corresponding wavelet basis in $\mathbb{R}^{1}$, such as smoothness and support size. Separable wavelet transforms are easy to implement.

Nevertheless, separable bases have a number of drawbacks. Because they are so special, they have very little design freedom. Furthermore, separability imposes an unnecessary product structure on the plane, which is artificial for natural images. For example, the zero set of a separable scaling function contains horizontal and vertical lines. This "preferred directions" effect can create unpleasant artifacts that become obvious at high image compression ratios. Nonseparable wavelet bases offer the hope of a more isotropic analysis $[6,12,15]$.

Despite the success in constructing univariate orthogonal and multivariate biorthogonal wavelet bases with arbitrarily high smoothness, a general theory of smooth multivariate orthogonal nonseparable wavelets is not currently available, and only a few such constructions have been published. Gröchenig and Madych [9] constructed several nonseparable Haar-type scaling functions in $\mathbb{R}^{n}$, which are discontinuous indicator functions of (often fractal-like) compact sets. Cohen and Daubechies [6] used the univariate construction [7] to produce nonseparable scaling functions with higher accuracy, which are not continuous, as proved by Villemoes [16]. Continuous nonseparable scaling functions were constructed by Kovačević and Vetterli [12], and recently by He and Lai [10], but none of these functions is differentiable.

[^35]In this paper we present a new family of arbitrarily smooth, orthogonal, nonseparable wavelet bases in $\mathbb{R}^{2}$. Our construction follows the standard multiresolution analysis (MRA) approach [8, 13, 14]: it focuses on a scaling function that solves a dilation (or refinement) equation with special coefficients and a special dilation matrix $M$ with $|\operatorname{det}(M)|=2$. Such dilation matrices make a popular "laboratory case," partly because the MRA involves only one wavelet [4, 6, 12, 15]. The wavelet is easy to construct from the scaling function and has the same smoothness, so we deal mainly with the scaling function.

The coefficients in the dilation equation, called scaling coefficients, determine the properties of the scaling function. To construct a scaling function usually means to find its scaling coefficients. We characterize completely the set of two-row scaling coefficients that produce nonseparable orthogonal scaling functions with arbitrarily high accuracy. We show that our construction can produce scaling functions of any desired smoothness for the special dilation matrix $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$.

The paper is organized as follows. In section 2 we introduce some basic notions and assumptions and state our two main results: the first describes the scaling coefficients; the second determines the smoothness of the scaling function. In section 3 we formulate and solve the equations that the scaling coefficients must satisfy in order for the scaling function to be orthogonal and accurate. In section 4 we prove the smoothness result. In section 5 we plot some of the new scaling functions and explain how our results can be formulated for dilation matrices other than $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$.

Note. After submitting this paper, the authors learned about related independent results by Ayache [1], who recently constructed arbitrarily smooth nonseparable orthogonal wavelets by perturbing the separable wavelets for dilation $\left(\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right)$.
2. Preliminaries and main results. Let $M$ be an expanding $2 \times 2$ matrix with integer entries such that $|\operatorname{det}(M)|=2$. The key ingredients to an MRA with such a dilation matrix $M$ are two functions: a scaling function $\phi$ and a wavelet $\psi$. The scaling function $\phi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfies a dilation equation (refinement equation) of the form

$$
\begin{equation*}
\phi(\mathbf{x})=2 \sum_{\mathbf{n} \in \mathbb{Z}^{2}} c_{\mathbf{n}} \phi(M \mathbf{x}-\mathbf{n}), \quad \text { where } \quad \sum_{\mathbf{n} \in \mathbb{Z}^{2}} c_{\mathbf{n}}=1 \tag{2.1}
\end{equation*}
$$

The numbers $c_{\mathbf{n}}$ are the scaling coefficients (low-pass filter coefficients) of $\phi(\mathbf{x})$. We assume that they are real and that $c_{\mathbf{n}} \neq 0$ for only finitely many $\mathbf{n} \in \mathbb{Z}^{2}$ (ensuring that $\phi(\mathbf{x})$ has compact support). A convenient way to work with the scaling coefficients as a whole is to consider the coefficient mask ( $z$-transform)

$$
C(z, w):=\sum_{(m, n) \in \mathbb{Z}^{2}} c_{(m, n)} z^{m} w^{n}, \quad \text { where }(z, w) \in \mathbb{C}^{2}
$$

Note that $C(1,1)=1$. The symbol (frequency response) of (2.1) is

$$
m\left(\omega_{1}, \omega_{2}\right):=C\left(e^{i \omega_{1}}, e^{i \omega_{2}}\right)
$$

Denote $M^{\mathrm{T}}$ by $W$. The mask is said to satisfy Cohen's criterion [16, p. 181] if there exists a compact fundamental domain $\Omega$ of the lattice $2 \pi \mathbb{Z}^{2}$ with the property

$$
\begin{equation*}
m\left(W^{-j} \omega\right) \neq 0 \quad \text { for all } j \geq 1 \text { and for all } \omega \in \Omega \tag{2.2}
\end{equation*}
$$

An important task in wavelet theory is to relate the properties of the scaling function $\phi(\mathbf{x})$ to the properties of the coefficient mask $C(z, w)$. Our goal is to find
coefficients in (2.1) that produce a scaling function with two important properties: orthogonality and accuracy.

A scaling function $\phi(\mathbf{x}) \in L^{2}\left(\mathbb{R}^{2}\right)$ is called orthogonal if the set of its lattice translates $\left\{\phi(\mathbf{x}-\mathbf{k}): \mathbf{k} \in \mathbb{Z}^{2}\right\}$ is orthogonal. The following orthogonal coefficients condition is necessary for $\phi(\mathbf{x})$ to be orthogonal:

$$
\begin{equation*}
2 \sum_{\mathbf{n} \in \mathbb{Z}^{2}} c_{\mathbf{n}} c_{\mathbf{n}+M \mathbf{k}}=\delta_{\mathbf{0}, \mathbf{k}} \quad \text { for all } \mathbf{k} \in \mathbb{Z}^{2} \tag{2.3}
\end{equation*}
$$

where $\delta_{\mathbf{m}, \mathbf{k}}$ is the Kronecker symbol. The condition (2.3) becomes sufficient if, in addition, the scaling coefficients satisfy Cohen's criterion (2.2). The coefficient mask $C(z, w)$ is called orthogonal if (2.3) holds.

A scaling function $\phi(\mathbf{x})$ is said to have accuracy (regularity) $r$ if the space of the infinite linear combinations of $\left\{\phi(\mathbf{x}-\mathbf{k}): \mathbf{k} \in \mathbb{Z}^{2}\right\}$ contains all polynomials of degree $r-1$ or less. In this case the coefficient mask $C(z, w)$ is said to have accuracy $r$ as well. (How the accuracy of $\phi$ relates to $C(z, w)$ is explained in the next section.) Accuracy is a desirable property in many applications; for example, in image processing it implies that the polynomial components of the filtered signal will not "leak" into the high-pass band, which improves compression.

In this paper we measure the smoothness of a real bivariate function $\phi$ by its Hölder exponent (there are alternative regularity measures, such as the Sobolev exponent). Let $s=m+\gamma$, where $0 \leq \gamma<1$ and $m$ is a nonnegative integer. Then we say that $\phi(\mathbf{x}) \in C^{s}$ if for each partial derivative $D^{\alpha} \phi(\mathbf{x})$, where $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ and $\alpha_{1}+\alpha_{2} \leq m$, there is a constant $c>0$ such that $\left|D^{\alpha} \phi(\mathbf{x})-D^{\alpha} \phi(\mathbf{y})\right| \leq c|\mathbf{x}-\mathbf{y}|^{\gamma}$ for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{2}$. If the Fourier transform $\widehat{\phi}(\omega)$ of $\phi(\mathbf{x})$ satisfies

$$
|\widehat{\phi}(\omega)| \leq c \cdot\left(1+\left|\omega_{1}\right|\right)^{-s-1-\epsilon}\left(1+\left|\omega_{2}\right|\right)^{-s-1-\epsilon}
$$

for some constants $c>0$ and $\epsilon>0$, then $\phi(\mathbf{x}) \in C^{s}$. It is usually harder to estimate the smoothness of a scaling function than its accuracy.

The autocorrelation (product filter) of a real polynomial $F\left(z_{1}, z_{2}\right)$ is defined to be

$$
\mathcal{P}_{F}\left(z_{1}, z_{2}\right):=F\left(z_{1}, z_{2}\right) F\left(z_{1}^{-1}, z_{2}^{-1}\right)
$$

The polynomial $F$ is called a spectral factor of $\mathcal{P}_{F}$. Note that $\mathcal{P}_{F}\left(e^{i \omega_{1}}, e^{i \omega_{2}}\right)=$ $\left|F\left(e^{i \omega_{1}}, e^{i \omega_{2}}\right)\right|^{2}$ and is therefore always real and nonnegative. Conversely, the FèjerRiesz theorem [7] ensures that every real-valued nonnegative univariate trigonometric polynomial $P\left(e^{i \omega_{1}}\right)$ can be factored (nonuniquely) as $\left|F\left(e^{i \omega_{1}}\right)\right|^{2}$. In most cases the spectral factor $F$ can only be computed numerically. (Strang and Nguyen [15, p. 157] review several spectral factorization methods.)

Spectral factorization is a key technique in univariate orthogonal wavelet theory. Daubechies [7] constructed orthogonal univariate wavelets of arbitrarily high accuracy by deriving an analytic formula for the autocorrelation of the coefficient mask; the scaling coefficients themselves must be computed numerically. Theorem 2.1 is a similar result in a special bivariate setting.

The main difficulty in constructing bivariate nonseparable smooth wavelets is that some key univariate techniques, such as polynomial factorization, do not generalize to the bivariate case. The Fèjer-Riesz theorem is one of them: e.g., $2+\cos \left(\omega_{1}\right)+\cos \left(\omega_{2}\right)$ is real and nonnegative; yet it cannot be factored as $\left|F\left(e^{i \omega_{1}}, e^{i \omega_{2}}\right)\right|^{2}$. One approach to nonseparable orthogonal wavelets is to solve the accuracy and orthogonality conditions for a specific arrangement of unknown scaling coefficients. Unfortunately, the resulting
system of linear and quadratic equations can only be solved (even numerically) when the number of coefficients is rather small. (Kovačević and Vetterli [12] placed the 8 nonzero coefficients in the $\because:$ • pattern; He and Lai [10] used a $4 \times 4$ mask.) Another approach to nonseparable wavelets, which we adopt here, is to study special cases of (2.1) and derive the scaling coefficients explicitly.

Our construction employs a special coefficient mask for a particular dilation matrix (generalizations are discussed in section 5). First, we fix the dilation matrix

$$
M=\left(\begin{array}{ll}
0 & 2 \\
1 & 0
\end{array}\right)
$$

The property $M^{2}=2 I$ will be useful in the proof of Theorem 2.2 . Next, we restrict the placement of the nonzero scaling coefficients in (2.1) to two adjacent rows in the first quadrant. That is, $\operatorname{supp} c:=\left\{\mathbf{n} \in \mathbb{Z}^{2}: c_{\mathbf{n}} \neq 0\right\} \subseteq\{0, \ldots, N\} \times\{0,1\}$ for some $N \in \mathbb{N}$. As a result, the coefficient mask has the form

$$
\begin{equation*}
C(z, w)=A(z)+w B(z) \tag{2.4}
\end{equation*}
$$

where $A(z)$ and $B(z)$ are polynomials of one complex variable. The theorems below do not generalize easily to masks with more than two rows.

Observe that $A(1)+B(1)=C(1,1)=1$, so it is impossible that $A(1)=B(1)=0$. Therefore, we assume that $A(1) \neq 0$, for we can always achieve it by a suitable change of variables in (2.1), as explained at the end of section 3. Furthermore, we assume that $B(0) \neq 0$. Cohen and Daubechies [6] noted that if $B(z) \equiv 0$ (that is, if the scaling coefficients are aligned along a single horizontal line), then the scaling function is separable. A simple but important example of such a one-row mask is the Haar coefficient mask

$$
\begin{equation*}
H(z):=\frac{1}{2}(1+z) \tag{2.5}
\end{equation*}
$$

The corresponding separable scaling function is the indicator of the unit square.
Our first theorem gives the necessary conditions for a two-row coefficient mask to produce a nonseparable orthogonal scaling function of arbitrarily high accuracy. The proof is in section 3.

Theorem 2.1. Let $\phi(\mathbf{x})$ satisfy the dilation equation (2.1) with dilation $M=$ $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ and coefficient mask $C(z, w)=A(z)+w B(z)$, where $A(1) \neq 0$ and $B(0) \neq 0$. Let $r \in \mathbb{N}$ and let $\nu$ be an odd integer with $\nu \geq \operatorname{deg} A$. If the scaling function $\phi(\mathbf{x})$ is orthogonal and has accuracy $r+1$, then the polynomials $A(z)$ and $B(z)$ have the form

$$
\begin{align*}
z^{\nu} A\left(z^{-1}\right) & =H^{r}(z) L(z) S\left(z^{2}\right)  \tag{2.6}\\
B(z) & =H^{r}(z) L(-z) Q\left(z^{2}\right) H^{2 r}(-z), \tag{2.7}
\end{align*}
$$

where $L(z), S(z)$, and $Q(z)$ are any polynomials that satisfy

$$
\begin{align*}
\mathcal{P}_{S}\left(z^{2}\right) & =1-\left(\frac{1-z^{2}}{4}\right)^{r}\left(\frac{1-z^{-2}}{4}\right)^{r} \mathcal{P}_{Q}\left(z^{2}\right),  \tag{2.8}\\
\mathcal{P}_{L}(z) & =\sum_{j=0}^{r-1}\binom{r+j-1}{j}\left(\frac{1-u}{2}\right)^{j}+(1-u)^{r} u R\left(u^{2}\right), \quad u:=\frac{1}{2}\left(z+z^{-1}\right),  \tag{2.9}\\
S(1) & =L(1)=1, Q(1)=(-1)^{r} L(-1), \quad \text { and } \quad L(0) Q(0) \neq 0 \tag{2.10}
\end{align*}
$$

and $R(z)$ is an arbitrary polynomial.

Remark. The converse of Theorem 2.1 holds if, in addition to (2.6)-(2.10), the mask $C(z, w)$ satisfies Cohen's criterion (2.2).

Theorem 2.1 suggests the following procedure for obtaining the coefficients of $C(z, w)$ :
(i) Choose polynomials $Q$ and $R$ so that the right-hand sides of (2.8)-(2.9) are nonnegative along the unit circle $|z|=1$ (thus ensuring that the next step can be performed).
(ii) Using some spectral factorization method, make a list of all polynomials $S$ and $L$ that satisfy (2.8)-(2.10). Choose a specific pair. (Observe that if $R=0$, then the polynomial $L$ is one of the univariate orthogonal coefficients masks with accuracy $r$ constructed by Daubechies [7].)
(iii) Substitute $L, S$, and $Q$ in (2.6)-(2.7) and expand. Choose an odd $\nu \geq \operatorname{deg} A$.

Note that the choices in step (ii) are not unique. Unlike the univariate case, there is no obvious way to single out a "minimal phase" coefficient mask $C(z, w)$.

The minimal degree of $A(z)$ and $B(z)$ in Theorem 2.1 is $4 r-1$ and is achieved if

$$
\begin{equation*}
Q(z)=\text { const }=(-1)^{r} L(-1), \quad R(z)=\text { const }=0, \quad \text { and } \quad \nu=4 r-1 \tag{2.11}
\end{equation*}
$$

There are $2^{1+2\lfloor r / 2\rfloor}$ coefficient masks $C(z, w)$ that satisfy the conditions (2.11) and $A(0) \neq 0$ in addition to the conditions in Theorem 2.1. Denote the set of those masks by $\mathcal{C}_{r+1}$. Every $C(z, w)$ in $\mathcal{C}_{r+1}$ produces a scaling function $\phi(\mathbf{x})$ with accuracy $r+1$. Denote the set of those scaling functions by $\Phi_{r+1}$.

Our second theorem states that all functions in $\Phi_{r+1}$ are compactly supported orthogonal nonseparable scaling functions that can be made arbitrarily smooth by choosing the accuracy $r+1$ large enough. The proof is in section 4.

Theorem 2.2. Let $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ and let $\phi \in \Phi_{r+1}$. Then
(i) $\phi$ is an orthogonal scaling function with accuracy $r+1$;
(ii) $\operatorname{supp} \phi \subseteq[0,4 r+1] \times[0,4 r]$;
(iii) $\phi$ is nonseparable;
(iv) if $r \geq 5$, then $\phi \in C^{r-\mu_{r}-2}$, where

$$
\mu_{r}:=\frac{1}{2} \log _{2}\left(\sum_{j=0}^{r-1}\binom{r+j-1}{j}\left(\frac{3}{4}\right)^{j}\right) .
$$

Furthermore,

$$
\begin{equation*}
r-\mu_{r}>\left(1-\frac{1}{2} \log _{2} 3\right) r+\frac{1}{2} \log _{2} 3 \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{r-\mu_{r}-2}{r}=1-\frac{1}{2} \log _{2} 3 \approx 0.2075 \tag{2.13}
\end{equation*}
$$

Remark. As in the univariate case, the statements (2.12)-(2.13) guarantee the existence of orthogonal wavelets of any desired smoothness. In particular, $\Phi_{5+1} \subset C^{0}$, $\Phi_{9+1} \subset C^{1}$, and $\Phi_{13+1} \subset C^{2}$. The smoothness estimate $\phi \in C^{r-\mu_{r}-2}$ applies to all $\phi$ in $\Phi_{r+1}$ uniformly and is not sharp. Lemma 5.1 provides sharper smoothness estimates for individual functions in $\Phi_{r+1}$, involving numerical computations.

If $\phi(\mathbf{x})$ is an orthogonal scaling function, then its associated wavelet $\psi(\mathbf{x})$ has the form

$$
\psi(\mathbf{x})=2 \sum_{\mathbf{n} \in \mathbb{Z}^{2}} d_{\mathbf{n}} \phi(M \mathbf{x}-\mathbf{n}) .
$$



Fig. 2.1. The quincunx and the column sublattice.

Obviously, the wavelet $\phi$ has the same smoothness as the scaling function $\phi$. It is known that if the wavelet coefficients (high-pass filter coefficients) $d_{\mathbf{n}}$ are given by

$$
d_{\mathbf{n}}=(-1)^{n_{1}} c_{\mathbf{e}-\mathbf{n}}, \quad \text { where } \mathbf{n}=\left(n_{1}, n_{2}\right) \text { and } \mathbf{e}=(1,0),
$$

then the wavelet $\psi(\mathbf{x})$ is orthogonal to $\left\{\phi(\mathbf{x}-\mathbf{k}): \mathbf{k} \in \mathbb{Z}^{2}\right\}$, and its lattice translates and dilates form an orthogonal basis of $L^{2}\left(\mathbb{R}^{2}\right)[13,14]$.

Although Theorems 2.1 and 2.2 are formulated for $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$, they can be generalized [2] to other expanding matrices with integer entries and $|\operatorname{det}(M)|=2$. Each such matrix transforms the lattice $\mathbb{Z}^{2}$ into three types of sublattices: the quincunx, the column sublattice (see Figure 2.1), and the row sublattice (the row sublattice is merely a transpose of the column sublattice).

The accuracy and the orthogonality conditions depend only on the sublattice type and not on the dilation matrix, as we shall see in section 3. Therefore, Theorem 2.1 still holds if $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ is replaced by any other expanding integral matrix $M$ that generates the column sublattice $2 \mathbb{Z} \times \mathbb{Z}$, such as $\left(\begin{array}{cc}0 & -2 \\ 1 & 0\end{array}\right)$. If $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ is replaced by the quincunx matrix $\left(\begin{array}{rr}1 & -1 \\ 1 & 1\end{array}\right)$, or any other matrix that generates the quincunx lattice, such as $\left(\begin{array}{ll}1 & 1 \\ 1 & -1\end{array}\right)$, then $A(z)+w B(z)$ must be replaced by $A(z)+w z B(z)$, as we shall see at the end of section 5 .

In contrast, the smoothness of the scaling function does depend on the dilation matrix. Theorem 2.2 can be extended to any dilation $M$ with the properties $M^{2}=$ $\pm 2 I$, such as $\left(\begin{array}{rr}0 & -2 \\ 1 & 0\end{array}\right)$ or $\left(\begin{array}{ll}1 & 1 \\ 1 & -1\end{array}\right)$. Although the quincunx matrix $\left(\begin{array}{cc}1 & -1 \\ 1 & 1\end{array}\right)$ has often been used in nonseparable constructions, the authors know of no scaling functions that are both differentiable and orthogonal with respect to the quincunx matrix; it is quite possible that $\left(\begin{array}{rr}1 & -1 \\ 1 & 1\end{array}\right)$ admits no such scaling functions at all.
3. Accuracy and orthogonality conditions. In this section we prove Theorem 2.1. First, we study how the accuracy and the orthogonality of the scaling function restrict the scaling coefficients. Then, we derive the formulas (2.6)-(2.10). Recall that $H(z)=\frac{1}{2}(1+z)$.

Accuracy. The accuracy of the scaling function $\phi$ has many equivalent formulations, such as the vanishing moments condition for the wavelet $\left(\int \mathbf{x}^{\alpha} \psi(\mathbf{x}) d \mathbf{x}=0\right.$, $|\alpha|<r)$ or the "sum rules" on the coefficients $c_{\mathbf{n}}$ [4]. Here, we prefer to work with the sum rules. Applied to our dilation matrix $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$, a general result by Cabrelli, Heil, and Molter [4] states that an orthogonal scaling function $\phi$ has accuracy $r$ if and only if its coefficient mask $C(z, w)$ satisfies the following accuracy condition:

$$
\begin{equation*}
\frac{\partial^{p+q}}{\partial z^{p} \partial w^{q}} C(-1,1)=0 \quad \text { for all } p, q \geq 0 \text { with } p+q<r \tag{3.1}
\end{equation*}
$$

Observe that the analogous condition for a univariate polynomial $C(z)$ implies the factorization $C(z)=(1+z)^{r} Q(z)$ for some $Q(z)$. Unfortunately, bivariate polynomials $C(z, w)$ cannot be described in such a simple way. (This fact is one of the main
obstacles in studying nonseparable bivariate wavelets.) Nevertheless, the accuracy condition (3.1) takes on a simple form for our special two-row mask $C(z, w)$.

Lemma 3.1. Let $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$. The dilation equation (2.1) with coefficient mask $C(z, w)=A(z)+w B(z)$ has accuracy $r+1$ if and only if

$$
\begin{gather*}
A(z)=H^{r}(z) A_{0}(z), \quad B(z)=H^{r}(z) B_{0}(z),  \tag{3.2}\\
A_{0}(-1)+B_{0}(-1)=0 \tag{3.3}
\end{gather*}
$$

Proof. It is easy to check that (3.2)-(3.3) imply (3.1). We now prove the converse. By taking $q=0$ in (3.1), we obtain $A^{(p)}(-1)+B^{(p)}(-1)=0$ for all $0 \leq p \leq r$. By taking $q=1$, we obtain $B^{(p)}(-1)=0$ for all $0 \leq p \leq r-1$. These conditions imply $A^{(p)}(-1)=0$ for all $0 \leq p \leq r-1$. Hence $A(z)=H^{r}(z) A_{0}(z)$ and $B(z)=H^{r}(z) B_{0}(z)$. Finally, $A^{(r)}(-1)+B^{(r)}(-1)=0$ yields $A_{0}(-1)+B_{0}(-1)=0$.

Note that, unlike the univariate case, here accuracy $r+1$ corresponds to $r$ Haar factors plus one extra condition (3.3).

Orthogonality. If $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$, the orthogonality condition (2.3) is equivalent to

$$
\mathcal{P}_{C}(z, w)+\mathcal{P}_{C}(-z, w)=1
$$

For the special two-row coefficient mask (2.4), this condition splits further into the following two conditions imposed on the polynomials $A$ and $B$ :

$$
\begin{array}{r}
\mathcal{P}_{A}(z)+\mathcal{P}_{A}(-z)+\mathcal{P}_{B}(z)+\mathcal{P}_{B}(-z)=1 \\
A\left(z^{-1}\right) B(z)+A\left(-z^{-1}\right) B(-z)=0 \tag{3.5}
\end{array}
$$

Remark. The second condition means that $A\left(z^{-1}\right) B(z)$ contains no even powers of $z$. Therefore, $\operatorname{deg} A$ must be odd if $B(0) \neq 0$.

The main task in the remainder of this section is to solve (3.2)-(3.5) for the unknown polynomials $A$ and $B$. Observe that (3.2)-(3.3) are linear and that (3.4)(3.5) are quadratic.

First, we investigate (3.5).
Lemma 3.2. For every polynomial $p(z)=z^{2 n} p_{1}(z)$ with $p_{1}(0) \neq 0$ and $n \geq 0$, there exist polynomials $q$ and $\ell$ such that $p(z)=q\left(z^{2}\right) \ell(z)$ and $\operatorname{gcd}(\ell(z), \ell(-z))=1$.

Proof. Consider $t(z):=\operatorname{gcd}(p(z), p(-z))$. Clearly, $t(z)=t(-z)=q\left(z^{2}\right)$ for some polynomial $q(z)$. Let $\ell(z):=p(z) / q\left(z^{2}\right)$, and observe that $\operatorname{gcd}(\ell(z), \ell(-z))=1$.

Lemma 3.3. The following are equivalent:
(i) The polynomials $A$ and $B$ satisfy condition (3.5) and $B(0) \neq 0$.
(ii) There exist an odd integer $\nu \geq \operatorname{deg} A$ and real polynomials $s$, $q$, and $\ell$ such that $z^{\nu} A\left(z^{-1}\right)=s\left(z^{2}\right) \ell(z), \quad B(z)=q\left(z^{2}\right) \ell(-z)$, and $\operatorname{gcd}(\ell(z), \ell(-z))=1$.

Proof. The implication (ii) $\Rightarrow$ (i) follows from

$$
z^{\nu} s\left(z^{2}\right) \ell(z) q\left(z^{2}\right) \ell(-z)+(-z)^{\nu} s\left(z^{2}\right) \ell(-z) q\left(z^{2}\right) \ell(z)=0
$$

Assume that (i) holds, and fix an odd $\nu \geq \operatorname{deg} A$. Lemma 3.2 allows us to write $z^{\nu} A\left(z^{-1}\right)=s\left(z^{2}\right) \ell(z)$ and $B(z)=q\left(z^{2}\right) m(z)$ for some polynomials $s, q, \ell$, and $m$. Substituting $A\left(z^{-1}\right)$ and $B(z)$ in (3.5) yields

$$
m(z) \ell(z)=m(-z) \ell(-z)
$$

Since $\operatorname{gcd}(m(z), m(-z))=\operatorname{gcd}(\ell(z), \ell(-z))=1$, it follows that $m(z)=\ell(-z)$.
Next, we take into account the accuracy of $C(z, w)$.

Lemma 3.4. Let $A$ and $B$ be polynomials with $A(1) \neq 0$ and $B(0) \neq 0$. Then the following are equivalent:
(i) The two-row coefficient mask $C(z, w)=A(z)+w B(z)$ satisfies (3.5) and has accuracy $r+1$.
(ii) There exists an odd integer $\nu \geq \operatorname{deg} A$ and real polynomials $S, Q$, and $L$ with $L(0) Q(0) \neq 0, S(1)=L(1)=1$, and $Q(1)=(-1)^{r} L(-1)$ such that

$$
\begin{aligned}
z^{\nu} A\left(z^{-1}\right) & =H^{r}(z) L(z) S\left(z^{2}\right) \\
B(z) & =H^{r}(z) L(-z) Q\left(z^{2}\right) H^{2 r}(-z)
\end{aligned}
$$

Proof. The implication (ii) $\Rightarrow$ (i) follows from Lemmas 3.1 and 3.3 by letting $s\left(z^{2}\right)=S\left(z^{2}\right), q\left(z^{2}\right)=Q\left(z^{2}\right)\left(\frac{1-z^{2}}{2}\right)^{r}$, and $\ell(z)=H^{r}(z) L(z)$. We now prove that (i) $\Rightarrow$ (ii). By Lemma 3.1, $H^{r}(z)$ divides both $A(z)$ and $B(z)$. Therefore, $z=-1$ is a root of multiplicity $2 r$ of $P(z):=z^{\nu} A\left(z^{-1}\right) B(z)$. On the other hand, $P(z)=P(-z)$ by (3.5); hence $z=1$ is another root of multiplicity $2 r$ of $P(z)$. Since $A(1) \neq 0$ by assumption, $H^{2 r}(-z)$ must divide $B(z)$. Define

$$
A_{1}(z):=A(z) z^{r} / H^{r}(z), \quad \text { and } \quad B_{1}(z):=B(z) /\left(H^{r}(z) H^{2 r}(-z)\right)
$$

Noting that $H\left(z^{-1}\right)=z^{-1} H(z)$, we rewrite

$$
A\left(z^{-1}\right) B(z)=H(z)^{2 r} H(-z)^{2 r} A_{1}\left(z^{-1}\right) B_{1}(z)
$$

and substitute in (3.5). Factoring out $H(z)^{2 r} H(-z)^{2 r}$ yields the equation

$$
A_{1}\left(z^{-1}\right) B_{1}(z)+A_{1}\left(-z^{-1}\right) B_{1}(-z)=0
$$

Therefore, Lemma 3.2 applies to $A_{1}$ and $B_{1}$, and we obtain the desired factorization in (ii). Since $B(1)=0$, and therefore $A(1)=1$, we can normalize $L$ and $S$ so that $L(1)=S(1)=1$. The only restriction on $Q$, that $Q(1)=(-1)^{r} L(-1)$, then follows directly from the extra accuracy condition (3.3).

Finally, to prove Theorem 2.1 we need to solve the remaining equation, (3.4).
Proof of Theorem 2.1. We need only show that the polynomials $S, Q$ and $L$ in Lemma 3.4 have the autocorrelations given by (2.8) and (2.9). By Lemma 3.4,

$$
\mathcal{P}_{A}(z)=\mathcal{P}_{H}^{r}(z) \mathcal{P}_{S}\left(z^{2}\right) \mathcal{P}_{L}(z), \quad \text { and } \quad \mathcal{P}_{B}(z)=\mathcal{P}_{H}^{r}(z) \mathcal{P}_{H}^{2 r}(-z) \mathcal{P}_{L}(-z) \mathcal{P}_{Q}\left(z^{2}\right)
$$

Hence $\mathcal{P}_{A}(z)+\mathcal{P}_{B}(-z)=\mathcal{P}_{H}^{r}(z) \mathcal{P}_{L}(z) U\left(z^{2}\right)$, where

$$
U\left(z^{2}\right):=\mathcal{P}_{S}\left(z^{2}\right)+\mathcal{P}_{H}^{r}(-z) \mathcal{P}_{H}^{r}(z) \mathcal{P}_{Q}\left(z^{2}\right)
$$

Therefore, the orthogonality condition (3.4) can be factored as follows:

$$
\left(\mathcal{P}_{H}^{r}(z) \mathcal{P}_{L}(z)+\mathcal{P}_{H}^{r}(-z) \mathcal{P}_{L}(-z)\right) U\left(z^{2}\right)=1
$$

It follows that $U\left(z^{2}\right)$ must be a constant. In particular, $U\left(z^{2}\right)=U(1)=\mathcal{P}_{S}(1)=1$, which immediately yields (2.8). Finally, the equation

$$
\begin{equation*}
\mathcal{P}_{H}^{r}(z) \mathcal{P}_{L}(z)+\mathcal{P}_{H}^{r}(-z) \mathcal{P}_{L}(-z)=1 \tag{3.6}
\end{equation*}
$$

characterizes all univariate orthogonal masks with accuracy $r$ and was solved by Daubechies [7]. The solution to (3.6) is given by (2.9).

Remark. Although the results in this section are formulated for $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$, the accuracy and orthogonality conditions (2.3) and (3.1) depend only on the sublattice $M \mathbb{Z}^{2}$ (in our case, the column sublattice), not on the particular dilation matrix. Therefore, Theorem 2.1 and all results in this section apply to any other integer expanding matrix $M$ that satisfies $M \mathbb{Z}^{2}=2 \mathbb{Z} \times \mathbb{Z}$. Corollary 5.3 and Lemma 5.4 explain how to apply Theorem 2.1 to other dilation matrices, such as $\left(\begin{array}{cc}1 & -1 \\ 1 & 1\end{array}\right)$ or $\left(\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right)$.

The statement of Theorem 2.1 contains two assumptions: $B(0) \neq 0$ and $A(1) \neq 0$. Now we explain why these assumptions impose no loss of generality.

First, by shifting the variables in the dilation equation (2.1), one can check that a shift of the coefficient mask by a vector $\mathbf{s}$ results in a shift of the scaling function by $(M-I) \mathbf{s}$. Therefore, without loss of generality, the coefficients of any mask $C(z, w)$ can always be shifted so that $C(z, w)$ contains no negative powers of $w$, and so that the smallest power of $z$ in $B(z)$ is zero. (The Laurent polynomial $A(z)$ may contain negative powers of $z$; nevertheless, Theorem 2.1 holds.)

Second, suppose that $A(1)=0$ and $B(1) \neq 0$ (recall that $A(1)+B(1)=1$ ). Change the variables $\mathbf{x} \mapsto-\mathbf{x}$ and $\mathbf{n} \mapsto-\mathbf{n}$ in (2.1), and note (cf. Lemma 5.2) that if $\phi(\mathbf{x})$ solves (2.1) with the coefficient mask $C(z, w)$, then $\phi(-\mathbf{x})$ solves (2.1) with the coefficient mask $\tilde{C}(z, w)=C\left(z^{-1}, w^{-1}\right)$. Shift the coefficients of $\tilde{C}(z, w)$ to the first quadrant (that is, multiply by $z^{N} w$, where $N=\max (\operatorname{deg} A, \operatorname{deg} B)$ ) and observe that $z^{N} w \tilde{C}(z, w)=\tilde{A}(z)+w \tilde{B}(z)$, where $\tilde{A}(1)=B(1) \neq 0$. The shift of $\phi(-\mathbf{x})$ is orthogonal and has accuracy $r$ if and only if $\phi(\mathbf{x})$ is orthogonal and has accuracy $r$. So the assumption $A(1) \neq 0$ causes no loss of generality in Theorem 2.1.
4. Smoothness. In this section we prove Theorem 2.2. To prove the orthogonality of a scaling function $\phi \in \Phi_{r+1}$, we check Cohen's criterion (4.6). We establish the smoothness of $\phi$ by estimating the decay of its Fourier transform $\widehat{\phi}$ in a series of lemmas. In this section, $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ and $W=M^{\mathrm{T}}$.

The symbol of the dilation equation (2.1) with coefficient mask $C(z, w)$ is the trigonometric polynomial $m\left(\omega_{1}, \omega_{2}\right):=C\left(e^{i \omega_{1}}, e^{i \omega_{2}}\right)$. Taking the Fourier transform of (2.1) and iterating, we obtain

$$
\begin{equation*}
\widehat{\phi}(\omega)=\widehat{\phi}(0) \cdot \prod_{j=1}^{\infty} m\left(W^{-j} \omega\right) \tag{4.1}
\end{equation*}
$$

Since $W^{-2}=\frac{1}{2} I$, the infinite product (4.1) breaks into two parts:

$$
\begin{equation*}
\prod_{j=1}^{\infty} m\left(W^{-j} \omega\right)=\left(\prod_{j=1}^{\infty} m\left(2^{-j} \omega\right)\right)\left(\prod_{j=1}^{\infty} m\left(2^{-j} W \omega\right)\right) \tag{4.2}
\end{equation*}
$$

Our goal is to derive an estimate for $\prod_{j=1}^{\infty} m\left(2^{-j} \omega\right)$ when $C(z, w) \in \mathcal{C}_{r+1}$ by using only the first frequency $\omega_{1}$.

First, let $C(z, w)=H(z)=\frac{1}{2}(1+z)$ in (2.1). It can be checked that (2.1) is solved by the Haar scaling function $\chi_{[0,1)^{2}}$ and that

$$
\prod_{j=1}^{\infty} m_{H}\left(W^{-j} \omega\right)=\widehat{\chi_{[0,1)}}\left(\omega_{1}\right) \cdot \widehat{\chi_{[0,1)}}\left(\omega_{2}\right)=\frac{\left(e^{i \omega_{1}}-1\right)}{i \omega_{1}} \cdot \frac{\left(e^{i \omega_{2}}-1\right)}{i \omega_{2}}
$$

where $m_{H}\left(\omega_{1}, \omega_{2}\right):=H\left(e^{i \omega_{1}}\right)$. Therefore, there is a constant $c>0$ such that

$$
\begin{equation*}
\left|\prod_{j=1}^{\infty} m_{H}\left(W^{-j} \omega\right)\right| \leq c \cdot\left(1+\left|\omega_{1}\right|\right)^{-1}\left(1+\left|\omega_{2}\right|\right)^{-1} \tag{4.3}
\end{equation*}
$$

Next, fix $r \in \mathbb{N}$, and consider any coefficient mask $C(z, w) \in \mathcal{C}_{r+1}$, as described in Theorem 2.1 and (2.11). The corresponding symbol has the form

$$
m\left(\omega_{1}, \omega_{2}\right)=C\left(e^{i \omega_{1}}, e^{i \omega_{2}}\right)=H^{r}\left(e^{i \omega_{1}}\right)\left(A_{0}\left(e^{i \omega_{1}}\right)+e^{i \omega_{2}} B_{0}\left(e^{i \omega_{1}}\right)\right)
$$

Define

$$
\begin{equation*}
q\left(\omega_{1}, \omega_{2}\right):=A_{0}\left(e^{i \omega_{1}}\right)+e^{i \omega_{2}} B_{0}\left(e^{i \omega_{1}}\right) \quad \text { and } \quad \ell\left(\omega_{1}\right):=\left|A_{0}\left(e^{i \omega_{1}}\right)\right|+\left|B_{0}\left(e^{i \omega_{1}}\right)\right| \tag{4.4}
\end{equation*}
$$

Clearly, $\left|q\left(\omega_{1}, \omega_{2}\right)\right| \leq \ell\left(\omega_{1}\right)$. We estimate $\ell\left(\omega_{1}\right)$ in a series of lemmas. Define

$$
\begin{equation*}
T_{r}(y):=\sum_{j=0}^{r-1}\binom{r+j-1}{j} y^{j} \tag{4.5}
\end{equation*}
$$

Lemma 4.1. Let $L(z)$ satisfy (2.9). Assume $r \geq 1$. Then

$$
\mathcal{P}_{H}^{r}\left(-e^{i \omega_{1}}\right) L^{2}(-1) \leq T_{r}\left(\sin ^{2} \frac{\omega_{1}}{2}\right),
$$

and equality holds only if $\omega_{1} \equiv \pi(\bmod 2 \pi)$.
Proof. From (2.9) we obtain $L^{2}(-1)=\mathcal{P}_{L}(-1)=T_{r}(1)=\sum_{j=0}^{r-1}\binom{r+j-1}{j}$. By the definition of $H$ in (2.5),

$$
\mathcal{P}_{H}^{r}\left(-e^{i \omega_{1}}\right)=\left(\frac{1-\cos \omega_{1}}{2}\right)^{r}=\left(\sin \frac{\omega_{1}}{2}\right)^{2 r} \leq\left(\sin \frac{\omega_{1}}{2}\right)^{2 j} \quad \text { for all } j \leq r
$$

Hence

$$
\begin{aligned}
L^{2}(-1) \mathcal{P}_{H}^{r}\left(-e^{i \omega_{1}}\right) & =\sum_{j=0}^{r-1}\binom{r+j-1}{j}\left(\sin \frac{\omega_{1}}{2}\right)^{2 r} \\
& \leq \sum_{j=0}^{r-1}\binom{r+j-1}{j}\left(\sin \frac{\omega_{1}}{2}\right)^{2 j}=T_{r}\left(\sin ^{2} \frac{\omega_{1}}{2}\right)
\end{aligned}
$$

Because the coefficients of $T_{r}$ are positive, equality holds only when $\sin ^{2} \frac{\omega_{1}}{2}=1$, that is, when $\omega_{1} \equiv \pi(\bmod 2 \pi)$.

Corollary 4.2. There exist real polynomials $S$ and $L$ that satisfy (2.8)-(2.11).
Proof. We need only show that (2.8) defines a valid autocorrelation; that is,

$$
1-\mathcal{P}_{H}^{r}(z) \mathcal{P}_{H}^{r}(-z) L^{2}(-1) \geq 0 \quad \text { for all } \quad|z|=1
$$

Let $|z|=1$. From Lemma 4.1 and (3.6) we obtain

$$
\mathcal{P}_{H}^{r}(z) \mathcal{P}_{H}^{r}(-z) L^{2}(-1) \leq \mathcal{P}_{H}^{r}(z) \mathcal{P}_{L}(z)=1-\mathcal{P}_{H}^{r}(-z) \mathcal{P}_{L}(-z) \leq 1
$$

The last inequality holds because $\mathcal{P}_{H}(z) \geq 0$ and $\mathcal{P}_{L}(z) \geq 0$ for $|z|=1$.
LEMMA 4.3. $\left|A_{0}\left(e^{i \omega_{1}}\right)\right|^{2} \leq T_{r}\left(\sin ^{2} \frac{\omega_{1}}{2}\right)$ and $\left|B_{0}\left(e^{i \omega_{1}}\right)\right|^{2} \leq T_{r}\left(\sin ^{2} \frac{\omega_{1}}{2}\right)$. Each equality holds only if $\omega_{1} \equiv \pi(\bmod 2 \pi)$.

Proof. By the construction in Theorem 2.1 and (2.11) we have

$$
\begin{aligned}
& \mathcal{P}_{A_{0}}(z)=\mathcal{P}_{L}(z) \mathcal{P}_{S}\left(z^{2}\right)=\mathcal{P}_{L}(z)\left(1-\mathcal{P}_{H}^{r}(z) \mathcal{P}_{H}^{r}(-z) L^{2}(-1)\right), \\
& \mathcal{P}_{B_{0}}(z)=\mathcal{P}_{H}^{r}(-z) \mathcal{P}_{H}^{r}(-z) \mathcal{P}_{L}(-z) L^{2}(-1)
\end{aligned}
$$

Since $\mathcal{P}_{H}^{r}\left(e^{i \omega}\right) \geq 0$ for all $\omega$,

$$
\left|A_{0}\left(e^{i \omega_{1}}\right)\right|^{2}=\mathcal{P}_{A_{0}}\left(e^{i \omega_{1}}\right) \leq \mathcal{P}_{L}\left(e^{i \omega_{1}}\right) \cdot 1=T_{r}\left(\sin ^{2} \frac{\omega_{1}}{2}\right)
$$

Observe that (3.6) yields $0 \leq \mathcal{P}_{H}^{r}(-z) \mathcal{P}_{L}(-z) \leq 1$ for $z=e^{i \omega_{1}}$. Therefore,

$$
\left|B_{0}\left(e^{i \omega_{1}}\right)\right|^{2}=\mathcal{P}_{B_{0}}\left(e^{i \omega_{1}}\right) \leq \mathcal{P}_{H}^{r}\left(-e^{i \omega_{1}}\right) \cdot 1 \cdot L^{2}(-1)
$$

Lemma 4.1 completes the inequality for $B_{0}$.
Before we proceed with the estimate of the infinite product (4.2), we recall the following lemma (without proof) from Daubechies [8, pp. 220-226]:

Lemma 4.4 (Cohen and Conze [5]). Let $\mu_{r}:=\frac{1}{2} \log _{2} T_{r}\left(\frac{3}{4}\right)$. Then

$$
\begin{aligned}
& T_{r}\left(\sin ^{2} \frac{\omega_{1}}{2}\right) \leq T_{r}\left(\frac{3}{4}\right) \\
& \text { if }\left|\omega_{1}\right| \leq \frac{2 \pi}{3} \\
& T_{r}\left(\sin ^{2} \omega_{1}\right) T_{r}\left(\sin ^{2} \frac{\omega_{1}}{2}\right) \leq T_{r}^{2}\left(\frac{3}{4}\right) \text { if } \frac{2 \pi}{3}<\left|\omega_{1}\right| \leq \pi
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
r-\mu_{r} & >\left(1-\frac{1}{2} \log _{2} 3\right) r+\frac{1}{2} \log _{2} 3 \\
\lim _{r \rightarrow \infty} \frac{r-\mu_{r}-2}{r} & =1-\frac{1}{2} \log _{2} 3 \approx 0.2075
\end{aligned}
$$

Lemma 4.5. There exist constants $c>0$ and $\epsilon>0$ such that

$$
\prod_{j=1}^{\infty} \ell\left(2^{-j} \omega_{1}\right) \leq c \cdot\left|\omega_{1}\right|^{\mu_{r}+1-\epsilon}, \quad \text { where } \mu_{r}:=\frac{1}{2} \log _{2} T_{r}\left(\frac{3}{4}\right)
$$

Proof. Lemma 4.3 implies that $\ell^{2}\left(\omega_{1}\right)=\left(\left|A_{0}\left(e^{i \omega_{1}}\right)\right|+\left|B_{0}\left(e^{i \omega_{1}}\right)\right|\right)^{2} \leq 4 T_{r}\left(\sin ^{2} \frac{\omega_{1}}{2}\right)$ and that equality holds only when $\omega_{1} \equiv \pi(\bmod 2 \pi)$. By combining these statements with Lemma 4.4, we obtain the following strict inequalities:

$$
\begin{aligned}
& \ell^{2}\left(\omega_{1}\right)<4 T_{r}\left(\frac{3}{4}\right) \text { if }\left|\omega_{1}\right| \leq \frac{2 \pi}{3} \\
& \ell^{2}\left(\omega_{1}\right) \ell^{2}\left(2 \omega_{1}\right)<4^{2} T_{r}^{2}\left(\frac{3}{4}\right) \\
& \text { if } \frac{2 \pi}{3}<\left|\omega_{1}\right| \leq \pi
\end{aligned}
$$

Since $\ell$ and $T_{r}$ are continuous, we can preserve these inequalities even after we replace 4 by $(4-\delta)$ for some small $\delta>0$. By Theorem 2.3 of Cohen and Daubechies [6, p. 69], there exists a constant $c>0$ such that

$$
\prod_{j=1}^{\infty} \ell\left(2^{-j} \omega_{1}\right) \leq c \cdot\left|\omega_{1}\right|^{b}
$$

where $b:=\frac{1}{2} \log _{2}\left((4-\delta) T_{r}\left(\frac{3}{4}\right)\right)$. Observe that $b=1-\epsilon+\mu_{r}$ for some $\epsilon>0$.
Corollary 4.6. Let $W=M^{\mathrm{T}}$. There exist constants $c>0$ and $\epsilon>0$ such that

$$
\left|\prod_{j=1}^{\infty} q\left(W^{-j} \omega\right)\right| \leq c \cdot\left|\omega_{1}\right|^{\mu_{r}+1-\epsilon}\left|\omega_{2}\right|^{\mu_{r}+1-\epsilon}
$$

where $\mu_{r}:=\frac{1}{2} \log _{2} T_{r}\left(\frac{3}{4}\right)$, and $q(\omega)$ is defined in (4.4).

Proof. Note that $W\left(\omega_{1}, \omega_{2}\right)=\left(\omega_{2}, 2 \omega_{1}\right)$. Therefore, (4.2) and (4.4) yield

$$
\begin{aligned}
\left|\prod_{j=1}^{\infty} q\left(W^{-j} \omega\right)\right| & =\prod_{j=1}^{\infty}\left|q\left(2^{-j} \omega\right)\right| \prod_{j=1}^{\infty}\left|q\left(2^{-j} W \omega\right)\right| \\
& \leq \prod_{j=1}^{\infty} \ell\left(2^{-j} \omega_{1}\right) \prod_{j=1}^{\infty} \ell\left(2^{-j} \omega_{2}\right) \\
& \leq c \cdot\left|\omega_{1}\right|^{\mu_{r}+1-\epsilon}\left|\omega_{2}\right|^{\mu_{r}+1-\epsilon}
\end{aligned}
$$

The following lemma establishes a simple fact about the zeros of $m\left(\omega_{1}, \omega_{2}\right)$ :
Lemma 4.7. Suppose that $m\left(\omega_{1}, \omega_{2}\right)=0$. Then $\omega_{1} \equiv \pi(\bmod 2 \pi)$.
Proof. If $m\left(\omega_{1}, \omega_{2}\right)=0$, then $\left|A\left(e^{i \omega_{1}}\right)\right|=\left|B\left(e^{i \omega_{1}}\right)\right|$, and therefore $\mathcal{P}_{A}(z)=\mathcal{P}_{B}(z)$ for some $z=e^{i \omega_{1}}$. Thus, either $H(z)=0$, and therefore $z=-1$, or $\mathcal{P}_{A_{0}}(z)=\mathcal{P}_{B_{0}}(z)$; that is,

$$
\left(1-\mathcal{P}_{H}^{r}(-z) \mathcal{P}_{H}^{r}(z) L^{2}(-1)\right) \mathcal{P}_{L}(z)=\mathcal{P}_{H}^{2 r}(-z) \mathcal{P}_{L}(-z) L^{2}(-1)
$$

and therefore

$$
\mathcal{P}_{L}(z)=\mathcal{P}_{H}^{r}(-z) \mathcal{P}_{H}^{r}(z) \mathcal{P}_{L}(z) L^{2}(-1)+\mathcal{P}_{H}^{r}(-z) \mathcal{P}_{H}^{r}(-z) \mathcal{P}_{L}(-z) L^{2}(-1)
$$

Due to (3.6),

$$
\mathcal{P}_{L}(z)=\mathcal{P}_{H}^{r}(-z) L^{2}(-1)
$$

By Lemma 4.1, this can happen only when $\omega_{1} \equiv \pi(\bmod 2 \pi)$.
Proof of Theorem 2.2.
(i) Since the conditions for accuracy (3.2)-(3.3) and orthogonality (2.3) hold by Theorem 2.1, to ensure that $\phi$ is an orthogonal scaling function, we need only verify Cohen's criterion by finding a compact fundamental domain $\Omega$ of the lattice $2 \pi \mathbb{Z}^{2}$ with the property

$$
\begin{equation*}
m\left(W^{-j} \omega\right) \neq 0 \quad \text { for all } j \geq 1 \text { and for all } \omega \in \Omega \tag{4.6}
\end{equation*}
$$

Let $\Omega=[-\pi, \pi]^{2}$. Clearly, $\Omega$ is a compact fundamental domain of $2 \pi \mathbb{Z}^{2}$. Observe that $W^{-1} \Omega=\left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \times[-\pi, \pi]$. Therefore, Lemma 4.7 guarantees that $m(\omega) \neq 0$ for $\omega \in W^{-1} \Omega$. Finally, $W^{-j-1} \Omega \subset W^{-j} \Omega$ for all $j \geq 1$, which proves (4.6).
(ii) Berger and Wang [3] showed that the support of the solution to the dilation equation (2.1) is the attractor of the iterated function system (IFS)

$$
\left\{f_{\mathbf{n}}(\mathbf{x}):=M^{-1}(\mathbf{x}+\mathbf{n}): c_{\mathbf{n}} \neq 0\right\} .
$$

If $\operatorname{supp} c=\left[0, N_{x}\right] \times\left[0, N_{y}\right]$, it can be checked that supp $\phi \subseteq\left[0, N_{x}+2 N_{y}\right] \times\left[0, N_{x}+N_{y}\right]$. For all $\phi$ in $\Phi_{r+1}$, we have $N_{x}=4 r-1$ and $N_{y}=1$, which proves part (ii).
(iii) Define $m_{1}(\omega):=m(\omega) m\left(W^{-1} \omega\right)$. By (4.1), we have $\widehat{\phi}(\omega)=m_{1}(\omega / 2) \widehat{\phi}(\omega / 2)$. Assume that $\phi(\mathbf{x})$ is separable. Then $\widehat{\phi}(\omega)$ and $m_{1}(\omega / 2)$ are separable. This is impossible, because the coefficient mask $C(z, w)$ is nonseparable by (2.6)-(2.7).
(iv) Let $\mu_{r}:=\frac{1}{2} \log _{2} T_{r}\left(\frac{3}{4}\right)$. Combining (4.1)-(4.3) with Corollary 4.6, we obtain the following estimate for the decay of the Fourier transform of any $\phi$ in $\Phi_{r+1}$ :

$$
|\widehat{\phi}(\omega)| \leq c \cdot\left(1+\left|\omega_{1}\right|\right)^{\mu_{r}+1-r-\epsilon}\left(1+\left|\omega_{2}\right|\right)^{\mu_{r}+1-r-\epsilon}
$$

for some constants $c>0$ and $\epsilon>0$. As a result, $\phi \in C^{r-\mu_{r}-2}\left(\mathbb{R}^{2}\right)$. Lemma 4.4 provides the asymptotics for $r-\mu_{r}$.

Remark. Observe that, aside from the claim on the size of $\operatorname{supp} \phi$ in part (ii), in the proof of Theorem 2.2 and Corollary 4.6 we used only the following properties of the dilation matrix $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ :

$$
\begin{equation*}
M^{2}= \pm 2 I \quad \text { and } \quad M \mathbb{Z}^{2}=2 \mathbb{Z} \times \mathbb{Z} \tag{4.7}
\end{equation*}
$$

Therefore, aside from part (ii), Theorem 2.2 holds for any dilation matrix $M$ satisfying (4.7), such as $M=\left(\begin{array}{rr}0 & -2 \\ 1 & 0\end{array}\right)$. Lemma 5.2 and a result by Lagarias and Wang [11] extend Theorem 2.2 to all dilation matrices with $M^{2}= \pm 2 I$ [2].
5. Examples. In this section we consider a few of the coefficient masks in Theorem 2.1 for $r=1,2$, and 6 . We plot the corresponding scaling functions and study their smoothness. Finally, we discuss how to modify these masks for other dilation matrices. Additional coefficient values can be found in the appendix of [2].

Devil's Tower. The simplest case of Theorem 2.1 is when $r=1$ and (2.11) holds. In this case $L(z)=1$, and the autocorrelation

$$
\mathcal{P}_{S}\left(z^{2}\right)=1-\left(\frac{1-z^{2}}{4}\right)\left(\frac{1-z^{-2}}{4}\right)
$$

has only two spectral factors, which can be computed explicitly:

$$
S^{(1)}\left(z^{2}\right)=\frac{2-\sqrt{3}}{4}+\frac{2+\sqrt{3}}{4} z^{2} \quad \text { and } \quad S^{(2)}\left(z^{2}\right)=\frac{2+\sqrt{3}}{4}+\frac{2-\sqrt{3}}{4} z^{2}
$$

The corresponding coefficient masks are given below. For brevity we omit the powers of $z$ and $w$; the constant term $c_{00}$ is anchored at the lower-left corner:

$$
\begin{aligned}
& c^{(1)}=\frac{1}{8}\left[\begin{array}{cccc}
-1 & 1 & 1 & -1 \\
2-\sqrt{3} & 2-\sqrt{3} & 2+\sqrt{3} & 2+\sqrt{3}
\end{array}\right], \\
& c^{(2)}=\frac{1}{8}\left[\begin{array}{cccc}
-1 & 1 & 1 & -1 \\
2+\sqrt{3} & 2+\sqrt{3} & 2-\sqrt{3} & 2-\sqrt{3}
\end{array}\right] .
\end{aligned}
$$

The corresponding scaling functions $\phi^{(1)}$ and $\phi^{(2)}$ are supported on $[0,5] \times[0,4]$, have accuracy 2, and are discontinuous. The mesh plot of $\phi^{(1)}$ resembles the famous Wyoming mountain, as depicted in Figure 5.1.

Continuous scaling function. In the case $r=2$, four spectral factors of $\mathcal{P}_{S}$ are combined with two spectral factors of $\mathcal{P}_{L}$ to produce eight coefficient masks in $\mathcal{C}_{2+1}$ (see Table A. 1 in the Appendix). The second mask has the following coefficients:

$$
c=\left[\begin{array}{rrrrrrrr}
0.03697 & -0.06403 & -0.05678 & 0.13797 & 0.00265 & -0.08384 & 0.01716 & 0.00991  \tag{5.1}\\
0.00790 & -0.01369 & -0.13808 & 0.12118 & 0.54993 & 0.34617 & 0.08025 & 0.04633
\end{array}\right] .
$$

The corresponding scaling function (Figure 5.2) has accuracy $2+1=3$ and is continuous. The continuity does not follow from Theorem 2.2 , because $2-\mu_{2}-2 \approx$ $1.339-2<0$. Instead, the continuity of the scaling function in Figure 5.2 follows from Lemma 5.1, which is a straightforward modification of Lemma 7.1.2 by Daubechies [8, p. 217]; the proof is essentially the same and is therefore omitted here.


FIG. 5.1. "Devil's Tower": a discontinuous scaling function with accuracy $1+1=2$ and support $[0,5] \times[0,4]$.


FIG. 5.2. "Resting Dog": a continuous nonseparable scaling function with accuracy $2+1=3$ and support $[0,9] \times[0,8]$.

Lemma 5.1. Let $W=M^{T}$. Suppose that there exist $p \in \mathbb{N}$ and $\lambda>0$ such that

$$
\begin{equation*}
\sup _{\omega} \prod_{j=0}^{p-1}\left|q\left(2^{-j} \omega\right) q\left(2^{-j} W^{-1} \omega\right)\right|<2^{\lambda p}, \tag{5.2}
\end{equation*}
$$

where $q(\omega)$ is defined in (4.4). Then there exist constants $c^{\prime}$ and $c^{\prime \prime}$ such that

$$
\prod_{j=1}^{\infty}\left|q\left(W^{-j} \omega\right)\right|<c^{\prime} \cdot(1+|\omega|)^{\lambda}<c^{\prime \prime} \cdot\left(1+\left|\omega_{1}\right|\right)^{\lambda}\left(1+\left|\omega_{2}\right|\right)^{\lambda}
$$

Hence $\phi \in C^{r-1-\lambda}$.
The authors evaluated the trigonometric polynomial in (5.2) numerically for 120 values of $\omega$ within a single period and verified that the coefficient mask (??) satisfies (5.2) for $p=4$ and $\lambda=1$. Therefore, the scaling function in Figure 5.2 is continuous.

While Theorem 2.2 claims only that $\Phi_{5+1} \subset C^{0}$, it can be verified numerically that all masks in $\mathcal{C}_{3+1}$ (see Table A. 3 in the Appendix) satisfy (5.2) for $p=4$ and $\lambda=2$; hence $\Phi_{3+1} \subset C^{0}$.

Differentiable scaling functions. About half of the 128 coefficient masks in $\mathcal{C}_{6+1}$ satisfy (5.2) for $p=4$ and $\lambda=4$ and therefore produce differentiable scaling functions. To the best of the authors' knowledge, these are the first nonseparable orthogonal scaling functions (for a dilation matrix with $|\operatorname{det}(M)|=2$ ) that are differentiable. The $2 \times 24$ scaling coefficients of the differentiable scaling function in Figure 5.3 are displayed in Table A. 2 in the Appendix. Numerical computations confirm also that $\Phi_{7+1} \subset C^{1}$.

Other dilations. The following lemma explains what happens when we manipulate the coefficient mask in the dilation equation (2.1). Let $J$ be any lattice-preserving matrix, that is, any matrix $J$ such that both $J$ and $J^{-1}$ have integer entries. An example is $J=\left(\begin{array}{ll}1 & 1 \\ 0 & 1 \\ 0 & 1\end{array}\right)$. For any function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ define its "upsampling by $J$ " as $(J \uparrow f)(\mathbf{x}):=f\left(J^{-1} \mathbf{x}\right)$. Similarly, define the "upsampled by $J$ " scaling coefficients as $(J \uparrow c)_{\mathbf{n}}:=c_{J-1} \mathbf{n}$.

Lemma 5.2. Let $\phi$ be a solution to the dilation equation (2.1) with coefficients $c$ and dilation matrix $M$. Then $J \uparrow \phi$ is a solution to the dilation equation (2.1) with coefficients $J \uparrow c$ and dilation matrix $J M J^{-1}$.

Proof. Make the substitution $\mathbf{x} \mapsto J^{-1} \mathbf{y}$ in the dilation equation.
A surprising example is $J=\left(\begin{array}{ccc}-1 & 0 \\ 0 & 1\end{array}\right)$, the matrix of the reflection about the $y$-axis. Let $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$. Then $J M J^{-1}=-M$. Therefore, the scaling function with coefficient mask $w^{-1}(B(z)+w A(z))$ and dilation $M$ is a reflection of the scaling function with coefficient mask $A(z)+w B(z)$ and dilation $-M$, but it is not a reflection of the scaling function with coefficient mask $A(z)+w B(z)$ and dilation $M$. The difference is obvious in Figure 5.4, which shows the contour plots of two scaling functions with the same dilation matrix $M=\left(\begin{array}{cc}0 & 2 \\ 1 & 0\end{array}\right)$ and $x$-reflected coefficients. (The one on the left was plotted in Figure 5.2.)

The plots exhibit a peculiar feature: all scaling functions appear so far to be "almost symmetric" with respect to the bisectrix $x=y$. This is not surprising, since the dilation matrix $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ swaps the axes and stretches along $x$ by a factor of two. Unfortunately, the case $|\operatorname{det}(M)|=2$ is similar to the univariate case $M=2$-the only symmetric orthogonal scaling function is the Haar function.

Lemma 5.2 allows us to adapt the coefficient masks described in Theorem 2.1 to dilation matrices that generate the quincunx sublattice in the following way.


Fig. 5.3. A differentiable nonseparable scaling function with accuracy $6+1=7$.



Fig. 5.4. Level sets of scaling functions with $x$-reflected scaling coefficients: the functions are not similar.

Corollary 5.3. Let $\nu$ be odd. If $A(z)+w B(z)$ is a two-row orthogonal coefficient mask with accuracy $r$ for the column lattice, then $A(z)+z^{\nu} w B(z)$ is a two-row orthogonal coefficient mask with accuracy $r$ for the quincunx lattice.

Proof. Set $M=\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ and $J=\left(\begin{array}{ll}1 & \nu \\ 0 & 1\end{array}\right)$ in Lemma 5.2. Observe that the $J-$ upsampling of $A(z)+w B(z)$ is $A(z)+z^{\nu} w B(z)$ and that the matrix $J\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right) J^{-1}$ generates the quincunx sublattice.

If we shift the top row of coefficients in (??) one position to the left and use the dilation matrix $\left(\begin{array}{rr}1 & -1 \\ 1 & 1\end{array}\right)$ in (2.1), then we obtain an orthogonal nonseparable quincunx scaling function with accuracy $2+1=3$, plotted in Figure 5.5 (cf. Kovačević and Vetterli's scaling function with accuracy 2 [12]).


FIG. 5.5. An orthogonal nonseparable scaling function with accuracy $2+1=3$ for the quincunx dilation matrix.

Every $2 \times 2$ dilation matrix $M$ with $M^{2}=2 I$ can be factored in the form $J\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right) J^{-1}$ [11]. Therefore, Lemma 5.2 and Theorem 2.2 provide arbitrarily smooth nonseparable wavelet bases for such dilation matrices.

The convolution of two sets of scaling coefficients $a_{\mathbf{n}}$ and $b_{\mathbf{n}}$ is defined by $(a * b)_{\mathbf{n}}:=$ $\sum_{\mathbf{k} \in \mathbb{Z}^{2}} a_{\mathbf{k}} b_{\mathbf{n}-\mathbf{k}}$. The following statement combines two levels of the MRA into one.

Lemma 5.4. Let $\phi$ be a solution to the dilation equation (2.1) with coefficients $c$ and dilation matrix $M$. Then $\phi$ is also a solution to the dilation equation (2.1) with coefficients $c *(M \uparrow c)$ and dilation matrix $M^{2}$.

Proof. Iterate the dilation equation (2.1); that is, replace each $\phi$ on the right by the sum of its dilates.

Since $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)^{2}=2 I$, by Theorem 2.2 and Lemma 5.4 , we obtain the following.
Corollary 5.5. Aside from the separable Daubechies MRA, there exists a bivariate nonseparable orthogonal MRA of any given smoothness for the dilation $\left(\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right)$.

Ayache [1] obtained this result independently by perturbing the separable Daubechies basis.
6. Summary. We showed how to obtain orthogonal two-row coefficient masks (low-pass filter coefficients) with arbitrarily high accuracy for dilation matrices $M$ with $|\operatorname{det}(M)|=2$, such as $\left(\begin{array}{ll}0 & 2 \\ 1 & 0\end{array}\right)$ or $\left(\begin{array}{rr}1 & -1 \\ 1 & 1\end{array}\right)$. We proved that if $M^{2}= \pm 2 I$, then the smoothness of the scaling functions corresponding to those coefficient masks increases asymptotically with the accuracy and can be made arbitrarily high.

Appendix. Scaling coefficients. The following tables contain the coefficients of $A(z)$ and $B(z)$ that satisfy the conditions (2.6)-(2.11) in Theorem 2.1, that is, the coefficients of $C(z, w)$ in $\mathcal{C}_{r+1}$ for some values of $r$. Generally speaking, the scaling coefficients in the beginning of each table correspond to the "least symmetric" scaling functions; the scaling coefficients towards the end of the table correspond to the "most symmetric" scaling functions.

Table A. 1
Scaling coefficients (first half of $\mathcal{C}_{2+1}$ ) of accuracy $2+1$.

| $n$ | $a_{n}$ | $b_{n}$ | $a_{n}$ |  |  |  |
| :---: | ---: | ---: | ---: | ---: | :---: | :---: |
|  | Solution 1 |  |  | Solution 2 |  |  |
| 0 | 0.001113697631 | 0.036969146934 | 0.007903570868 | 0.036969146934 |  |  |
| 1 | -0.001928980881 | -0.064032440802 | -0.013689386305 | -0.064032440802 |  |  |
| 2 | -0.011710875083 | -0.056780853066 | -0.138084015734 | -0.056780853066 |  |  |
| 3 | 0.003658326071 | 0.137970734671 | 0.121182418797 | 0.137970734671 |  |  |
| 4 | -0.058943362439 | 0.002654265329 | 0.549926093940 | 0.002654265329 |  |  |
| 5 | 0.169446270789 | -0.083844146934 | 0.346172096397 | -0.083844146934 |  |  |
| 6 | 0.569540539891 | 0.017157440802 | 0.080254350926 | 0.017157440802 |  |  |
| 7 | 0.328824384020 | 0.009905853066 | 0.046334871111 | 0.009905853066 |  |  |
|  | Solution 3 |  |  |  |  |  |
| 0 | -0.012415391296 | 0.036969146934 | -0.088108228150 | 0.036969146934 |  |  |
| 1 | 0.021504088520 | -0.064032440802 | 0.152607927721 | -0.064032440802 |  |  |
| 2 | -0.006740179593 | -0.056780853066 | 0.565028719464 | -0.056780853066 |  |  |
| 3 | 0.197013817950 | 0.137970734671 | 0.336639086235 | 0.137970734671 |  |  |
| 4 | 0.570245056104 | 0.002654265329 | 0.030278563342 | 0.002654265329 |  |  |
| 5 | 0.310978621572 | -0.083844146934 | 0.014909362188 | -0.083844146934 |  |  |
| 6 | -0.051089485215 | 0.017157440802 | -0.007199054655 | 0.017157440802 |  |  |
| 7 | -0.029496528042 | 0.009905853066 | -0.004156376143 | 0.009905853066 |  |  |

Table A. 2
The scaling coefficients of the differentiable scaling function in Figure 5.3.

| $n$ | $a_{n}$ | $b_{n}$ |
| ---: | ---: | ---: |
| 0 | 0.000143412339 | 0.000082104697 |
| 1 | -0.000323736348 | -0.000185341617 |
| 2 | -0.001920307470 | -0.000431083617 |
| 3 | 0.003595546890 | 0.000549853896 |
| 4 | 0.008522556302 | 0.003143374464 |
| 5 | -0.004408987885 | -0.002050950686 |
| 6 | -0.013081025520 | -0.013941778594 |
| 7 | -0.060122740069 | 0.012068826968 |
| 8 | -0.098853166909 | 0.031125316212 |
| 9 | 0.162212221109 | -0.036965110063 |
| 10 | 0.525503586261 | -0.036331876410 |
| 11 | 0.406747601563 | 0.060643179987 |
| 12 | 0.037817366952 | 0.019734738252 |
| 13 | -0.036595246129 | -0.057961647081 |
| 14 | 0.043460344536 | 0.000210716144 |
| 15 | 0.031894654283 | 0.033234701933 |
| 16 | -0.002789322971 | -0.006059880986 |
| 17 | -0.003862049736 | -0.011382637768 |
| 18 | 0.001292258468 | 0.003005793635 |
| 19 | 0.000931477590 | 0.002333217232 |
| 20 | -0.000121744397 | -0.000582912091 |
| 21 | -0.000080277824 | -0.000304243713 |
| 22 | 0.000026042408 | 0.000045488295 |
| 23 | 0.000011536556 | 0.000020150912 |

Table A. 3
Scaling coefficients (first half of $\mathcal{C}_{3+1}$ ) of accuracy $3+1$.

| $n$ | $a_{n}$ | $b_{n}$ | $a_{n}$ | $b_{n}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | Solution 1 |  | Solution 2 |  |
| 0 | 0.000062409389 | -0.011623030789 | 0.000326746845 | -0.011623030789 |
| 1 | -0.00015137380 | 0.028191629145 | -0.000792523573 | 0.028191629145 |
| 2 | -0.000616099021 | 0.018801633679 | $-0.004873897732$ | 0.018801633679 |
| 3 | 0.001728930996 | -0.089291978349 | 0.013049802109 | -0.089291978349 |
| 4 | 0.003825989061 | 0.016318478955 | 0.044932505092 | 0.016318478955 |
| 5 | -0.006639890465 | 0.099956916164 | -0.101357239374 | 0.099956916164 |
| 6 | 0.01198971758 | -0.045534931049 | -0.168647288 | 49 |
| 7 | -0.050002611258 | -0.046035169850 | 0.262229312212 | -0.046035169850 |
| 8 | -0.071220291676 | 0.025023044461 | 0.522072641289 | 0.025023044461 |
| 9 | 0.325850800478 | 0.008409358878 | 0.283090226735 | 0.008409358878 |
| 10 | 0.555958274659 | -0.002985195258 | 92633 | -0.002985195258 |
| 11 | 0.229214144050 | $-0.001230755988$ | 0.043780421891 | $-0.001230755988$ |
|  | Solution 3 |  | Solution 4 |  |
| 0 | 0.004635883479 | -0.011623030789 | 0.024271352757 | -0.011623030789 |
| 1 | -0.011244322602 | 0.028191629145 | -0.058870099219 | 0.028191629145 |
| 2 | 0.005799855170 | 0.018801633679 | -0.092072378476 | 0.018801633679 |
| 3 | 0.003357833887 | -0.089291978349 | 0.314552501801 | -0.089291978349 |
| 4 | 0.012240306723 | 0.016318478955 | 0.551933076802 | 0.016318478955 |
| 5 | 0.360239746045 | 0.099956916164 | 0.242555222384 | 0.099956916164 |
| 6 | 0.554047592739 | -0.045534931049 | 0.023310939204 | -0.045534931049 |
| 7 | 0.174496893426 | -0.046035169850 | 0.003917651739 | -0.046035169850 |
| 8 | -0.084208083428 | 0.025023044461 | -0.008872536334 | 0.025023044461 |
| 9 | -0.029935887232 | 0.008409358878 | -0.002744659377 | 0.008409358878 |
| 10 | 0.007484445316 | -0.002985195258 | 0.001429546047 | $-0.002985195258$ |
| 11 | 0.003085736475 | $-0.001230755988$ | 0.000589382672 | -0.001230755988 |

Note. To save space, we displayed only the first half of $\mathcal{C}_{r+1}$. To obtain the other half, simply take the coefficients (both $a_{n}$ and $b_{n}$ ) in reverse order. Recall that the scaling functions with scaling coefficients in the second half of the family $\mathcal{C}_{r+1}$ are different than, and are not mere flips of, the scaling functions with scaling coefficients in the first (tabulated) half (see the discussion after Lemma 5.2).
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# INVERSE CONDUCTIVITY PROBLEM WITH ONE MEASUREMENT: ERROR ESTIMATES AND APPROXIMATE IDENTIFICATION FOR PERTURBED DISKS* 

EUGENE FABES ${ }^{\dagger}$, HYEONBAE KANG ${ }^{\ddagger}$, AND JIN KEUN SEO ${ }^{\S}$


#### Abstract

This paper studies the global uniqueness and stability questions of the inverse conductivity problem to determine the unknown object $D$ entering $\operatorname{div}\left(\left(1+(k-1) \chi_{D}\right) \nabla u\right)=0$ in $\Omega$ and $\frac{\partial u}{\partial \nu}=g$ on $\partial \Omega$ from the boundary measurement $\Lambda_{D}(g)=\left.u\right|_{\partial \Omega}$. The results of this paper are fourfold. We first obtain a Hölder stability estimate for disks. Second, a uniform stability estimate for the direct problem is obtained. Third, we obtain the stability estimates $\left|D_{1} \backslash \bar{D}_{2}\right|+\left|D_{2} \backslash \bar{D}_{1}\right| \leq$ $C\left(\left\|\Lambda_{D_{1}}(g)-\Lambda_{D_{2}}(g)\right\|_{L^{\infty}(\partial \Omega)}^{\alpha}+\epsilon\right)$ for some $\alpha>0$ when $g$ satisfies some condition if $D_{1}$ and $D_{2}$ are $\epsilon$-perturbations of two disks. We then drop the condition on $g$ and show that if $\Lambda_{D_{1}}(g)=\Lambda_{D_{2}}(g)$ on $\partial \Omega$, then the two domains must be very close.
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1. Introduction. This paper studies the inverse problem to determine the unknown object $D$ entering the Neumann problem

$$
P[D, g]\left\{\begin{array}{l}
\operatorname{div}\left(\left(1+(k-1) \chi_{D}\right) \nabla u\right)=0 \quad \text { in } \Omega, \\
\frac{\partial u}{\partial \nu}=g \quad \text { on } \partial \Omega, \quad \int_{\partial \Omega} u=0, \quad \int_{\partial \Omega} g=0, \quad g \in L^{2}(\partial \Omega),
\end{array}\right.
$$

from the single Cauchy data $\left(\left.u\right|_{\partial \Omega}, g\right)$. By the uniqueness of the Neumann problem $P[D, g]$, we can define the Neumann-to-Dirichlet map $\Lambda_{D}$ by

$$
\Lambda_{D}(g):=\left.u\right|_{\partial \Omega}, \quad g \in L_{0}^{2}(\partial \Omega):=\left\{\psi \in L^{2}(\partial \Omega): \int_{\partial \Omega} \psi=0\right\}
$$

where $u$ is the solution of the Neumann problem $P[D, g]$. We are interested in the uniqueness and stability questions, which we state roughly as follows:

Uniqueness: Does $\Lambda_{D_{1}}(g)=\Lambda_{D_{2}}(g)$ imply $D_{1}=D_{2}$ ? $\quad\left(\overline{D_{j}} \subset \Omega\right)$
Stability: If $\left\|\Lambda_{D_{1}}(g)-\Lambda_{D_{2}}(g)\right\|_{L^{\infty}(\partial \Omega)}$ is small, is $\left|D_{1} \Delta D_{2}\right|$ small?
Here $\left|D_{1} \Delta D_{2}\right|=\left|D_{1} \backslash D_{2}\right|+\left|D_{2} \backslash D_{1}\right|$ and $|E|$ denotes the Lebesgue measure of the set $E$.

This paper is concerned primarily with global uniqueness and stability within the class of small perturbation of disks. To explain our result, let us fix the notion of $\epsilon$-perturbations of disks. Let $\epsilon$ be a positive number and let $\Omega_{0}$ be an open subset of

[^36]$\Omega$ at some distance, say, $2 \delta_{0}$, from $\partial \Omega$. A $C^{2}$-domain $D$ being an $\epsilon$-perturbation of a disk $B$ means that there is $\omega \in C^{1}(\partial B)$ with $\|\omega\|_{C^{1}(\partial B)} \leq 1$ such that
\[

$$
\begin{equation*}
\partial D: x+\epsilon \omega(x) \nu(x), \quad x \in \partial B \tag{1.1}
\end{equation*}
$$

\]

where $\nu(x)$ is the outward unit normal to $\partial B$ at $x$. Let $\mathcal{C}[\epsilon]$ denote the class of $\epsilon$ perturbations of all disks contained in $\Omega_{0}$ with the radius larger than a fixed number $d_{0}$.

The results of this paper are fourfold. The first two results are of preparatory nature for the last two results. However, they have their own interest.

The first result is the Hölder stability estimate within the class of disks. We prove that if the Neumann data $g$ satisfy the conditions
(N1) there exists a positive number $M$ such that $\left|g^{\prime}(P)\right|>M$ if $|g(P)|<M$, $P \in \partial \Omega$ (here, $g^{\prime}$ means the tangential derivative on $\partial \Omega$ ); and
(N2) $\{P \in \partial \Omega: g(P)>0\}$ and $\{P \in \partial \Omega: g(P)<0\}$ are nonempty connected subsets of $\partial \Omega$,
then

$$
\begin{equation*}
\left|D_{1} \Delta D_{2}\right| \leq C\left\|\Lambda_{D_{1}}(g)-\Lambda_{D_{2}}(g)\right\|_{L^{\infty}(\partial \Omega)}^{\alpha} \tag{1.2}
\end{equation*}
$$

for every disk $D_{1}, D_{2}$ contained in $\Omega_{0}$ and $0<\alpha<1$. (See Theorem 3.1.) The conditions on the Neumann data $g$ guarantee the existence of the lower bound of $|\nabla u|$, which depends only on $M$ when $D \in \mathcal{C}[\epsilon]$ and $u$ is the weak solution to $P[D, g]$. (See [KSS1].) This result is an improvement upon the previous logarithmic estimate in [KSS1].

The second result is a uniform stability for the direct problem; namely, if $D_{\epsilon}$ is an $\epsilon$-perturbation of $C^{2}$-domain $D$ ( $D$ is not necessarily a disk) and $u, u_{\epsilon}$ are solutions of $P[D, g], P\left[D_{\epsilon}, g\right]$, respectively, then

$$
\left\|u-u_{\epsilon}\right\|_{L^{\infty}(\Omega)} \leq C \epsilon\|g\|_{L^{2}(\partial \Omega)}
$$

(See Theorem 4.1.) This result improves upon the $L^{2}$-estimate of [BFI].
The third main result of this paper deals with global stability within the class $\mathcal{C}[\epsilon]$. We prove that if the Neumann data $g$ satisfy the conditions (N1) and (N2), then

$$
\begin{equation*}
\left|D_{1} \Delta D_{2}\right| \leq C\left(\left\|\Lambda_{D_{1}}(g)-\Lambda_{D_{2}}(g)\right\|_{L^{\infty}(\partial \Omega)}^{\alpha}+\epsilon\right) \tag{1.3}
\end{equation*}
$$

for every $D_{1}, D_{2} \in \mathcal{C}[\epsilon]$ and for some constants $C$ and $0<\alpha<1$ independent of $\epsilon$. (See Theorem 5.2.)

The last main result of this paper is concerned with the global uniqueness without any restriction on the Neumann data $g$. Let $D_{0} \in \mathcal{C}[\epsilon]$ and let $\Lambda_{D_{0}}(g)=f$. If $D \in \mathcal{C}[\epsilon]$ and $\Lambda_{D}(g)=\Lambda_{D_{0}}(g)$, we show that

$$
\begin{equation*}
\left|D_{0} \Delta D\right| \leq C \epsilon \tag{1.4}
\end{equation*}
$$

where the constant $C$ depends on $(f, g)$ not on $D$ or $\epsilon$. The estimate (1.4) means that if the boundary measurements are the same, then the two domains must be very close. For this reason we call this result an approximate identification. It seems that this approximate identification of a domain is quite meaningful in a practical sense. This result together with the local uniqueness result of Alessandrini, Isakov, and Powell [AIP] gives the global uniqueness within $\mathcal{C}[\epsilon]$ provided that $\epsilon$ is sufficiently small and $g$ satisfies a certain condition.

The classes of domains for which the global uniqueness is proved so far are only polygons, cylinders, and disks in the plane, convex polyhedra, and balls in three dimensions. (See [BFS, FI, IP, KS1, KS2, S].) The log-type global stability is obtained in [KSS1] within the class of the disks. There are local uniqueness and local stability results in two dimensions (see [AIP] and [BFI]).

The organization of this paper is as follows; in section 2 we review the representation formula in [KS1], and some other preliminary results are reviewed or obtained. In section 3 we prove the Hölder stability for the disks. In section 4 we obtain the uniform stability of the solutions to the direct problem $P[D, g]$ under perturbation of domains. The third main result (1.3) is proved in section 5 and the last one (1.4) in section 6.
2. Notation and preliminary definitions. Let us define the Lipschitz character.

Definition of the Lipschitz character. A bounded open connected domain $D \subset \mathbb{R}^{2}$ is called a Lipschitz domain with Lipschitz character $\left(r_{0}, L\right)$ if for each $P \in \partial D$ there is an open rectangle $Z\left(P, r_{0}\right)$ centered at $P$, with the bottom length equal to $r_{0}$, whose bottom and top sides are at a positive distance $l$, $r_{0}<l<2 r_{0}$ from $\partial D$, such that there is a coordinate system $(t, s) \in \mathbb{R} \times \mathbb{R}$, with the $s$-axis containing the axis of $Z$ and a Lipschitz function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ such that $Z \cap D=\{(t, s) \in \mathbb{R} \times \mathbb{R}: s>\phi(t)\} \cap Z$, $Z \cap \partial D=\{(t, s) \in \mathbb{R} \times \mathbb{R}: s=\phi(t)\} \cap Z$, and $\left\|\phi^{\prime}\right\|_{L^{\infty}(\mathbb{R})} \leq L$.

Throughout this paper, we assume that $\Omega$ and $D$ are simply connected bounded Lipschitz domains in $\mathbb{R}^{2}$ with Lipschitz character $\left(r_{0}, L\right)$ and

$$
D \subset \Omega_{0}:=\left\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)>2 \delta_{0}\right\}
$$

where $\delta_{0}$ is a fixed positive number. We denote by $B_{d}(a)$ the disk centered at $a$ with radius $d$.

Let

$$
\begin{array}{ll}
\mathcal{S}_{\Omega} \phi(x)=\frac{1}{2 \pi} \int_{\partial \Omega} \log |x-y| \phi(y) d \sigma_{y}, \quad x \in \mathbb{R}^{2} \\
\mathcal{D}_{\Omega} \phi(x)=\frac{1}{2 \pi} \int_{\partial \Omega} \frac{\left\langle x-y, \nu_{y}\right\rangle}{|x-y|^{2}} \phi(y) d \sigma_{y}, \quad x \in \mathbb{R}^{2} \backslash \partial \Omega \\
\mathcal{K}_{D} \phi(x)=\frac{1}{2 \pi} \int_{\partial D} \frac{\left\langle x-y, \nu_{y}\right\rangle}{|x-y|^{2}} \phi(y) d \sigma_{y}, \quad x \in \partial D
\end{array}
$$

and let $\mathcal{K}_{D}^{*}$ be the dual of $\mathcal{K}_{D}$. Recall the classical trace formula (see $[\mathrm{F}]$ or $[\mathrm{V}]$ )

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left\langle\nu_{P}, \nabla S_{D} \phi\left(P \pm t \nu_{P}\right)\right\rangle=\left( \pm \frac{1}{2} I+\mathcal{K}_{D}^{*}\right) \phi(P) \quad \text { almost all } P \in \partial D \tag{2.1}
\end{equation*}
$$

From [KS1] and [KSS2], the weak solution $u$ to the Neumann problem $P[D, g]$ can be uniquely expressed as

$$
\begin{equation*}
u(x)=H(x)+\mathcal{S}_{D} \varphi_{D}(x) \quad \text { for } x \in \Omega \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
& H(x)=-\mathcal{S}_{\Omega} g(x)+\mathcal{D}_{\Omega} f(x), \quad f=\left.u\right|_{\partial \Omega}, \quad x \in \mathbb{R}^{2} \backslash \partial \Omega  \tag{2.3}\\
& \left(\lambda I-\mathcal{K}_{D}^{*}\right) \varphi_{D}=\left.\frac{\partial H}{\partial \nu}\right|_{\partial D} \quad \text { on } \partial D \tag{2.4}
\end{align*}
$$

where $\lambda=\frac{k+1}{2(k-1)}$. Moreover, we have

$$
\begin{align*}
& \int_{\partial D} \varphi_{D}=0  \tag{2.5}\\
& H(x)+\mathcal{S}_{D} \varphi_{D}(x)=0, \quad x \in \mathbb{R}^{2} \backslash \bar{\Omega} \tag{2.6}
\end{align*}
$$

Let $u^{i}:=\left.u\right|_{D}$ and $u^{e}:=\left.u\right|_{\Omega \backslash \bar{D}}$. Then

$$
\varphi_{D}=(k-1) \frac{\partial u^{i}}{\partial \nu}=\frac{k-1}{k} \frac{\partial u^{e}}{\partial \nu} \quad \text { on } \partial D
$$

and hence

$$
\begin{equation*}
\varphi_{D}=\frac{\partial u^{e}}{\partial \nu}-\frac{\partial u^{i}}{\partial \nu} \quad \text { on } \partial D \tag{2.7}
\end{equation*}
$$

(See [KS1] and [KSS2] for proofs.)
In [EFV], it was shown that there is a positive constant $C$ depending only on the Lipschitz character $\left(r_{0}, L\right)$ of $D$ and $\delta_{0}$ so that

$$
\begin{equation*}
\left\|(\nabla u)^{* *}\right\|_{L^{2}(\partial D)} \leq C\|\nabla u\|_{L(\Omega)}, \tag{2.8}
\end{equation*}
$$

where $(\nabla u)^{* *}(x)$ is the interior and exterior nontangential maximal function of $\nabla u$ at $x \in \partial D$ :

$$
(\nabla u)^{* *}(x)=\sup \left\{|\nabla u(y)|:|x-y| \leq(2 L+1) \operatorname{dist}(y, \partial D), y \in \Omega_{0}\right\}
$$

Because of the above regularity estimate (2.8), the following transmission condition holds in the $L^{2}(\partial D)$-sense:

$$
\begin{equation*}
\frac{\partial u^{e}}{\partial \nu}=k \frac{\partial u^{i}}{\partial \nu} \quad \text { on } \partial D \tag{2.9}
\end{equation*}
$$

Lemma 2.1. Let $u$ be the solution of the Neumann problem $P[D, g]$ and $H$ be as in (2.3). Then there is a positive constant $C$ depending on the Lipschitz character of $\Omega$ and $\delta_{0}$ (independent of $D$ ) so that

$$
\begin{equation*}
\int_{\partial \Omega}|\nabla u|^{2}+\int_{\Omega}|\nabla u|^{2}+|\nabla H|^{2} \leq C \int_{\partial \Omega}|g|^{2} \tag{2.10}
\end{equation*}
$$

Proof. The proof of this lemma is based on the Rellich identity. Let $\vec{\alpha}$ be the smooth vector field such that the support of $\vec{\alpha}$ lies in $\mathbb{R}^{2} \backslash \Omega_{0}$ and $\langle\vec{\alpha}, \nu\rangle>c_{1}>0$ on $\partial \Omega$ (here, $c_{1}$ depend on the Lipschitz character of $\partial \Omega$ ). If $v \in C^{2}(\bar{\Omega})$, we have

$$
\operatorname{div}\left(\vec{\alpha}|\nabla v|^{2}\right)=2 \operatorname{div}(\nabla v\langle\vec{\alpha}, \nabla v\rangle)+\operatorname{div} \vec{\alpha}|\nabla v|^{2}-2\langle\nabla \vec{\alpha} \nabla v, \nabla v\rangle-2\langle\vec{\alpha}, \nabla v\rangle \Delta v
$$

and by integrating both sides of the above identity over $\Omega$ we obtain the Rellich identity

$$
\begin{equation*}
\int_{\partial \Omega}\langle\vec{\alpha}, \nu\rangle\left|\frac{\partial v}{\partial \nu}\right|^{2}=\int_{\partial \Omega}\langle\vec{\alpha}, \nu\rangle\left|\frac{\partial v}{\partial T}\right|^{2}-2 \int_{\partial \Omega}\langle\vec{\alpha}, T\rangle \frac{\partial v}{\partial T} \frac{\partial v}{\partial \nu}+\mathcal{R} \tag{2.11}
\end{equation*}
$$

where

$$
\mathcal{R}=\int_{\Omega} 2\langle\nabla \vec{\alpha} \nabla v, \nabla v\rangle-\operatorname{div} \vec{\alpha}|\nabla v|^{2}+2\langle\vec{\alpha}, \nabla v\rangle \Delta v
$$

Here $T(P)$ is the tangent vector to $\partial \Omega$ at a point $P$. If we substitute $v=u$ in the above identity (2.11), then we obtain

$$
\begin{equation*}
\int_{\partial \Omega}\left|\frac{\partial u}{\partial T}\right|^{2} \leq C\left(\int_{\partial \Omega}|g|^{2}+\int_{\Omega}|\nabla u|^{2}\right) \tag{2.12}
\end{equation*}
$$

where $C$ is depending only on $\|\vec{\alpha}\|_{C^{1}\left(\mathbb{R}^{2}\right)}$ and $c_{1}$. Since

$$
\begin{equation*}
\int_{\Omega}\left(1+(k-1) \chi_{D}\right)|\nabla u|^{2}=\int_{\partial \Omega} g u \leq\left(\int_{\partial \Omega}|g|^{2}\right)^{1 / 2}\left(\int_{\partial \Omega}|u|^{2}\right)^{1 / 2} \tag{2.13}
\end{equation*}
$$

it follows from (2.12) and the Poincaré inequality on $\partial \Omega$ that

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{2} \leq C \int_{\partial \Omega}|g|^{2} \tag{2.14}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\int_{\partial \Omega}\left|\frac{\partial u}{\partial T}\right|^{2} \leq C \int_{\partial \Omega}|g|^{2} \tag{2.15}
\end{equation*}
$$

Hence (2.10) follows from (2.3), (2.14), and (2.15). This completes the proof.
The following theorem will be used in section 6 (for the proof, see [FJR] or [V]).
Theorem 2.2. Let $u$ be the solution to the Neumann problem:

$$
\begin{cases}\Delta u=0 & \text { in } D \\ \frac{\partial u}{\partial \nu}=g & \text { on } \partial D, \quad \int_{\partial D} u=0 .\end{cases}
$$

Then there is a positive constant $C$ depending only on the Lipschitz character $\left(r_{0}, L\right)$ of $D$ so that

$$
\begin{equation*}
\left\|(\nabla u)^{*}\right\|_{L^{2}(\partial D)} \leq C\|g\|_{L^{2}(\partial D)} \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
(\nabla u)^{*}(x):=\sup \{|\nabla u(y)|:|y-x| \leq(2 L+1) \operatorname{dist}(y, \partial D), y \in D\} \tag{2.17}
\end{equation*}
$$

3. Stability of disks. Recall that $\mathcal{C}[0]$ denotes the family of all disks contained in $\Omega_{0}$ with radii larger than $d_{0}$. In this section we improve the logarithmic stability obtained in [KSS1] to get a Hölder stability of the disk, which we state as follows.

Theorem 3.1. Let $g$ be a Neumann data with the condition ( $N$ ). There exist $\alpha>0$ and $C$ depending only on $\delta_{0}$ and $d_{0}$ such that

$$
\begin{equation*}
\left|D_{1} \Delta D_{2}\right| \leq C\left\|\Lambda_{D_{1}}(g)-\Lambda_{D_{2}}(g)\right\|_{L^{\infty}(\partial \Omega)}^{\alpha} \tag{3.1}
\end{equation*}
$$

for every disk $D_{1}, D_{2} \in \mathcal{C}[0]$.
To prove (3.1), we need to study the harmonic extension property of the solution $u$ of the Neumann problem $P[D, g]$.

Lemma 3.2. Let $D=B_{d}(a) \in \mathcal{C}[0]$. Then the general solution to $P[D, g]$ is given by

$$
\left\{\begin{array}{l}
u^{i}(x)=H(x)-\frac{1}{2 \lambda}(H(x)-H(a)), \quad x \in D  \tag{3.2}\\
u^{e}(x)=H(x)-\frac{1}{2 \lambda}\left(H\left(a+\frac{d^{2}(x-a)}{|x-a|^{2}}\right)-H(a)\right), \quad x \in \Omega \backslash D
\end{array}\right.
$$

where $H$ is a harmonic function in $\Omega$ given in (2.2).
Proof. Let $u=H(x)+\mathcal{S}_{D} \varphi_{D}$ as in (2.1). Since $D$ is a disk, $\mathcal{K}_{D}^{*} \varphi_{D}=0$ on $\partial D$ and

$$
\frac{\partial u^{i}}{\partial \nu}=\frac{\partial H}{\partial \nu}-\frac{1}{2} \varphi=\left(1-\frac{1}{2 \lambda}\right) \frac{\partial H}{\partial \nu}
$$

(see [KS1]). Note that $\int_{\partial D} \mathcal{S}_{D} \phi_{D}=\int_{\partial D} \phi_{D} \mathcal{S}_{D} 1=0$ because $\mathcal{S}_{D} 1$ is constant on $\partial D$. From the uniqueness of the Neumann problem in $D, u^{i}$ must be as in (3.2). Now it is straightforward to check that the function $u$ in (3.2) satisfies the transmission condition (2.9) and continuity across $\partial D$. This completes the proof.

Using Lemma 3.2, we can derive the following lemma.
Lemma 3.3. Let $D=\underline{B_{d}(a) \in \mathcal{C}}[0]$. Let $u$ be the solution of $P[D, g]$. Then $u^{e}$ extends harmonically to $\Omega \backslash \overline{B_{d-2 s}(a)}$ where $s=\frac{d \delta_{0}}{d+2 \delta_{0}}$; that is, there is a harmonic function $\tilde{u}^{e}$ in $\Omega \backslash \overline{B_{d-2 s}(a)}$ so that $\tilde{u}^{e}=u^{e}$ in $\Omega \backslash \bar{D}$. Moreover, there is a positive constant $C$ depending only on $d_{0}$ and $\delta_{0}$ so that

$$
\begin{equation*}
\sup _{\Omega_{0} \backslash \overline{B_{d-s}(a)}}\left|\nabla \tilde{u}^{e}(x)\right| \leq C\|g\|_{L^{2}(\partial \Omega)} \tag{3.3}
\end{equation*}
$$

Proof. It follows from (3.2) that

$$
u^{e}(x)=H(x)-\frac{1}{2 \lambda}\left(H\left(a+\frac{d^{2}(x-a)}{|x-a|^{2}}\right)-H(a)\right), \quad x \in \Omega \backslash D
$$

Since $H$ is harmonic in $B_{d+2 \delta_{0}}(a) \subset \Omega$, the first statement of Lemma 3.3 is easy. Using the previous identity and Lemma 2.1, we have

$$
\sup _{\Omega_{0} \backslash \overline{B_{d-s}(a)}}\left|\nabla \tilde{u}^{e}(x)\right| \leq C \sup _{\Omega_{0}}|\nabla H| \leq C\left(\int_{\Omega}|\nabla H|^{2}\right)^{1 / 2} \leq C\|g\|_{L^{2}(\partial \Omega)}
$$

This completes the proof.
Proposition 3.4. Let $D_{j} \in \mathcal{C}[0]$ and $u_{j}$ be the solution to $P\left[D_{j}, g\right], j=1,2$. There exist constants $C$ and $\alpha$ depending only on $\delta_{0}$ and $d_{0}$ such that if $\| \Lambda_{D_{1}}(g)-$ $\Lambda_{D_{2}}(g) \|_{L^{\infty}(\partial \Omega)} \leq \epsilon$, then

$$
\begin{array}{r}
\sup _{\Omega_{0}}\left|u_{1}-u_{2}\right| \leq C \epsilon^{\alpha}, \\
\sup _{\Omega_{0} \backslash\left(D_{1} \cup D_{2}\right)}\left|\nabla\left(u_{1}^{e}-u_{2}^{e}\right)\right| \leq C \epsilon^{\alpha}, \\
\sup _{D_{1} \cap D_{2}}\left|\nabla\left(u_{1}^{i}-u_{2}^{i}\right)\right| \leq C \epsilon . \tag{3.6}
\end{array}
$$

Proof. Let $D_{j}=B_{d_{j}}\left(a_{j}\right)$. Then $d_{j}>d_{0}$ and $\operatorname{dist}\left(a_{j}, \partial \Omega\right)>d_{j}+2 \delta_{0}$ because $D_{j} \in$ $\mathcal{C}[0](j=1,2)$. By Lemma 3.3, $u_{j}^{e}$ can be harmonically extended to $\Omega \backslash B_{d_{j}-2 s_{j}}\left(a_{j}\right)$, where $s_{j}=\frac{d_{j} \delta_{0}}{d_{j}+2 \delta_{0}}$. We also denote the extended function by $u_{j}^{e}$. Let $v_{j}^{e}$ be a harmonic conjugate of $u_{j}^{e}$ with $v_{1}^{e}=v_{2}^{e}$ on $\partial \Omega$. (Such harmonic conjugates $v_{j}^{e}(j=1,2)$ exist since $u_{j}$ is the solution of $P\left[D_{j}, g\right]$ with the same Neumann data $g$. See [AIP].) The function $h:=u_{1}^{e}+i v_{1}^{e}-\left(u_{2}^{e}+i v_{2}^{e}\right)$ is holomorphic in $\Omega \backslash \overline{B_{d_{j}-s_{1}}\left(a_{1}\right) \cup B_{d_{j}-s_{2}}\left(a_{2}\right)}$ and satisfies

$$
\begin{aligned}
& M:=\sup \left\{|\nabla h(x)|: x \in \Omega_{0} \backslash \overline{B_{d_{j}-s_{1}}\left(a_{1}\right) \cup B_{d_{j}-s_{2}}\left(a_{2}\right)}\right\} \leq C\|g\|_{L^{2}(\partial \Omega)}, \\
& |h| \leq \epsilon \text { on } \partial \Omega
\end{aligned}
$$

Hence $M$ depends only on $\|g\|_{L^{2}(\partial \Omega)}, \delta_{0}$, and $d_{0}$. Let $\omega$ be the solution to the Dirichlet problem:

$$
\left\{\begin{array}{lll}
\Delta \omega & =0 & \text { in } \Omega \backslash \overline{B_{d_{1}-s_{1}}\left(a_{1}\right) \cup B_{d_{2}-s_{2}}\left(a_{2}\right)}, \\
\omega & =1 & \text { on } \partial \Omega \\
\omega & =0 & \text { on } \partial\left(B_{d_{1}-s_{1}}\left(a_{1}\right) \cup B_{d_{2}-s_{2}}\left(a_{2}\right)\right)
\end{array}\right.
$$

Then by the maximum principle, for all $x \in \Omega \backslash\left(D_{1} \cup D_{2}\right)$,

$$
\begin{equation*}
\log |h(x)| \leq \omega(x) \log \epsilon+(1-\omega(x)) \log M \tag{3.7}
\end{equation*}
$$

From a standard argument, one can see that there is a positive constant $\alpha$ depending only on $\delta_{0}, d_{0}$, and $\Omega$ so that

$$
\inf _{\Omega \backslash\left(D_{1} \cup D_{2}\right)} \omega \geq \alpha
$$

Therefore, we obtain

$$
\sup _{\Omega \backslash\left(D_{1} \cup D_{2}\right)}\left|u_{1}-u_{2}\right| \leq C \epsilon^{\alpha} .
$$

The rest of the proof is the same as the proof of Proposition 5.2 of [KSS1]. This completes the proof.

Considering Proposition 3.4, Theorem 3.1 can also be proved in the exact same way as the proof of Theorem 5.1 of [KSS1].
4. Uniform stability for the direct problem. Let $\Omega$ and $\Omega_{0}$ be as before. Let $D$ be a simply connected subdomain (not necessarily a disk) of $\Omega_{0}$ with $C^{2}$-boundary. Let $D_{\epsilon}$ be an $\epsilon$-perturbation of $D$; i.e., $\partial D_{\epsilon}$ is $C^{2}$ and

$$
\begin{equation*}
\partial D_{\epsilon}: P+\epsilon \omega_{\epsilon}(P) \nu(P), \quad P \in \partial D \tag{4.1}
\end{equation*}
$$

where $\left\|\omega_{\epsilon}\right\|_{C^{1}(\partial D)} \leq 1$ and $\nu(P)$ is the outward unit normal to $\partial D$ at $P$. Let $u$ and $u_{\epsilon}$ be solutions of $P[D, g]$ and $P\left[D_{\epsilon}, g\right]$, respectively.

The main result of this section is the following uniform stability of solutions to the direct problem.

ThEOREM 4.1. Let $D_{\epsilon}$ be an $\epsilon$-perturbation of the $C^{2}$-domain $D$. There is a positive constant $C$ depending only on the $C^{2}$-character of $D, \Omega$ and $\delta_{0}$ such that

$$
\begin{equation*}
\left\|u-u_{\epsilon}\right\|_{L^{\infty}(\Omega)}<C \epsilon\|g\|_{L^{2}(\partial \Omega)} \tag{4.2}
\end{equation*}
$$

To prove Theorem 4.1, we need $L^{2}$-stability. The $L^{2}$-stability $\left\|u-u_{\epsilon}\right\|_{L^{2}(\Omega)}<$ $C \epsilon$ was proven in $[\mathrm{BF}]$ and $[\mathrm{BFI}]$. However, we will give the proof to clarify the dependency of the constant $C$. The following theorem states the $L^{2}$-stability.

Theorem 4.2. There is a positive constant $C$ depending only on the Lipschitz characters of $D, D_{\epsilon}$ and $\delta_{0}$ such that

$$
\begin{equation*}
\left\|u-u_{\epsilon}\right\|_{L^{2}(\Omega)}<C \epsilon\|g\|_{L^{2}(\partial \Omega)} \tag{4.3}
\end{equation*}
$$

Indeed, the above estimate is true for general Lipschitz domains $D, D_{\epsilon}$ with the Hausdorff distance $\operatorname{dist}\left(D, D_{\epsilon}\right)<\epsilon$.

Proof. Put

$$
U_{\epsilon}=\frac{u-u_{\epsilon}}{\epsilon}
$$

Let $c_{\epsilon}=\frac{1}{|\Omega|} \int_{\Omega} U_{\epsilon}$. We first show that

$$
\left\|U_{\epsilon}-c_{\epsilon}\right\|_{L^{2}(\Omega)}<C\|g\|_{L^{2}(\partial \Omega)} .
$$

By integrating by parts, we have

$$
\begin{equation*}
\int_{\Omega}\left(1+(k-1) \chi_{D_{\epsilon}}\right) \nabla U_{\epsilon} \nabla \xi=\frac{k-1}{\epsilon} \int_{\Omega}\left(\chi_{D_{\epsilon}}-\chi_{D}\right) \nabla u \nabla \xi \tag{4.4}
\end{equation*}
$$

for all $\xi \in W^{1,2}(\Omega)$. Let $w_{\epsilon}$ be the solution to the problem:

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\left(1+(k-1) \chi_{D_{\epsilon}}\right) \nabla w_{\epsilon}\right)=U_{\epsilon}-c_{\epsilon} \quad \text { in } \Omega \\
\frac{\partial w_{\epsilon}}{\partial \nu}=0 \quad \text { on } \partial \Omega, \quad \int_{\Omega} w_{\epsilon}=0
\end{array}\right.
$$

By substituting $\eta=w_{\epsilon}$ in (4.4) as in [BFI], one obtains the following identity:

$$
\int_{\Omega}\left|U_{\epsilon}-c_{\epsilon}\right|^{2}=\frac{k-1}{\epsilon} \int_{\Omega}\left(\chi_{D_{\epsilon}}-\chi_{D}\right) \nabla u \nabla w_{\epsilon}
$$

Hence,

$$
\begin{equation*}
\int_{\Omega}\left|U_{\epsilon}-c_{\epsilon}\right|^{2} \leq \frac{|k-1|}{\epsilon}\left(\int_{\Omega}\left|\chi_{D_{\epsilon}}-\chi_{D}\right||\nabla u|^{2}\right)^{1 / 2}\left(\int_{\Omega}\left|\chi_{D_{\epsilon}}-\chi_{D}\right|\left|\nabla w_{\epsilon}\right|^{2}\right)^{1 / 2} \tag{4.5}
\end{equation*}
$$

From (2.8) and Lemma 2.1, we obtain

$$
\int_{\Omega}\left|\chi_{D_{\epsilon}}-\chi_{D}\left\|\left.\nabla u\right|^{2} \leq C \epsilon\right\|(\nabla u)^{* *}\left\|_{L^{2}(\partial D)}^{2} \leq C \epsilon\right\| \nabla u\left\|_{L^{2}(\Omega)}^{2} \leq C \epsilon\right\| g \|_{L^{2}(\partial \Omega)}^{2}\right.
$$

Thus, to prove $\left(4.3^{\prime}\right)$ it suffices to prove that

$$
\begin{equation*}
\int_{\Omega}\left|\chi_{D_{\epsilon}}-\chi_{D}\left\|\left.\nabla w_{\epsilon}\right|^{2} \leq C \epsilon\right\| U_{\epsilon}-c_{\epsilon} \|_{L^{2}(\Omega)}^{2}\right. \tag{4.6}
\end{equation*}
$$

Let

$$
V(x):=w_{\epsilon}(x)-\Gamma(x)+\mathcal{S}_{D_{\epsilon}} \eta(x), \quad x \in \Omega
$$

where

$$
\begin{align*}
& \Gamma(x):=\frac{1}{2 \pi} \int_{\Omega} \log |x-y|\left(\chi_{\Omega \backslash \overline{D_{\epsilon}}}(y)+\frac{1}{k} \chi_{D_{\epsilon}}(y)\right)\left(U_{\epsilon}(y)-c_{\epsilon}\right) d y \\
& \left(\lambda I-\mathcal{K}_{D_{\epsilon}}^{*}\right) \eta=-\frac{\partial \Gamma}{\partial \nu} \quad \text { on } \partial D_{\epsilon} \tag{4.7}
\end{align*}
$$

Then one can check that $V$ satisfies the transmission condition (2.9) as well as $\Delta V=0$ in $\Omega \backslash \partial D_{\epsilon}$. Therefore, $V$ is the solution to the Neumann problem $P\left[D_{\epsilon}, \tilde{g}\right]$, where

$$
\tilde{g}:=\frac{\partial V}{\partial \nu}=-\frac{\partial \Gamma}{\partial \nu}+\frac{\partial}{\partial \nu} \mathcal{S}_{D_{\epsilon}} \eta \quad \text { on } \partial \Omega
$$

By (2.8) and Lemma 2.1, we have

$$
\begin{equation*}
\left\|(\nabla V)^{* *}\right\|_{L^{2}\left(\partial D_{\epsilon}\right)} \leq C\|\nabla V\|_{L^{2}(\Omega)} \leq C\|\tilde{g}\|_{L^{2}(\partial \Omega)} \tag{4.8}
\end{equation*}
$$

From the Calderón and Zygmund estimate, we have

$$
\begin{equation*}
\|\Gamma\|_{W^{2,2}(\Omega)} \leq C\left\|U_{\epsilon}-c_{\epsilon}\right\|_{L^{2}(\Omega)} \tag{4.9}
\end{equation*}
$$

It also follows from the singular integral estimate and (4.7) (see [V]) that
positive constant $C$ depending only on the Lipschitz character of $D_{\epsilon}$ so that

$$
\begin{equation*}
\left\|\left(\nabla \mathcal{S}_{D_{\epsilon}} \eta\right)^{* *}\right\|_{L^{2}\left(\partial D_{\epsilon}\right)} \leq C\|\eta\|_{L^{2}\left(\partial D_{\epsilon}\right)} \leq C\|\nabla \Gamma\|_{L^{2}\left(\partial D_{\epsilon}\right)} \tag{4.10}
\end{equation*}
$$

By (4.9), (4.10), and the trace theorem,

$$
\begin{align*}
\int_{\partial \Omega}|\tilde{g}|^{2} & \leq C \int_{\partial \Omega}\left|\frac{\partial \Gamma}{\partial \nu}\right|^{2}+\left|\frac{\partial}{\partial \nu} \mathcal{S}_{D_{\epsilon}} \eta\right|^{2}  \tag{4.11}\\
& \leq C\left(\int_{\partial \Omega}|\nabla \Gamma|^{2}+\int_{\partial D_{\epsilon}}|\nabla \Gamma|^{2}\right) \\
& \leq C\|\Gamma\|_{W^{2,2}(\Omega)}^{2} \leq C\left\|U_{\epsilon}-c_{\epsilon}\right\|_{L^{2}(\Omega)}^{2}
\end{align*}
$$

By (4.8) and (4.11), we obtain

$$
\begin{equation*}
\int_{\Omega}\left|\chi_{D_{\epsilon}}-\chi_{D}\left\|\left.\nabla V\right|^{2} \leq C \epsilon\right\|(\nabla V)^{* *}\left\|_{L^{2}\left(\partial D_{\epsilon}\right)}^{2} \leq C \epsilon\right\| \tilde{g}\left\|_{L^{2}(\partial \Omega)}^{2} \leq C \epsilon\right\| U_{\epsilon}-c_{\epsilon} \|_{L^{2}(\Omega)}^{2}\right. \tag{4.12}
\end{equation*}
$$

It then follows from (4.10) and (4.12) that

$$
\begin{aligned}
\int_{\Omega}\left|\chi_{D_{\epsilon}}-\chi_{D}\right|\left|\nabla w_{\epsilon}\right|^{2} & \leq C \int_{\Omega}\left|\chi_{D_{\epsilon}}-\chi_{D}\right|\left(|\nabla V|^{2}+|\nabla \Gamma|^{2}+\left|\nabla \mathcal{S}_{D_{\epsilon}} \eta\right|^{2}\right) \\
& \leq C \epsilon\left\|U_{\epsilon}-c_{\epsilon}\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

This proves (4.6) and (4.3').
Now we prove (4.3). Let $\eta:=\operatorname{sign}\left(u-u_{\epsilon}\right)$ on $\partial \Omega$ and $v_{\eta}$ be the solution to $P\left[D_{\epsilon}, \eta-\int_{\partial \Omega} \eta\right]$. Then by substituting $\xi=v_{\eta}$ in (4.4) we obtain

$$
\begin{aligned}
\int_{\partial \Omega}\left|U_{\epsilon}\right| & =\frac{k-1}{\epsilon} \int_{\Omega}\left(\chi_{D_{\epsilon}}-\chi_{D}\right) \nabla u \nabla v_{\eta} \\
& \leq C|k-1|\left\|(\nabla u)^{* *}\right\|_{L^{2}(\partial D)}\left\|\left(\nabla v_{\eta}\right)^{* *}\right\|_{L^{2}\left(\partial D_{\epsilon}\right)}
\end{aligned}
$$

By Lemma 2.1, $\int_{\partial D_{\epsilon}}\left|\left(\nabla v_{\eta}\right)^{* *}\right|^{2} \leq \int_{\partial D_{\epsilon}}\left|\eta-\int_{\partial \Omega} \eta\right|^{2} \leq C$ and hence we have

$$
\begin{equation*}
\int_{\partial \Omega}\left|U_{\epsilon}\right| \leq C|k-1|\|\nabla u\|_{L^{2}(\Omega)} \leq C|k-1|\|g\|_{L^{2}(\partial \Omega)} \tag{4.13}
\end{equation*}
$$

Let

$$
\tilde{\Gamma}(x):=\frac{1}{2 \pi} \int_{\Omega} \log |x-y|\left(\chi_{\Omega \backslash \bar{D}_{\epsilon}}(y)+\frac{1}{k} \chi_{D_{\epsilon}}(y)\right) d y
$$

as in (4.6). Then, as before,

$$
\tilde{V}(x):=\tilde{\Gamma}(x)+\mathcal{S}_{D_{\epsilon}}\left(\lambda I-\mathcal{K}_{D_{\epsilon}}^{*}\right)^{-1}\left(\left.\frac{\partial \tilde{\Gamma}}{\partial \nu}\right|_{\partial D_{\epsilon}}\right)(x)
$$

satisfies $\nabla \cdot\left(\left(1+(k-1) \chi_{D_{\epsilon}}\right) \nabla \tilde{V}\right)=1$ in $\Omega$ and $\|\nabla \tilde{V}\|_{L^{\infty}(\partial \Omega)} \leq C$. By substituting $\eta=\tilde{V}$ in (4.4) again, we obtain

$$
\int_{\Omega} U_{\epsilon} \leq \int_{\partial \Omega}\left|U_{\epsilon}\right|\left|\frac{\partial \tilde{V}}{\partial \nu}\right|+C \frac{1}{\epsilon} \int_{\Omega}\left|\chi_{D_{\epsilon}}-\chi_{D}\right||\nabla u \| \nabla \tilde{V}|
$$

Hence (4.3) follows from the above estimate, (4.13), and (4.3'). This completes the proof. $\quad$ ]

Lemma 4.3. Let $\Omega_{1}=\left\{X \in \Omega: \operatorname{dist}(X, \partial \Omega)<\delta_{0}\right\}$. Then

$$
\begin{equation*}
\sup _{X \in \Omega_{1}}\left|U_{\epsilon}(X)\right|+\sup _{X \in \Omega_{1}}\left|\nabla U_{\epsilon}(X)\right| \leq C\|g\|_{L^{2}(\partial \Omega)} \tag{4.14}
\end{equation*}
$$

where the constant $C$ depends on $\delta_{0}$, the Lipschitz characters of $D, D_{\epsilon}$, and the $C^{2}$ character of $\Omega$.

Proof. Since $\Delta U_{\epsilon}=0$ in $\Omega_{1}, U_{\epsilon}$ and $\left|\nabla U_{\epsilon}\right|$ cannot assume an interior maximum in $\Omega_{1}$. Suppose $X_{0} \in \partial \Omega_{1} \cap \Omega$. By the mean value theorem and the standard interior estimates of derivatives, we obtain

$$
\left|U_{\epsilon}\left(X_{0}\right)\right|+\left|\nabla U_{\epsilon}\left(X_{0}\right)\right| \leq C\left(\frac{1}{\left|B_{\delta_{0}\left(X_{0}\right)}\right|} \int_{B_{\delta_{0}\left(X_{0}\right)}}\left|U_{\epsilon}\right|^{2}+\left|\nabla U_{\epsilon}\right|^{2}\right)^{1 / 2}
$$

By Theorem 4.2 and the standard interior estimate, we obtain

$$
\begin{equation*}
\left|U_{\epsilon}\left(X_{0}\right)\right|+\left|\nabla U_{\epsilon}\left(X_{0}\right)\right|<C\|g\|_{L^{2}(\partial \Omega)} \tag{4.15}
\end{equation*}
$$

Now suppose $X_{0} \in \partial \Omega$. Then we first straighten a boundary portion near $X_{0}$, and using the condition $\frac{\partial U_{\epsilon}}{\partial \nu}=0$ on $\partial \Omega$ and the Schauder estimate we obtain the estimate (4.14) (see [GT, p. 126]). This completes the proof.

By (2.1), the solutions $u$ and $u_{\epsilon}$ can be expressed uniquely as

$$
\begin{equation*}
u=H+\mathcal{S}_{D}\left(\varphi_{D}\right) \quad \text { and } \quad u_{\epsilon}=H_{\epsilon}+\mathcal{S}_{D_{\epsilon}}\left(\varphi_{D_{\epsilon}}\right) \quad \text { in } \Omega \tag{4.16}
\end{equation*}
$$

where $H, \varphi_{D}, H_{\epsilon}$, and $\varphi_{D_{\epsilon}}$ satisfy the relations (2.3) and (2.4). For notational simplicity, we will write

$$
\varphi=\varphi_{D}, \mathcal{S}=\mathcal{S}_{D}, \mathcal{K}^{*}=\mathcal{K}_{D}^{*}, \varphi_{\epsilon}=\varphi_{D_{\epsilon}}, \mathcal{S}_{\epsilon}=\mathcal{S}_{D_{\epsilon}}, \mathcal{K}_{\epsilon}^{*}=\mathcal{K}_{D_{\epsilon}}^{*}
$$

We first prove the stability of the harmonic part of the solution in Lemma 4.4.
Lemma 4.4. We have that

$$
\begin{equation*}
\left\|H-H_{\epsilon}\right\|_{L^{\infty}(\Omega)}+\left\|\nabla\left(H-H_{\epsilon}\right)\right\|_{L^{\infty}(\Omega)}<C \epsilon\|g\|_{L^{2}(\partial \Omega)}, \tag{4.17}
\end{equation*}
$$

where the constant $C$ depends on $\delta_{0}$, the Lipschitz characters of $D, D_{\epsilon}$, and the $C^{2}$ character of $\Omega$.

Proof. From (2.3), we have

$$
\frac{H-H_{\epsilon}}{\epsilon}=\mathcal{D}_{\Omega}\left(\left.U_{\epsilon}\right|_{\partial \Omega}\right) .
$$

Since $\partial \Omega \in C^{2},\left|\frac{\langle P-Q, \nu(Q)\rangle}{|P-Q|^{2}}\right| \leq C$ for $P, Q \in \partial \Omega$ where $C$ depends on the $C^{2}$-character of $\partial \Omega$. Hence for $P \in \partial \Omega$,

$$
\begin{aligned}
\left|\frac{H(P)-H_{\epsilon}(P)}{\epsilon}\right| & \leq \int_{\partial \Omega}\left|\frac{\partial}{\partial \nu} \Gamma(P-Q)\right|\left|U_{\epsilon}(Q)\right| d \sigma(Q) \\
& \leq C\left\|U_{\epsilon}\right\|_{L^{1}(\partial \Omega)} \leq C\|g\|_{L^{2}(\partial \Omega)}
\end{aligned}
$$

by Lemma 4.3. Thus by the maximum principle we have

$$
\left\|\frac{H-H_{\epsilon}}{\epsilon}\right\|_{L^{\infty}(\Omega)} \leq C\|g\|_{L^{2}(\partial \Omega)} .
$$

By the relation (4.16) and Lemma 4.3, we have

$$
\left\|\frac{\mathcal{S} \varphi-\mathcal{S}_{\epsilon} \varphi_{\epsilon}}{\epsilon}\right\|_{L^{\infty}(\partial \Omega)} \leq\left\|\frac{H-H_{\epsilon}}{\epsilon}\right\|_{L^{\infty}(\partial \Omega)}+\left\|U_{\epsilon}\right\|_{L^{\infty}(\partial \Omega)} \leq C\|g\|_{L^{2}(\partial \Omega)} .
$$

Since $\Delta\left(\mathcal{S} \varphi-\mathcal{S}_{\epsilon} \varphi_{\epsilon}\right)=0$ in $\mathbb{R}^{2} \backslash\left(\partial D \cup \partial D_{\epsilon}\right)$ and $|\mathcal{S} \varphi(X)|=O\left(|X|^{-1}\right)$ for $|X|$ large (recall $\int_{\partial D} \varphi=0$ ),

$$
\begin{equation*}
\left\|\frac{\mathcal{S} \varphi-\mathcal{S} \varphi_{\epsilon}}{\epsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{2} \backslash \Omega\right)}=\left\|\frac{\mathcal{S} \varphi-\mathcal{S}_{\epsilon} \varphi_{\epsilon}}{\epsilon}\right\|_{L^{\infty}(\partial \Omega)} \leq C\|g\|_{L^{2}(\partial \Omega)} . \tag{4.18}
\end{equation*}
$$

Then, for $P \in \partial \Omega$,

$$
\begin{aligned}
\mid \nabla & \left.\left(\frac{\mathcal{S} \varphi-S_{\epsilon} \varphi_{\epsilon}}{\epsilon}\right)(P) \right\rvert\, \\
& \leq C\left\|\frac{\mathcal{S} \varphi-\mathcal{S}_{\epsilon} \varphi_{\epsilon}}{\epsilon}\right\|_{L^{1}\left(B_{\delta_{0}}(P)\right)} \quad \quad \text { (by the interior estimate) } \\
& \leq C\left\|\frac{\mathcal{S} \varphi-\mathcal{S}_{\epsilon} \varphi_{\epsilon}}{\epsilon}\right\|_{L^{1}\left(B_{\delta_{0}}(P) \cap \Omega\right)}+C\|g\|_{L^{2}(\partial \Omega)} \quad \text { (by (4.18)) } \\
& \leq C\left\|\frac{H-H_{\epsilon}}{\epsilon}\right\|_{L^{1}\left(B_{\delta_{0}}(P) \cap \Omega\right)}+\left\|U_{\epsilon}\right\|_{L^{1}\left(B_{\delta_{0}}(P) \cap \Omega\right)}+C\|g\|_{L^{2}(\partial \Omega)} \quad(\text { by }(4.16)) \\
& \leq C\|g\|_{L^{2}(\partial \Omega)} .
\end{aligned}
$$

From Lemma 4.3 and (4.16), we obtain

$$
\begin{aligned}
\left\|\nabla\left(\frac{H-H_{\epsilon}}{\epsilon}\right)\right\|_{L^{\infty}(\Omega)} & \leq\left\|\nabla\left(\frac{H-H_{\epsilon}}{\epsilon}\right)\right\|_{L^{\infty}(\partial \Omega)} \\
& \leq\left\|\nabla U_{\epsilon}\right\|_{L^{\infty}(\partial \Omega)}+\left\|\nabla\left(\frac{\mathcal{S} \varphi-\mathcal{S}_{\epsilon} \varphi_{\epsilon}}{\epsilon}\right)\right\|_{L^{\infty}(\partial \Omega)} \\
& \leq C\|g\|_{L^{2}(\partial \Omega)} .
\end{aligned}
$$

This completes the proof.
We now prove the uniform stability of the single layer potential which, combined with Lemma 4.4, proves Theorem 4.1.

We first compare $\mathcal{K}_{\epsilon}^{*}$ with $\mathcal{K}^{*}$ in the uniform norm. Let $\Phi_{\epsilon}$ be the diffeomorphism from $\partial D$ onto $\partial D_{\epsilon}$ given by $\Phi_{\epsilon}(P)=P+\epsilon \omega_{\epsilon}(P) \nu(P)$.

Lemma 4.5. There exists $C$ depending only on the $C^{2}$-character of $\partial D$ such that for any function $f \in L^{2}\left(\partial D_{\epsilon}\right)$,

$$
\begin{equation*}
\left\|\left(\mathcal{K}_{\epsilon}^{*} f\right) \circ \Phi_{\epsilon}-\mathcal{K}^{*}\left(f \circ \Phi_{\epsilon}\right)\right\|_{L^{2}(\partial D)} \leq C \epsilon\|f\|_{L^{2}\left(\partial D_{\epsilon}\right)} \tag{4.19}
\end{equation*}
$$

Proof. Fix $P \in \partial D$. Let

$$
k(P, Q)=\frac{\langle P-Q, \nu(P)\rangle}{|P-Q|^{2}} \quad \text { and } \quad k_{\epsilon}(P, Q)=\frac{\left\langle\Phi_{\epsilon}(P)-\Phi_{\epsilon}(Q), \nu\left(\Phi_{\epsilon}(P)\right)\right\rangle}{\left|\Phi_{\epsilon}(P)-\Phi_{\epsilon}(Q)\right|^{2}}
$$

which are integral kernels for $\mathcal{K}$ and $\mathcal{K}_{\epsilon}$. Then

$$
\begin{aligned}
& \left(\mathcal{K}_{\epsilon}^{*} f\right) \circ \Phi_{\epsilon}(P)-\mathcal{K}^{*}\left(f \circ \Phi_{\epsilon}\right)(P) \\
& \quad=\int_{\partial D}\left[k_{\epsilon}(P, Q) j_{\epsilon}(Q)-k(P, Q)\right] f \circ \Phi_{\epsilon}(Q) d \sigma(Q)
\end{aligned}
$$

where $j_{\epsilon}$ is the Jacobian of $\Phi_{\epsilon}$. To estimate $k_{\epsilon}(P, Q)-k(P, Q)$, we observe that

$$
\begin{equation*}
\nu\left(\Phi_{\epsilon}(P)\right)=(1+O(\epsilon)) \nu(P)+O(\epsilon) T(P) \tag{4.20}
\end{equation*}
$$

where $T(P)$ is the unit tangent to $\partial D$ at $P$. Note that above $O(\epsilon)$ depends only on the $C^{2}$-norm of $\partial D$. Since $\partial D \in C^{2}$, we have

$$
k_{\epsilon}(P, Q)-k(P, Q)=O(\epsilon)+O(\epsilon) \frac{\langle P-Q, T(P)\rangle}{|P-Q|^{2}}
$$

and hence

$$
\begin{aligned}
& \left|\left(\mathcal{K}_{\epsilon}^{*} f\right) \circ \Phi_{\epsilon}(P)-\mathcal{K}^{*}\left(f \circ \Phi_{\epsilon}\right)(P)\right| \\
& \quad \leq O(\epsilon) \int_{\partial D}\left|f \circ \Phi_{\epsilon}(Q)\right| d \sigma(Q)+O(\epsilon)\left|\mathcal{T}\left(f \circ \Phi_{\epsilon}\right)(P)\right|
\end{aligned}
$$

where

$$
\mathcal{T} f \circ \Phi_{\epsilon}(P)=\int_{\partial D} \frac{\langle P-Q, T(P)\rangle}{|P-Q|^{2}} f \circ \Phi_{\epsilon}(Q) d \sigma(Q)
$$

It is now standard to show that

$$
\|\mathcal{T} f\|_{L^{2}(\partial D)} \leq C\|f\|_{L^{2}(\partial D)}
$$

This completes the proof.
Lemma 4.6. We have that

$$
\begin{equation*}
\left\|\varphi_{\epsilon} \circ \Phi_{\epsilon}-\varphi\right\|_{L^{2}(\partial D)} \leq C \epsilon\|g\|_{L^{2}(\partial \Omega)} \tag{4.21}
\end{equation*}
$$

where the constant $C$ depends on $C^{2}$-characters of $\partial D, \partial \Omega$, and $\delta_{0}$.

Proof. Let $\lambda=\frac{k+1}{2(k-1)}$. Since $\left(\lambda I-\mathcal{K}^{*}\right)$ is invertible on $L^{2}(\partial D)$ (see $\left.[\mathrm{F}]\right)$, we have from Lemmas 4.4 and 4.5 that

$$
\begin{aligned}
& \left\|\varphi_{\epsilon} \circ \Phi_{\epsilon}-\varphi\right\|_{L^{2}(\partial D)} \\
& \leq C\left\|\left(\lambda I-\mathcal{K}^{*}\right)\left(\varphi_{\epsilon} \circ \Phi_{\epsilon}-\varphi\right)\right\|_{L^{2}(\partial D)} \\
& \leq C\left\|\left(\left(\lambda I-\mathcal{K}_{\epsilon}^{*}\right) \varphi_{\epsilon}\right) \circ \Phi_{\epsilon}-\left(\lambda I-\mathcal{K}^{*}\right) \varphi\right\|_{L^{2}(\partial D)} \\
& +C\left\|\left(\mathcal{K}_{\epsilon}^{*} \varphi_{\epsilon}\right) \circ \Phi_{\epsilon}-\mathcal{K}^{*}\left(\varphi_{\epsilon} \circ \Phi_{\epsilon}\right)\right\|_{L^{2}(\partial D)} \\
& \leq C\left\|\frac{\partial H_{\epsilon}}{\partial \nu} \circ \Phi_{\epsilon}-\frac{\partial H}{\partial \nu}\right\|_{L^{2}(\partial D)}+C \epsilon\left\|\varphi_{\epsilon}\right\|_{L^{2}\left(\partial D_{\epsilon}\right)} \\
& \leq C\left\|\frac{\partial H_{\epsilon}}{\partial \nu} \circ \Phi_{\epsilon}-\frac{\partial H}{\partial \nu} \circ \Phi_{\epsilon}\right\|_{L^{2}(\partial D)}+C\left\|\frac{\partial H}{\partial \nu} \circ \Phi_{\epsilon}-\frac{\partial H}{\partial \nu}\right\|_{L^{2}(\partial D)} \\
& +C \epsilon\left\|\left(\lambda I-\mathcal{K}_{\epsilon}^{*}\right)^{-1} \frac{\partial H_{\epsilon}}{\partial \nu}\right\|_{L^{2}\left(\partial D_{\epsilon}\right)} \\
& \leq C \epsilon\left(\|H\|_{W^{2, \infty}\left(\Omega_{0}\right)}+\|H\|_{W^{2, \infty}\left(\Omega_{0}\right)}\right) \\
& \leq C \epsilon\left(\|H\|_{L^{2}(\Omega)}+\left\|H_{\epsilon}\right\|_{L^{2}(\Omega)}\right) \\
& \leq C \epsilon\|g\|_{L^{2}(\partial \Omega)} \text {. }
\end{aligned}
$$

The last inequality follows from Lemma 2.1. This completes the proof.
Lemma 4.7. We have that

$$
\left\|\mathcal{S} \varphi-\mathcal{S}_{\epsilon} \varphi_{\epsilon}\right\|_{L^{\infty}(\Omega)} \leq C \epsilon\|g\|_{L^{2}(\partial \Omega)}
$$

where the constant $C$ depends on $C^{2}$-characters of $\partial D, \partial \Omega$, and $\delta_{0}$.
Proof. Since $\mathcal{S} \varphi(X)=\mathcal{S}_{\epsilon} \varphi_{\epsilon}(X)=O\left(|X|^{-1}\right)$ as $|X| \rightarrow \infty$, by the maximum principle, there is a $P \in \partial D \cup \partial D_{\epsilon}$ such that

$$
\left|\mathcal{S} \varphi(P)-\mathcal{S}_{\epsilon} \varphi_{\epsilon}(P)\right|=\sup _{X \in \Omega}\left|\mathcal{S} \varphi(X)-\mathcal{S}_{\epsilon} \varphi_{\epsilon}(X)\right|
$$

Suppose that $P \in \partial D$. (The case when $P \in \partial D_{\epsilon}$ can be treated in the exact same way by interchanging the role of $\partial D$ and $\partial D_{\epsilon}$.) Then

$$
\begin{aligned}
& \mathcal{S} \varphi(P)-\mathcal{S}_{\epsilon} \varphi_{\epsilon}(P) \\
&= \frac{1}{2 \pi} \int_{\partial D}\left[\log |P-Q| \varphi(Q)-\log \left|P-\Phi_{\epsilon}(Q)\right|\right] j_{\epsilon}(Q) \varphi_{\epsilon} \circ \Phi_{\epsilon}(Q) d \sigma(Q) \\
&= \frac{1}{2 \pi} \int_{\partial D}\left[\log |P-Q|-\log \left|P-\Phi_{\epsilon}(Q)\right|\right] \varphi(Q) d \sigma(Q) \\
&+\frac{1}{2 \pi} \int_{\partial D} \log \left|P-\Phi_{\epsilon}(Q)\right|\left[1-j_{\epsilon}(Q)\right] \varphi_{\epsilon} \circ \Phi_{\epsilon}(Q) d \sigma(Q) \\
&+\frac{1}{2 \pi} \int_{\partial D} \log \left|P-\Phi_{\epsilon}(Q)\right|\left[\varphi(Q)-\varphi_{\epsilon} \circ \Phi_{\epsilon}(Q)\right] d \sigma(Q) \\
&:= I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

It follows from Lemma 4.6 that

$$
\left|I_{3}\right| \leq C \epsilon\|g\|_{L^{2}(\partial \Omega)}
$$

It is easy to see that

$$
\left|I_{2}\right| \leq C \epsilon\|g\|_{L^{2}(\partial \Omega)}
$$

Since

$$
\left|\int_{\partial D} \log \right| P-Q|-\log | P-\Phi_{\epsilon}(Q)|d \sigma(Q)| \leq C \epsilon
$$

it follows from the standard argument of singular integral that

$$
\left|I_{1}\right| \leq C \epsilon\|\varphi\|_{C^{1 / 2}(\partial D)} \leq C \epsilon\|g\|_{L^{2}(\partial \Omega)}
$$

The last inequality follows from Lemma 2.1 and the invertibility of $\lambda I-\mathcal{K}^{*}$ on $C^{\alpha}(\partial D), 0<\alpha<1$. This completes the proof.
5. Perturbation of disk-error estimates. In this section, we apply the results from sections 3 and 4 to the class of perturbation of disks. From Theorem 4.1, we have the following theorem.

Theorem 5.1. Let $D \in \mathcal{C}[\epsilon]$ and $D$ be an $\epsilon$-perturbation of a disk $B$. There is a constant $C$ depending on $\delta_{0}$ and $d_{0}$, not on $D$ or $B$, such that if $u_{D}$ and $u_{B}$ are solutions to $P[D, g]$ and $P[B, g]$, respectively, then

$$
\begin{equation*}
\left\|u_{D}-u_{B}\right\|_{L^{\infty}(\Omega)} \leq C \epsilon \tag{5.1}
\end{equation*}
$$

Theorems 5.1 and 4.1 give the following stability for $\mathcal{C}[\epsilon]$.
Theorem 5.2. Suppose that $D_{1}, D_{2} \in \mathcal{C}[\epsilon]$. Let $g$ satisfy the condition ( $N$ ). Then there is a positive constant $C$ independent of $D_{j}$ so that

$$
\begin{equation*}
\left|D_{1} \Delta D_{2}\right| \leq C\left(\epsilon+\left\|\Lambda_{D_{1}}(g)-\Lambda_{D_{2}}(g)\right\|_{L^{\infty}(\partial \Omega)}\right)^{\alpha} . \tag{5.2}
\end{equation*}
$$

Proof. By the definition, there are two balls $B_{1}$ and $B_{2}$ such that $D_{j}$ is an $\epsilon$ perturbation of $B_{j}$. Let $v_{j}$ and $u_{j}$ be the solutions of the Neumann problems $P\left[B_{j}, g\right]$ and $P\left[D_{j}, g\right]$, respectively. By Theorem 5.1, we have

$$
\sup _{x \in \Omega}\left|v_{j}(x)-u_{j}(x)\right| \leq C \epsilon
$$

Hence

$$
\left\|v_{1}-v_{2}\right\|_{L^{\infty}(\partial \Omega)} \leq C\left(\epsilon+\left\|\Lambda_{D_{1}}(g)-\Lambda_{D_{2}}(g)\right\|_{L^{\infty}(\partial \Omega)}\right)
$$

It then follows from Theorem 3.1 that

$$
d\left(B_{1}, B_{2}\right) \leq C\left(\epsilon+\left\|\Lambda_{D_{1}}(g)-\Lambda_{D_{2}}(g)\right\|_{L^{\infty}(\partial \Omega)}\right)^{\alpha}
$$

and hence (5.2) follows. This completes the proof.
6. Approximate identification (without restriction on $\boldsymbol{g}$ ). In this section, we consider the uniqueness question without imposing any restriction on the Neumann data $g$. Let $g$ be any given nonzero function on $\partial \Omega$. Let $D_{0} \in \mathcal{C}[\epsilon]$ and let $\Lambda_{D_{0}}(g)=f$. We obtain that if $D \in \mathcal{C}[\epsilon]$ satisfies $\Lambda_{D}(g)=f$, then $D$ must be close to $D_{0}$. Indeed, we obtain the following result.

Theorem 6.1. There is a positive constant $C$ such that if $D \in \mathcal{C}[\epsilon]$ and $\Lambda_{D}(g)=$ $f$ on $\partial \Omega$, then

$$
\left|D \Delta D_{0}\right| \leq C \epsilon
$$

Remark. Theorem 6.1 together with the result in [AIP] gives the global uniqueness within $\mathcal{C}[\epsilon]$ for sufficiently small $\epsilon$ if $g$ satisfies the following condition: $\partial \Omega$ is the union of two disjoint arcs $\Gamma_{1}$ and $\Gamma_{2}$, and

$$
g \geq 0 \quad \text { on } \Gamma_{1} \quad \text { and } \quad g \leq 0 \quad \text { on } \Gamma_{2} .
$$

Here $\partial \Omega$ is smooth.
Without loss of generality, we assume $D_{0}$ is an $\epsilon$-perturbation of a disk $B_{0}=$ $B_{r_{0}}(0)$ and $D$ is an $\epsilon$-perturbation of a disk $B=B_{r}(a)$. For notational simplicity, we will write

$$
\varphi_{0}=\varphi_{D_{0}}, \varphi=\varphi_{D} ; \mathcal{S}_{0}=\mathcal{S}_{D_{0}}, \mathcal{S}=\mathcal{S}_{D} ; \mathcal{K}_{0}^{*}=\mathcal{K}_{D_{0}}^{*}, \mathcal{K}^{*}=\mathcal{K}_{D}^{*}
$$

By (2.2), the solution $u=u_{D}$ can be expressed uniquely as

$$
\begin{equation*}
u=H+\mathcal{S} \varphi \quad \text { in } \Omega, \tag{6.1}
\end{equation*}
$$

where $H$ and $\varphi$ are given in the formulas (2.3) and (2.4); that is,

$$
\begin{equation*}
\varphi=\left(\lambda I-\mathcal{K}^{*}\right)^{-1}\left(\frac{\partial H}{\partial \nu}\right) \quad \text { on } \partial D . \tag{6.2}
\end{equation*}
$$

From (6.2), $\int_{\partial D} \varphi=0=\int_{\partial D} \mathcal{K}^{*} \varphi$.
Lemma 6.2. We have that

$$
\begin{equation*}
\mathcal{S} \varphi=-\frac{1}{2 \lambda} H+w+c \quad \text { in } D, \tag{6.3}
\end{equation*}
$$

where $c$ is a constant and $w$ is the solution to the Neumann problem:

$$
\left\{\begin{array}{l}
\Delta w=0 \quad \text { in } D  \tag{6.4}\\
\left.\frac{\partial w}{\partial \nu}\right|_{\partial D}=\left(1-\frac{1}{2 \lambda}\right) \mathcal{K}^{*} \varphi, \quad \int_{\partial D} w=0 .
\end{array}\right.
$$

Proof. Since

$$
\begin{align*}
\left.\frac{\partial}{\partial \nu^{-}} \mathcal{S} \varphi\right|_{\partial D} & =\left(-\frac{1}{2} I+\mathcal{K}^{*}\right) \varphi \\
& =-\frac{1}{2 \lambda}\left(\lambda I-\mathcal{K}^{*}\right) \varphi+\left(1-\frac{1}{2 \lambda}\right) \mathcal{K}^{*} \varphi  \tag{6.5}\\
& =-\frac{1}{2 \lambda} \frac{\partial H}{\partial \nu} \left\lvert\, \partial D+\left(1-\frac{1}{2 \lambda}\right) \mathcal{K}^{*} \varphi\right.,
\end{align*}
$$

(6.3) follows from the uniqueness of the Neumann problem.

Observe that if $D$ is a disk, then $\mathcal{K}^{*} \varphi=0$ and hence $w=0$ in $D$ (see [KS1]).
Lemma 6.3. There exists $C$ depending only on $\delta_{0}$ and $d_{0}$ such that

$$
\left\|\mathcal{K}^{*} \varphi\right\|_{L^{2}(\partial D)} \leq C \epsilon\|\varphi\|_{L^{2}(\partial D)} .
$$

Proof. Let $\varphi_{B}$ be the density function in (6.2) with $D$ replaced by $B$. Then $\mathcal{K}_{B}^{*} \varphi_{B}=0$. Therefore, Lemma 6.3 follows from Lemma 4.5.

Set

$$
\begin{equation*}
U=u_{0}-u=\mathcal{S}_{0} \varphi_{0}-\mathcal{S} \varphi \tag{6.6}
\end{equation*}
$$

It follows from the basic regularity theory that $u \in C^{1}(\bar{D}) \cap C^{1}(\Omega \backslash D)$ and $u_{0} \in$ $C^{1}\left(\overline{D_{0}}\right) \cap C^{1}\left(\Omega \backslash D_{0}\right)$. We will denote by $\frac{\partial U^{\#}}{\partial \nu}$ the outer normal derivative of $U$ on the boundary from the region $\left(D \backslash \overline{D_{0}}\right) \cup\left(D_{0} \backslash \bar{D}\right)$.

Lemma 6.4. Assume that $\Omega \backslash \overline{D \cup D_{0}}$ is connected. Then

$$
\begin{equation*}
U=0 \quad \text { in } \Omega \backslash \overline{D \cup D_{0}} \tag{1}
\end{equation*}
$$

(2) $\quad \frac{\partial U^{\#}}{\partial \nu}=-\varphi \quad$ on $\partial D \backslash \overline{D_{0}} \quad$ and $\quad \frac{\partial U^{\#}}{\partial \nu}=-\varphi_{0} \quad$ on $\partial D_{0} \backslash \bar{D}$,
(3) $\frac{\partial U^{\#}}{\partial \nu}=\varphi+\frac{\partial}{\partial \nu}\left(w_{0}-w\right) \quad$ on $\partial D \cap D_{0}$,

$$
\frac{\partial U^{\#}}{\partial \nu}=\varphi_{0}+\frac{\partial}{\partial \nu}\left(w_{0}-w\right) \quad \text { on } \partial D_{0} \cap D
$$

Here $w_{0}$ is the function in Lemma 6.2 for $D_{0}$; i.e., $\mathcal{S}_{0} \varphi_{0}=-\frac{1}{2 \lambda} H+w_{0}+c_{0}$ in $D_{0}$.
Proof. Since $U=\frac{\partial U}{\partial \nu}=0$ on $\partial \Omega$, (1) follows from the unique continuation of the harmonic function. From (1) and the jump relation (2.1), for $x \in \partial D_{0} \backslash \bar{D}$,

$$
\begin{aligned}
\frac{\partial U^{\#}}{\partial \nu}(x) & =\frac{\partial u_{0}^{i}}{\partial \nu}(x)-\frac{\partial u^{e}}{\partial \nu}(x)=\frac{\partial u_{0}^{i}}{\partial \nu}(x)-\frac{\partial u^{e}}{\partial \nu}(x)-\left(\frac{\partial u_{0}^{e}}{\partial \nu}(x)-\frac{\partial u^{e}}{\partial \nu}(x)\right) \\
& =\frac{\partial u_{0}^{i}}{\partial \nu}(x)-\frac{\partial u_{0}^{e}}{\partial \nu}(x)=-\varphi_{0}(x)
\end{aligned}
$$

which proves the second part of (2). The first part of (2) can be proved in the same way. From Lemma 6.2 and the trace formula (2.1), we have for $x \in \partial D \cap D_{0}$,

$$
\begin{aligned}
\frac{\partial U^{\#}}{\partial \nu}(x) & =\frac{\partial u_{0}^{i}}{\partial \nu}(x)-\frac{\partial u^{e}}{\partial \nu}(x) \\
& =\frac{\partial u_{0}^{i}}{\partial \nu}(x)-\frac{\partial u^{e}}{\partial \nu}(x)-\left(\frac{\partial u_{0}^{i}}{\partial \nu}(x)-\frac{\partial u^{i}}{\partial \nu}(x)\right)+\left(\frac{\partial u_{0}^{i}}{\partial \nu}(x)-\frac{\partial u^{i}}{\partial \nu}(x)\right) \\
& =\varphi(x)+\frac{\partial}{\partial \nu}\left(w_{0}-w\right)(x)
\end{aligned}
$$

This completes the proof.
Lemma 6.5. Assume that $\Omega \backslash \overline{D \cup D_{0}}$ is connected. Then there exists a positive constant $C$ depending only on the radii of $B_{0}$ and $B$ so that

$$
\begin{aligned}
& \frac{1}{2}\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0} \backslash E\right)}^{2}+\|\varphi\|_{L^{2}(\partial D \backslash E)}^{2}\right)-C \epsilon^{2}\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right) \\
& \leq \int_{\partial\left(D \backslash \overline{D_{0}}\right)}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2}+\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2} \\
& \leq C\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right)
\end{aligned}
$$

where $E=\partial D_{0} \cap \partial D$.

Proof. From Lemma 6.4, we have

$$
\int_{\partial D_{0} \backslash \bar{D}}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2}=\int_{\partial D_{0} \backslash \bar{D}}\left|\varphi_{0}\right|^{2}
$$

We also obtain

$$
\int_{\partial D \cap D_{0}}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2} \geq \frac{1}{2} \int_{\partial D \cap D_{0}}|\varphi|^{2}-\int_{\partial D \cap D_{0}}\left|\frac{\partial w_{0}}{\partial \nu}-\frac{\partial w}{\partial \nu}\right|^{2}
$$

Thus by Theorem 2.2 and Lemmas 6.2 and 6.3, we have

$$
\begin{aligned}
\int_{\partial D \cap D_{0}}\left|\frac{\partial w_{0}}{\partial \nu}-\frac{\partial w}{\partial \nu}\right|^{2} & \leq 2 \int_{\partial D_{0}}\left|\left(\nabla w_{0}\right)^{*}\right|^{2}+2 \int_{\partial D}\left|(\nabla w)^{*}\right|^{2} \\
& \leq C\left(\int_{\partial D_{0}}\left|\frac{\partial w_{0}}{\partial \nu}\right|^{2}+\int_{\partial D}\left|\frac{\partial w}{\partial \nu}\right|^{2}\right) \\
& =C\left(\int_{\partial D_{0}}\left|\mathcal{K}_{0}^{*} \varphi_{0}\right|^{2}+\int_{\partial D}\left|\mathcal{K}^{*} \varphi\right|^{2}\right) \\
& \leq C \epsilon^{2}\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right)
\end{aligned}
$$

The other inequalities can be obtained in the same way. Thus we have the first inequality in (6.7).

The second inequality in (6.7) follows from the singular integral estimates

$$
\left\|(\nabla \mathcal{S} \varphi)^{* *}\right\|_{L^{2}(\partial D)} \leq C\|\varphi\|_{L^{2}(\partial D)} \quad \text { and } \quad\left\|\left(\nabla \mathcal{S}_{0} \varphi_{0}\right)^{* *}\right\|_{L^{2}(\partial D)} \leq C\left\|\varphi_{0}\right\|_{L^{2}(\partial D)}
$$

where $C$ is a positive constant depending only on the Lipschitz characters of $D$ and $D_{0}$. This completes the proof.

We are now ready to prove Theorem 6.1.
Proof of Theorem 6.1. If $\Lambda_{D_{0}}(g)=\Lambda_{D}(g)$ on $\partial \Omega$, it is known that $\bar{D} \cap \overline{D_{0}} \neq \emptyset$ and one domain cannot be contained in the other (see [FI].) Hence it must be

$$
\partial D \cap \partial D_{0} \neq \emptyset
$$

Assume first that $\Omega \backslash \overline{D \cup D_{0}}$ is connected. Let $M$ be a fixed number to be chosen later. Take a function $\eta \in C^{2}\left(\mathbb{R}^{2}\right)$ so that $\eta=1$ in $\mathbb{R}^{2} \backslash B_{r+2 M \epsilon}(a), \eta=0$ in $B_{r+\epsilon}(a)$, and $\|\nabla \eta\|_{L^{\infty}} \leq \frac{1}{M \epsilon}$. Let $\vec{\alpha}(x)=x \eta(x)$. If we apply the Rellich identity as in (2.11) with $U=u_{0}-u$ over the region $D_{0} \backslash \bar{D}$, then

$$
\begin{equation*}
\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle\vec{\alpha}, \nu\rangle\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2}=\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle\vec{\alpha}, \nu\rangle\left|\frac{\partial U}{\partial T}\right|^{2}-2 \int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle\vec{\alpha}, T\rangle \frac{\partial U}{\partial T} \frac{\partial U^{\#}}{\partial \nu}+\mathcal{R} \tag{6.8}
\end{equation*}
$$

where

$$
\mathcal{R}=\int_{D_{0} \backslash \bar{D}} 2\langle\nabla \vec{\alpha} \nabla U, \nabla U\rangle-\operatorname{div} \vec{\alpha}|\nabla U|^{2}
$$

Here $\frac{\partial U}{\partial T}$ denotes the tangential derivative on the boundary. Since $U=0$ in $\Omega \backslash \overline{D_{0} \cup D}$, $\frac{\partial U}{\partial T}=0$ along $\partial D_{0} \backslash \bar{D}$ and $\partial D \backslash \overline{D_{0}}$. And $\vec{\alpha}=0$ on $\partial D \cap \overline{D_{0}}$. Therefore, the first and
second terms of the right side of the equality in (6.8) vanish. Moreover, we have

$$
\begin{align*}
|\mathcal{R}| & \leq C\|\nabla \vec{\alpha}\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \int_{D_{0} \backslash \bar{D}}|\nabla U|^{2} \\
& \leq C\left(\frac{1}{M \epsilon}+1\right) \int_{\partial\left(D_{0} \backslash \bar{D}\right)} \frac{\partial U^{\#}}{\partial \nu} U  \tag{6.9}\\
& \leq C\left(\frac{1}{M \epsilon}+1\right)\left(\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2}\right)^{1 / 2}\left(\int_{\partial\left(D_{0} \backslash \bar{D}\right)}|U|^{2}\right)^{1 / 2} .
\end{align*}
$$

From Lemma 6.5, we obtain

$$
\begin{equation*}
|\mathcal{R}| \leq C\left(\frac{1}{M \epsilon}+1\right)\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right)^{1 / 2}\left(\int_{\partial\left(D_{0} \backslash \bar{D}\right)}|U|^{2}\right)^{1 / 2} \tag{6.10}
\end{equation*}
$$

It follows from Lemma 6.2 that

$$
\begin{aligned}
\int_{\partial\left(D_{0} \backslash \bar{D}\right)}|U|^{2} & =\int_{\overline{D_{0}} \cap \partial D}|U|^{2} \\
& =\int_{\overline{D_{0}} \cap \partial D}\left|w_{0}-c_{0}-(w-c)\right|^{2} \\
& \leq C\left(\|w\|_{L^{\infty}(D)}^{2}+\|w\|_{L^{\infty}(D)}^{2}+\left|c-c_{0}\right|^{2}\right)
\end{aligned}
$$

We now show that

$$
\begin{equation*}
\|w\|_{L^{\infty}(D)}^{2}+\|w\|_{L^{\infty}(D)}^{2}+\left|c-c_{0}\right|^{2} \leq C \epsilon^{2}\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right) . \tag{6.11}
\end{equation*}
$$

There exists $\psi \in L^{2}(\partial D)$ with $\int_{\partial D} \psi=0$ so that $\left(-\frac{1}{2} I+\mathcal{K}^{*}\right) \psi=\left(1-\frac{1}{2 \lambda}\right) \mathcal{K}^{*} \varphi$ on $\partial D$ (see [F]). Thus

$$
\begin{aligned}
& w(x)=\frac{1}{2 \pi} \int_{\partial D} \log |x-y| \psi(y) d \sigma(y) \quad \text { for } x \in D \\
& \|\psi\|_{L^{2}(\partial D)} \leq C\left\|\left(1-\frac{1}{2 \lambda}\right) \mathcal{K}^{*} \varphi\right\|_{L^{2}(\partial D)} \leq C \epsilon\|\varphi\|_{L^{2}(\partial D)}
\end{aligned}
$$

From the Schwartz inequality, we obtain

$$
\|w\|_{L^{\infty}(D)} \leq\left(\int_{\partial D}|\log | x-y \|^{2}\right)^{1 / 2}\left(\int_{\partial D}|\psi|^{2}\right)^{1 / 2} \leq C \epsilon\|\varphi\|_{L^{2}(\partial D)}
$$

Suppose that $\partial\left(\overline{D_{0} \cup D}\right) \cap \partial\left(D_{0} \cap D\right) \neq \emptyset$. At a point $P \in \partial\left(\overline{D_{0} \cup D}\right) \cap \partial\left(D_{0} \cap D\right)$, $U(P)=0=\mathcal{S}_{0} \varphi_{0}(P)-\mathcal{S} \varphi(P)$. It follows from the above estimate that

$$
\begin{aligned}
\left|c_{0}-c\right| & =\left|w_{0}(P)-w(P)\right| \\
& \leq\left\|w_{0}\right\|_{L^{\infty}\left(D_{0}\right)}+\|w\|_{L^{\infty}(D)} \\
& \leq C \epsilon\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}+\|\varphi\|_{L^{2}(\partial D)}\right) .
\end{aligned}
$$

This proves the estimate (6.11).

It then follows from (6.8)-(6.11) that

$$
\begin{equation*}
\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle\vec{\alpha}, \nu\rangle\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2} \leq C\left(\frac{1}{M}+\epsilon\right)\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right) \tag{6.12}
\end{equation*}
$$

As before, we apply the Rellich identity (6.8) with the vector field $\vec{\beta}(x)=(\eta(x)-$ 1) $(x-a)$ over the domain $D_{0} \backslash \bar{D}$ and obtain

$$
\begin{equation*}
\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle\vec{\beta}, \nu\rangle\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2} \leq C\left(\frac{1}{M}+\epsilon\right)\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right)+|\mathcal{J}| \tag{6.13}
\end{equation*}
$$

where

$$
\mathcal{J}=\int_{\partial\left(D \backslash \overline{D_{0}}\right)}\langle\vec{\beta}, \nu\rangle\left|\frac{\partial U}{\partial T}\right|^{2}-2 \int_{\partial\left(D \backslash \overline{D_{0}}\right)}\langle\vec{\beta}, T\rangle \frac{\partial U}{\partial T} \frac{\partial U^{\#}}{\partial \nu}
$$

Since $\frac{\partial U}{\partial T}=0$ on $\partial D \backslash \overline{D_{0}}$,

$$
\begin{equation*}
|\mathcal{J}| \leq C \int_{\partial D_{0} \cap \bar{D}}\left|\frac{\partial U}{\partial T}\right|^{2}+\left|\frac{\partial U}{\partial T}\right|\left|\frac{\partial U^{\#}}{\partial \nu}\right| \tag{6.14}
\end{equation*}
$$

Note that

$$
\frac{\partial U}{\partial T}=\frac{\partial}{\partial T}\left(w_{0}-w\right) \quad \text { on } \partial D_{0} \cap D
$$

By Lemmas 6.3 and 6.5 and (6.14), we obtain

$$
|\mathcal{J}| \leq C \epsilon\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right)
$$

It then follows from (6.13) that

$$
\begin{equation*}
\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle\vec{\beta}, \nu\rangle\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2} \leq C\left(\frac{1}{M}+\epsilon\right)\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right) \tag{6.15}
\end{equation*}
$$

Let $\gamma_{0}^{\epsilon}=\left(\partial D_{0} \backslash \bar{D}\right) \cap B_{\underline{r+2 M \epsilon}}(a)$. Observe that $\langle\vec{\alpha}, \nu\rangle \geq r_{0}-\epsilon$ on $\left(\partial D_{0} \backslash \bar{D}\right) \backslash \gamma_{0}^{\epsilon}$ and $\langle\vec{\beta}, \nu\rangle \geq r-\epsilon$ on $\partial D \cap \overline{D_{0}}$. It follows from (6.12) and (6.15) that

$$
\begin{equation*}
\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2}-C \int_{\gamma_{0}^{\epsilon}}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2} \leq C\left(\frac{1}{M}+\epsilon\right)\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right) \tag{6.16}
\end{equation*}
$$

If we put $\gamma^{\epsilon}=\left(\partial D \backslash \overline{D_{0}}\right) \cap B_{r+2 M \epsilon}(0)$, we have in the same way that

$$
\begin{equation*}
\int_{\partial\left(D \backslash \overline{D_{0}}\right)}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2}-C \int_{\gamma^{\epsilon}}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2} \leq C\left(\frac{1}{M}+\epsilon\right)\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right) \tag{6.17}
\end{equation*}
$$

In (6.16) and (6.17), the constant $C$ depends only on the radii of $B_{0}$ and $B$. Recall that $\frac{\partial U^{\#}}{\partial \nu}=\varphi$ on $\gamma^{\epsilon}$ and $\frac{\partial U^{\#}}{\partial \nu}=\varphi_{0}$ on $\gamma_{0}^{\epsilon}$ (see Lemma 6.4). From (6.7), (6.16), and (6.17), we obtain that

$$
\begin{align*}
\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0} \backslash E\right)}^{2}+\|\varphi\|_{L^{2}(\partial D \backslash E)}^{2} \leq( & \left.C \epsilon+\frac{C}{M}\right)\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2}\right)  \tag{6.18}\\
& +C\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\gamma_{0}^{\epsilon}\right)}^{2}+\|\varphi\|_{L^{2}\left(\gamma^{\epsilon}\right)}^{2}\right)
\end{align*}
$$

Now let us choose $M$ so that $\frac{C}{M}<\frac{1}{4}$. It then follows from (6.18) that

$$
\begin{equation*}
\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\|\varphi\|_{L^{2}(\partial D)}^{2} \leq C\left(\left\|\varphi_{0}\right\|_{L^{2}\left(\gamma_{0}^{\epsilon} \cup E\right)}^{2}+\|\varphi\|_{L^{2}\left(\gamma^{\epsilon} \cup E\right)}^{2}\right) \tag{6.19}
\end{equation*}
$$

provided that $\epsilon$ is small enough so that $C \epsilon \leq \frac{1}{4}$. By (6.2) and Lemma 6.3, we have

$$
\begin{aligned}
|\lambda|\|\varphi\|_{L^{2}\left(\gamma^{\epsilon} \cup E\right)} & \leq\left\|\mathcal{K}^{*} \varphi\right\|_{L^{2}\left(\gamma^{\epsilon} \cup E\right)}+\left\|\left(\lambda I-\mathcal{K}^{*}\right) \varphi\right\|_{L^{2}\left(\gamma^{\epsilon} \cup E\right)} \\
& \leq C \epsilon\|\varphi\|_{L^{2}(\partial D)}+\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}\left(\gamma^{\epsilon} \cup E\right)}
\end{aligned}
$$

Therefore we have from (6.2) and (6.19) that

$$
\begin{equation*}
\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}(\partial D)}^{2} \leq C\left(\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}\left(\gamma_{0}^{\in} \cup E\right)}^{2}+\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}\left(\gamma^{\epsilon} \cup E\right)}^{2}\right) \tag{6.20}
\end{equation*}
$$

By the interior estimate of harmonic functions, one can easily see that

$$
\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}\left(\gamma^{\epsilon} \cup E\right)}^{2}+\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}\left(\gamma_{0}^{\epsilon} \cup E\right)}^{2} \leq C\left(l\left(\gamma_{0}^{\epsilon} \cup E\right)+l\left(\gamma^{\epsilon} \cup E\right)\right) \int_{\Omega}|\nabla H|^{2}
$$

and hence we have from (6.20) that

$$
\begin{equation*}
\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}+\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}(\partial D)}^{2} \leq C\left(l\left(\gamma_{0}^{\epsilon} \cup E\right)+l\left(\gamma^{\epsilon} \cup E\right)\right) \int_{\Omega}|\nabla H|^{2} \tag{6.21}
\end{equation*}
$$

where $l\left(\gamma_{0}^{\epsilon}\right)$ and $l\left(\gamma^{\epsilon}\right)$ denote the length of $\gamma_{0}^{\epsilon}$ and $\gamma^{\epsilon}$.
Let $\Omega_{1}=\left\{x \in \Omega \mid \operatorname{dist}(x, \partial \Omega)>\delta_{0}\right\}$. Since $\nabla H$ is harmonic, one can apply the same argument of the harmonic measure used in the proof of Proposition 3.4 and the standard interior estimate to see that there exist $C>0$ and $0<\alpha<1$ such that for every $x \in \Omega_{0}$,

$$
\begin{aligned}
|\nabla H(x)|^{2} & \leq C \sup _{y \in B_{r_{0} / 2}(0)}|\nabla H(y)|^{2 \alpha} \sup _{y \in \Omega_{1}}|\nabla H(y)|^{2(1-\alpha)} \\
& \leq C\left(\int_{D_{0}}|\nabla H(y)|^{2}\right)^{\alpha}\left(\int_{\Omega}|\nabla H(y)|^{2}\right)^{1-\alpha}
\end{aligned}
$$

By integrating the left-hand side of the above inequality over $\Omega_{0}$, we obtain

$$
C \frac{\left(\int_{\Omega_{0}}|\nabla H(y)|^{2}\right)^{1 / \alpha}}{\left(\int_{\Omega}|\nabla H(y)|^{2}\right)^{1 / \alpha-1}} \leq \int_{D_{0}}|\nabla H(y)|^{2} \leq C\left\|\frac{\partial H}{\partial \nu}\right\|_{L^{2}\left(\partial D_{0}\right)}^{2}
$$

It then follows from (6.21) that

$$
\begin{equation*}
l\left(\gamma_{0}^{\epsilon} \cup E\right)+l\left(\gamma^{\epsilon} \cup E\right) \geq C A, \quad A:=\left(\frac{\int_{\Omega_{0}}|\nabla H(y)|^{2}}{\int_{\Omega}|\nabla H(y)|^{2}}\right)^{1 / \alpha} \tag{6.22}
\end{equation*}
$$

By the definition of the $\epsilon$-perturbation of a disk, there is a positive constant $C$ so that

$$
\begin{aligned}
l\left(\left\{x \in \partial B_{r}(a): x \in\right.\right. & \left.\left.B_{r_{0}+\epsilon}(0) \backslash B_{r_{0}-\epsilon}(0)\right\}\right) \\
& +l\left(\left\{x \in \partial B_{r_{0}}(0): x \in B_{r+\epsilon}(a) \backslash B_{r-\epsilon}(a)\right\}\right) \geq C A
\end{aligned}
$$

From the elementary geometry of two circles, there is a positive constant $C$ depending only on $r, r_{0}, A$ so that

$$
\left|B_{r_{0}}(0) \backslash B_{r}(a)\right|+\left|B_{r}(a) \backslash B_{r_{0}}(0)\right| \leq C \epsilon
$$

It follows from the definition of the $\epsilon$-perturbation of a disk that

$$
\left|D_{0} \backslash \bar{D}\right|+\left|D \backslash \overline{D_{0}}\right| \leq C \epsilon
$$

Now let us consider the remaining two cases:
(1) $\Omega \backslash \overline{D_{0} \cup D}$ is connected and $\partial\left(\overline{D_{0} \cup D}\right) \cap \partial\left(D_{0} \cap D\right)=\emptyset$;
(2) $\Omega \backslash \overline{D_{0} \cup D}$ is not connected.

From elementary geometry, it is not difficult to see that the above two cases occur when

$$
\begin{equation*}
|a|=r_{0}+r+O(\epsilon) \tag{6.23}
\end{equation*}
$$

Indeed, in case (1) there is a point $P \in \partial D \cap \partial D_{0}$ so that the outer normal vector of $\partial D$ at $P$ is in the opposite direction of the normal vector of $\partial D_{0}$ at $P$. Then (6.23) follows from the property of two circles and the $\epsilon$-perturbation of a disk. In case (2), there is a point $Q=\left(Q_{1}, Q_{2}\right)$ which lies in a bounded component of $\mathbb{R}^{2} \backslash \overline{D \cup D_{0}}$. Assume $Q_{2} \geq 0$. The upper half vertical line $L:=\left\{\left(x_{1}, x_{2}\right): x_{1}=Q_{1}\right.$ and $\left.x_{2}>Q_{2}\right\}$ starting from $Q$ cuts or intersects one of the domains $D$ and $D_{0}$. Assume that the vertical line $L$ cuts $D$. It follows from Rolle's theorem that there is a point $P \in \partial D$ with $Q_{2} \leq P_{2}$ such that the normal vector $\nu(P)$ at $\partial D$ is parallel to the $x_{1}$-axis. Then $0 \leq Q_{2}<P_{2}=O(\epsilon)$, because $\partial D$ is an $\epsilon$-perturbation of a disk. This gives (6.23) because $|Q|>r_{0}-\epsilon$ and $|Q-a|>r-\epsilon$.

Let $I_{0}:=\partial D_{0} \cap B_{r+\epsilon}(a)$ and $I:=\partial D \cap B_{r_{0}+\epsilon}(0)$. Then it is easy to see that

$$
\begin{equation*}
l\left(I_{0} \cup I\right) \leq C \sqrt{\epsilon} \tag{6.24}
\end{equation*}
$$

As in (6.8), we apply the Rellich identity with vector field $x$ and we obtain

$$
\begin{equation*}
\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle x, \nu\rangle\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2}=\int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle x, \nu\rangle\left|\frac{\partial U}{\partial T}\right|^{2}-2 \int_{\partial\left(D_{0} \backslash \bar{D}\right)}\langle x, T\rangle \frac{\partial U}{\partial T} \frac{\partial U^{\#}}{\partial \nu} \tag{6.25}
\end{equation*}
$$

(Note that $\mathcal{R}=0$ with the vector field $x$.) Similarly, we obtain

$$
\begin{equation*}
\int_{\partial\left(D \backslash \overline{D_{0}}\right)}\langle x-a, \nu\rangle\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2}=\int_{\partial\left(D \backslash \overline{D_{0}}\right)}\langle x-a, \nu\rangle\left|\frac{\partial U}{\partial T}\right|^{2}-2 \int_{\partial\left(D \backslash \overline{D_{0}}\right)}\langle x-a, T\rangle \frac{\partial U}{\partial T} \frac{\partial U^{\#}}{\partial \nu} \tag{6.26}
\end{equation*}
$$

Since $\frac{\partial U}{\partial T}=0$ on $\left(\partial D \cup \partial D_{0}\right) \backslash\left(I \cup I_{0}\right)$, it follows from (6.25) and (6.26) that

$$
\int_{\left(\partial D \cup \partial D_{0}\right) \backslash\left(I_{0} \cup I\right)}\left|\frac{\partial U^{\#}}{\partial \nu}\right|^{2} \leq C \int_{I_{0} \cup I}\left|\nabla U^{\#}\right|^{2}
$$

From Lemma 6.4 and the above estimate, we obtain as before that

$$
\left\|\varphi_{0}\right\|_{L^{2}\left(\partial D_{0}\right)}+\|\varphi\|_{L^{2}(\partial D)} \leq C\left(\left\|\varphi_{0}\right\|_{L^{2}\left(I_{0}\right)}+\|\varphi\|_{L^{2}(I)}\right)
$$

which is similar to (6.19). We repeat the argument as before and obtain $l\left(I \cup I_{0}\right)>C$ as in (6.22). This is not possible for small $\epsilon$ because of (6.24). This completes the proof.

Acknowledgments. This work was completed before professor E. Fabes passed away. We will remember him as a man of humanism and as a great teacher in our life. We would like to thank the referee for several helpful comments.

## REFERENCES

[AIP] G. Alessandrini, V. Isakov, and J. Powell, Local uniqueness in the inverse problem with one measurement, Trans. Amer. Math. Soc., 347 (1995), pp. 3031-3041.
[BF] H. Bellout and A. Friedman, Identification problem in potential theory, Arch. Rational Mech. Anal., 101 (1988), pp. 143-160.
[BFI] H. Bellout, A. Friedman, and V. Isakov, Inverse problem in potential theory, Trans. Amer. Math. Soc., 332 (1992), pp. 271-296.
[BFS] B. Barcelo, E. Fabes, AND J.K. Seo, The inverse conductivity problem with one measurement: Uniqueness for convex polyhedra, Proc. Amer. Math. Soc., 122 (1994), pp. 183-189.
[EFV] L. Escauriaza, E.B. Fabes, and G. Verchota, On a regularity theorem for weak solutions to transmission problems with internal Lipschitz boundaries, Proc. Amer. Math. Soc., 115 (1992), pp. 1069-1076.
[F] G.B. Folland, Introduction to Partial Differential Equations, Princeton University Press, Princeton, NJ, 1976.
[FI] A. Friedman and V. Isakov, On the uniqueness in the inverse conductivity problem with one measurement, Indiana Univ. Math. J., 38 (1989), pp. 553-580.
[FJR] E.B. Fabes, M. Jodeit, and N.M. Riviére, Potential techniques for boundary value problems on $C^{1}$ domains, Acta Math., 141 (1978), pp. 165-186.
[GT] D. Gilbarg and N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, 2nd ed., Springer-Verlag, Berlin, New York, 1983.
[IP] V. Isakov and J. Powell, On the inverse conductivity problem with one measurement, Inverse Problems, 6 (1990), pp. 311-318.
[KS1] H. Kang and J.K. Seo, Layer potential technique for the inverse conductivity problem, Inverse Problems, 12 (1996), pp. 267-278.
[KS2] H. Kang and J.K. Seo, Inverse conductivity problem with one measurement: Uniqueness of balls in $\mathbb{R}^{3}$, SIAM J. Appl. Math., to appear.
[KSS1] H. Kang, J.K. Seo, and D. Sheen, The inverse conductivity problem with one measurement: Stability and estimation of size, SIAM J. Math. Anal., 28 (1997), pp. 1389-1405.
[KSS2] H. Kang, J.K. Seo, And D. Sheen, Numerical identification of discontinuous conductivity coefficients, Inverse Problems, 13 (1997), pp. 113-123.
[S] J.K. SEO, A uniqueness result on inverse conductivity problem with two measurements, J. Fourier Anal. Appl., 2 (1996), pp. 227-235.
[V] G.C. Verchota, Layer potentials and boundary value problems for Laplace's equation in Lipschitz domains, J. Funct. Anal., 59 (1984), pp. 572-611.

# LOWER BOUNDS FOR GENERALIZED GINZBURG-LANDAU FUNCTIONALS* 

ROBERT L. JERRARD ${ }^{\dagger}$


#### Abstract

We study properties of Ginzburg-Landau functionals $I_{U}^{\epsilon}(\cdot)$, defined for functions $u \in W^{1, n}\left(U ; \mathcal{R}^{n}\right)$, where $U \subset \mathcal{R}^{n}$. In particular, we establish lower bounds relating the energy $I_{U}^{\epsilon}(u)$ to the Brouwer degree of $u$, and we prove under additional hypotheses that the energy concentrates on a small number of small sets. As a consequence we deduce some compactness theorems. Such estimates are useful in studying Ginzburg-Landau-type PDEs associated with the functional $I_{U}^{\epsilon}$.
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1. Introduction. We study Ginzburg-Landau functionals of the form

$$
I^{\epsilon}(u):=\int_{U} \mathcal{E}^{\epsilon}[u] d x
$$

where $U$ is a bounded open subset of $\mathcal{R}^{n}, u \in W^{1, n}\left(U ; \mathcal{R}^{n}\right)$, and

$$
\mathcal{E}^{\epsilon}[u]:=\frac{1}{n}|\nabla u|^{n}+\frac{1}{4 \epsilon^{2}}\left(1-|u|^{2}\right)^{2} .
$$

Our results apply also to the functional with magnetic potential,

$$
I_{\mathrm{mag}}^{\epsilon}(u, A):=\int_{U} \mathcal{E}_{\mathrm{mag}}^{\epsilon}[u, A] d x
$$

where $U$ is a bounded open subset of $\mathcal{R}^{2}$ and

$$
\mathcal{E}_{\mathrm{mag}}^{\epsilon}[u, A]:=\frac{1}{2}\left|\nabla_{A} u\right|^{2}+\frac{1}{2}|\nabla \times A|^{2}+\frac{1}{4 \epsilon^{2}}\left(1-|u|^{2}\right)^{2} .
$$

The notation is explained below.
When there is no possibility of confusion, we will typically write $\mathcal{E}^{\epsilon}$ and $\mathcal{E}_{\text {mag }}^{\epsilon}$, suppressing the dependence on $u$ and $A$.

It is known that if the trace of $u$ on $\partial U$ is a fixed function of nonzero Brouwer degree, then $I^{\epsilon}(u)>C \ln \left(\frac{1}{\epsilon}\right)$, for $\epsilon$ small, and similarly for $I_{\text {mag }}^{\epsilon}(u, A)$. We give a new proof of lower bounds of this form, and we show that under additional hypotheses the unbounded part of the energy is concentrated on a small number of small sets. As a consequence we establish new results on the weak compactness of functions with nonzero degree.

In the magnetic case, we further show that if the energy of a pair $(u, A)$ is within $O(1)$ of the appropriate lower bound, then the term $\int|\nabla \times A|^{2}$ is bounded independent of $\epsilon$.

[^37]The first results of this character were proven by Bethuel, Brezis, and Hélein [2], using lower bounds established by Brezis, Merle, and Rivière [4]. Other important contributions include papers of Struwe [11], Bethuel and Rivière [3], Han and Li [6], and Hong [7]. Most of these results deal only with sequences of energy-minimizers, and provide detailed information about their asymptotic behavior. A paper of Lin [8] establishes compactness results under weaker assumptions which are naturally satisfied by solutions of parabolic equations.

Our techniques are substantially new, and for many purposes they are more precise and flexible than earlier arguments. In particular, they require no a priori control on the modulus of continuity of a function $u$. We thus do not need to use any regularity theory-we instead rely entirely on elementary arguments.

In particular, our results show that the compactness of energy-minimizing sequences does not in any way depend on the fact that they solve some PDE; instead, it is merely an outcome of the real variable structure of the Ginzburg-Landau functional.

After completing this paper, we have become aware of several related works, including a recent paper of Almeida and Bethuel [1] and preprints of Lin [9] and Sandier [10]. These papers deal mainly with the case $n=2$; as far as we know, our compactness results are the only ones valid in higher dimensions. The main focus of [1] is on topological methods, but their work can be used to deduce the compactness of nonminimizing, though appropriately bounded, sequences. Lin [9] and Sandier [10] both establish results similar to ours. Sandier uses estimates on annuli, rather similar to ours, together with an elegant application of the coarea formula. Lin's arguments are different; he uses a regularization to reduce the general case (with no control on the modulus of continuity) to a situation he studied earlier in [8]. Lin further applies this result to the study of asymptotic vortex dynamics in solutions of a Ginzburg-Landau wave equation.

In general, results of the sort we establish are very useful in studying vortex dynamics for evolutionary equations of Ginzburg-Landau-type, especially in situations where there is only weak control over the modulus of continuity.

Ginzburg-Landau-type functionals in $\boldsymbol{n}$-dimensions. Suppose that $\partial U$ is smooth, and let $g: \partial U \rightarrow S^{n-1}$ be smooth, with

$$
|\operatorname{deg}(g ; \partial U)|=d
$$

We are interested in the case $d \neq 0$, and given this, we assume for convenience that $\operatorname{deg}(g ; \partial U)>0$.

Let

$$
\begin{equation*}
W_{g}^{1, n}\left(U ; \mathcal{R}^{n}\right):=\left\{u \in W^{1, n}\left(U ; \mathcal{R}^{n}\right) \mid u=g \text { on } \partial U\right\} . \tag{1.1}
\end{equation*}
$$

We define a constant

$$
\begin{equation*}
\kappa_{n}=\frac{1}{n}(n-1)^{n / 2}\left|\partial B_{1}\right| \tag{1.2}
\end{equation*}
$$

The following result is proven in Han and Li [6] and Hong [7], who obtain it by analyzing energy-minimizing sequences. These authors obtain also much more detailed information about the limiting behavior of minimizers.

THEOREM 1.1. If $u \in W_{g}^{1, n}\left(U ; \mathcal{R}^{n}\right)$, then

$$
\begin{equation*}
\int_{U} \mathcal{E}^{\epsilon} d x \geq d \kappa_{n} \ln \left(\frac{1}{\epsilon}\right)-C \tag{1.3}
\end{equation*}
$$

The constant here depends on the domain $U$ and the data $g$.
We will show that a matching upper bound implies energy concentration. In fact, the following result states that energy concentrates around at most $d$ points.

THEOREM 1.2. Suppose that $u \in W_{g}^{1, n}\left(U ; \mathcal{R}^{n}\right)$. There exists a number $\sigma_{0}>0$ (depending only on the domain $U$ ) such that, for any $\sigma \in\left(0, \sigma_{0}\right]$, if

$$
\begin{equation*}
\int_{U} \mathcal{E}^{\epsilon} d x \leq d \kappa_{n} \ln \left(\frac{1}{\epsilon}\right)+C \tag{1.4}
\end{equation*}
$$

and $\epsilon$ is sufficiently small, i.e., $\epsilon \leq \epsilon_{0}(C, \sigma)$, then there are points $\left\{x_{1}, \ldots, x_{m}\right\}$ and positive integers $\left\{d_{1}, \ldots, d_{m}\right\}$ such that

$$
\sum_{i} d_{i}=d
$$

and

$$
\int_{\cup_{i} B_{d_{i} \sigma}\left(x_{i}\right) \cap U} \mathcal{E}^{\epsilon} d x \geq d \kappa_{n} \ln \left(\frac{\sigma}{\epsilon}\right)-C
$$

Note that Theorem 1.2 implies Theorem 1.1. Indeed, if $u \in W_{g}^{1, n}\left(U ; \mathcal{R}^{n}\right)$ satisfies (1.4), then (1.3) follows by Theorem 1.2, and if (1.4) does not hold, then (1.3) follows trivially.

A compactness result follows as an easy consequence of Theorem 1.2
Theorem 1.3. Suppose $u^{\epsilon}$ is a collection of functions in $W_{g}^{1, n}\left(U ; \mathcal{R}^{n}\right)$ and that $u^{\epsilon}$ satisfies

$$
\int_{U} \mathcal{E}^{\epsilon} d x \leq d \kappa_{n} \ln \left(\frac{1}{\epsilon}\right)+C
$$

for every $\epsilon>0$. Then there exist points $x_{1}, \ldots, x_{m} \in \bar{U}$, with $m \leq d$, a subsequence $\epsilon_{k} \rightarrow 0$, and a function $u \in W_{l o c}^{1, n}\left(U \backslash\left\{x_{1}, \ldots, x_{m}\right\} ; S^{n-1}\right)$ such that

$$
u^{\epsilon_{k}} \rightharpoonup u \quad \text { weakly in } W_{l o c}^{1, n}\left(U \backslash\left\{x_{1}, \ldots, x_{m}\right\} ; \mathcal{R}^{n}\right) .
$$

Also, there are integers $d_{i}>0$ for $i=1, \ldots, m$ such that $\sum d_{i}=d$ and

$$
\mu^{\epsilon}:=|\ln \epsilon|^{-1} \mathcal{E}^{\epsilon} d x \rightarrow \kappa_{n} \sum_{i=1}^{m} d_{i} \delta_{x_{i}}
$$

weakly as measures.
Remarks. 1. It is straightforward to construct examples of functions satisfying the hypotheses of Theorem 1.3, so the theorem is not vacuous. Such constructions are standard and may be found in [2] and [7], for example. In particular, Theorem 1.3 implies the compactness of a sequence of energy-minimizers.
2. In Lin [9] it is shown that $m=d$ and that all points $x_{i}$ lie in the interior of $U$. These results are almost certainly true in higher dimensions as well, but we do not prove them here.
3. Although we do not assume continuity in the statements of the above theorems, in many of our proofs we work with continuous functions. The general results as stated here will follow from regularization arguments.

The gauge-invariant Ginzburg-Landau functional. Consider the gaugeinvariant functional

$$
I_{\mathrm{mag}}^{\epsilon}(u ; A):=\int_{U} \frac{1}{2}\left|\nabla_{A} u\right|^{2}+\frac{1}{2}|\nabla \times A|^{2}+\frac{1}{4 \epsilon^{2}}\left(1-|u|^{2}\right)^{2} d x
$$

Here $U \subset \mathcal{R}^{2}$ is assumed open and bounded, with smooth boundary. We now think of $u$ as taking values in the complex plane $\mathcal{C}$, and $A=A_{1} d x_{1}+A_{2} d x_{2}$ is a 1-form with coefficients $A_{i} \in H^{1}(U)$. We will identify $A$ with the function $\left(A_{1}, A_{2}\right) \in H^{1}\left(U ; \mathcal{R}^{2}\right)$. We define $\nabla \times A:=A_{2}, x_{1}-A_{1},_{x_{2}}$ and $\nabla_{A} u:=(\nabla-i A) u$, where $i=\sqrt{-1}$.

A thorough description of asymptotic behavior of minimizers, subject to gaugeinvariant Dirichlet conditions, has been carried out by Bethuel and Rivière [3], who in particular determine a renormalized energy which governs the location of limiting singular points.

We will prove the following.
Theorem 1.4. Suppose that $u \in H_{g}^{1}(U ; \mathcal{C})$ and $A \in H^{1}\left(U ; \mathcal{R}^{2}\right)$. There exists a number $\sigma_{0}>0$ (depending only on the domain $U$ ) such that, for any $\sigma \in\left(0, \sigma_{0}\right]$, if

$$
\int_{U} \mathcal{E}_{m a g}^{\epsilon} d x \leq d \pi \ln \left(\frac{1}{\epsilon}\right)+C
$$

and $\epsilon \leq \epsilon_{0}(C, \sigma)$, then

$$
\begin{equation*}
\int_{U}|\nabla \times A|^{2} d x \leq C \tag{1.5}
\end{equation*}
$$

and there are points $\left\{x_{1}, \ldots, x_{m}\right\}$ and positive integers $\left\{d_{1}, \ldots, d_{m}\right\}$ such that

$$
\sum_{i} d_{i}=d
$$

and

$$
\int_{\cup_{i} B_{d_{i} \sigma}\left(x_{i}\right) \cap U} \mathcal{E}_{m a g}^{\epsilon} d x \geq d \kappa_{n} \ln \left(\frac{\sigma}{\epsilon}\right)-C .
$$

Note in particular the upper bound (1.5).
This immediately yields a lower bound, analogous to Theorem 1.1. We obtain also a compactness result along the lines of Theorem 1.3.

Notation, and preliminary remarks about degree. We let $B_{r}(x)$ denote the closed ball $\left\{y \in \mathcal{R}^{n}| | x-y \mid \leq r\right\}$.

Let $\omega_{n}$ be the volume of the unit ball in $\mathcal{R}^{n}$.
We recall some facts about degree. A good general reference for this and related material is Brezis and Nirenberg [5].

When we refer to degree $\operatorname{deg}(u ; \partial V)$, we always mean the degree of $u$ around the origin. Informally, this counts the number of points in $u^{-1}(0) \cap V$, with multiplicity. In two dimensions, $\operatorname{deg}(u ; \partial V)$ is just the winding number of $\partial V$ around the origin.

More precisely, let $u \in W^{1, n}\left(U ; \mathcal{R}^{n}\right)$, and suppose that $V \subset U$ and that $V$ is bounded, with smooth boundary. If ess $\inf _{\partial V}|u|>0$, then the Brouwer degree of $u$ is defined by

$$
\begin{equation*}
\operatorname{deg}(u ; \partial V)=\int_{V} \eta(u) \operatorname{det} D u d x \tag{1.6}
\end{equation*}
$$

where $\eta \in C^{\infty}\left(\mathcal{R}^{n}\right)$ satisfies

$$
\int \eta=1, \quad \eta \geq 0, \quad \text { spt } \eta \subset\left\{y \in \mathcal{R}^{n}:|y|<\operatorname{ess}_{\inf }^{\partial V}|u|\right\}
$$

The degree is an integer, and it is independent of the specific choice of $\eta$ and thus well defined. It can also be defined by the formula

$$
\begin{equation*}
\operatorname{deg}(u ; \partial V)=\frac{1}{\left|\partial B_{1}\right|} \int_{\partial V} \operatorname{det} \nabla_{\tau} v d H^{n-1} \tag{1.7}
\end{equation*}
$$

Here $v:=\left.\frac{u}{|u|}\right|_{\partial V}$ is a map $\partial V \rightarrow \partial B_{1}$. The differential of $v$ is a linear map $T_{x} \partial V \rightarrow$ $T_{v(x)} \partial B_{1}$, and as such it can be expressed as an $(n-1) \times(n-1)$ matrix, in terms of orthonormal bases for $T_{x} \partial V$ and $T_{v(x)} \partial B_{1}$, which inherit natural orientations from the ambient spaces. This matrix is denoted $\nabla_{\tau} v$. The right-hand side of (1.7) is well defined, since $\operatorname{det} \nabla_{\tau} v$ is independent of the specific choice of bases. Also, it follows from the trace theorem that, under the stated assumptions, $v \in W^{1, n-1}\left(\partial V ; \partial B_{1}\right)$, so the integration makes sense.

We will use the fact that

$$
\begin{equation*}
\operatorname{det} \nabla_{\tau} v \leq(n-1)^{-\frac{n-1}{2}}\left|\nabla_{\tau} v\right|^{n-1} \tag{1.8}
\end{equation*}
$$

which follows immediately from the inequality of arithmetic and geometric means.
It will be convenient for our purposes to use an approximation to the degree, which will enable us to ignore "inessential" components of the zero set of $u$. We will define this approximation only for $u \in C \cap W^{1, n}\left(U ; \mathcal{R}^{n}\right)$. Before giving the definition, we introduce some notation.

We let $S$ denote the set on which $|u|$ is small,

$$
\begin{equation*}
S:=\{x \in U| | u(x) \mid \leq 1 / 2\} \tag{1.9}
\end{equation*}
$$

If we assume that $u$ is continuous, then the connected components of $S$ are closed, and each component $S_{i}$ of $S$ has a well-defined degree, given by the definition (1.6). This degree is an integer even when $\partial S_{i}$ is not smooth, as may be seen by approximating $S_{i}$ by smooth sets.

For $u \in C \cap W^{1, n}\left(U ; \mathcal{R}^{n}\right)$ we may thus define the essential part of $S$,

$$
\begin{equation*}
S_{E}:=\cup\left\{\text { components } S_{i} \text { of } S \mid \operatorname{deg}\left(u ; \partial S_{i}\right) \neq 0\right\} \tag{1.10}
\end{equation*}
$$

and the negligible part of $S$,

$$
\begin{align*}
S_{N} & :=\cup\left\{\text { components } S_{i} \text { of } S \mid \operatorname{deg}\left(u ; \partial S_{i}\right)=0\right\} \\
& =S \backslash S_{E} \tag{1.11}
\end{align*}
$$

For any subset $V \subset U$ such that $\partial V \cap S_{E} \neq \emptyset$, we define the approximate degree

$$
\begin{equation*}
\operatorname{dg}(u ; \partial V):=\sum\left\{\operatorname{deg}\left(u ; \partial S_{i}\right) \mid \text { components } S_{i} \text { of } S_{E} \text { such that } S_{i} \subset \subset V\right\} \tag{1.12}
\end{equation*}
$$

The advantage of using the approximate degree dg is that it allows us to conduct our analysis as if every component of $S$ has nonzero degree, which is useful in one or two places. Note that dg agrees with the ordinary degree on sets for which both are defined. Indeed, for many purposes the distinction between the two can be ignored with very little loss of understanding.
2. An estimate on spheres. In this section we establish an estimate on spheres. A similar estimate is proven by Han and Li [6] and Hong [7], who establish a lower bound for $\|D u\|_{L^{n}}$ on an annulus, under the assumption that $\int\left(1-|u|^{2}\right)^{2} d x$ is small. Both of these proofs use a good deal of machinery from elliptic regularity theory.

We use the following.
Notation. Recall that we have defined the constant $\kappa_{n}=\frac{1}{n}(n-1)^{n / 2}\left|\partial B_{1}\right|$. We also define

$$
\begin{equation*}
\lambda^{\epsilon}(r ; d)=\min _{m \in[0,1]}\left[m^{n} \frac{\kappa_{n}|d|^{\frac{n}{n-1}}}{r}+\frac{1}{C \epsilon}(1-m)^{N}\right], \tag{2.1}
\end{equation*}
$$

where $C, N>0$ will be specified below and will depend only on the dimension $n$.
The main result of this section is the following theorem.
Theorem 2.1. $\lambda^{\epsilon}$ has the following properties: First,

$$
\begin{equation*}
\lambda^{\epsilon}(r ; d) \geq \kappa_{n}|d|^{\frac{n}{n-1}} \frac{1}{r}\left(1-C(d) \frac{\epsilon^{\alpha}}{r^{\alpha}}\right) \tag{2.2}
\end{equation*}
$$

for $\alpha=\frac{1}{N-1}>0$.
Second, if $r>\epsilon, u \in W^{1, n}\left(\partial B_{r} ; B_{1}\right)$, and $\left|\operatorname{deg}\left(u ; \partial B_{r}\right)\right|=d>0$, then

$$
\begin{equation*}
\int_{\partial B_{r}} \mathcal{E}^{\epsilon} d H^{n-1} \quad \geq \quad \lambda^{\epsilon}(r ; d) \tag{2.3}
\end{equation*}
$$

We assume several lemmas, and use them to prove the following theorem.
Proof. 1. We first prove (2.3). Given $u$ as stated, we define

$$
\begin{equation*}
\rho:=|u|, \quad v:=u / \rho, \quad m:=1 \wedge \min _{x \in \partial B_{r}} \rho(x) \tag{2.4}
\end{equation*}
$$

Since $n \geq 2$, we see that

$$
\begin{aligned}
\left|\nabla_{\tau} u\right|^{n} & \geq\left|\nabla_{\tau} \rho\right|^{n}+\rho^{n}\left|\nabla_{\tau} v\right|^{n} \\
& \geq\left|\nabla_{\tau} \rho\right|^{n}+m^{n}\left|\nabla_{\tau} v\right|^{n}
\end{aligned}
$$

Thus

$$
\begin{aligned}
\int_{\partial B_{r}} \mathcal{E}^{\epsilon} & \geq \int_{\partial B_{r}} \frac{m^{n}}{n}\left|\nabla_{\tau} v\right|^{n}+\frac{1}{n}\left|\nabla_{\tau} \rho\right|^{n}+\frac{1}{\epsilon^{n}}\left(1-\rho^{2}\right)^{2} \\
& \geq m^{n} \frac{\kappa_{n}|d|^{\frac{n}{n-1}}}{r}+\frac{1}{C \epsilon}|1-m|^{N}
\end{aligned}
$$

by Lemmas 2.3 and 2.4 below. This last inequality and the definition of $\lambda^{\epsilon}$ directly imply (2.3).
2. Next, for $n, N$ as above, $m \in[0,1]$, and any fixed constant $K>0$, we estimate

$$
\begin{aligned}
1-m^{n} & \leq n(1-m) \\
& =\left((K N)^{1 / N}(1-m)\right) \frac{n}{(K N)^{1 / N}} \\
& \leq K(1-m)^{N}+\frac{N-1}{N}\left(\frac{n}{(K N)^{1 / N}}\right)^{N /(N-1)} \\
& =K(1-m)^{N}+C K^{-1 /(N-1)}
\end{aligned}
$$

using Young's inequality. Thus

$$
\begin{equation*}
\max _{m \in[0,1]}\left[\left(1-m^{n}\right)-K(1-m)^{N}\right] \leq C K^{-1 /(N-1)} \tag{2.5}
\end{equation*}
$$

for any $K>0$.
It follows that for any $A, B>0$

$$
\begin{aligned}
\min _{m \in[0,1]}\left[m^{n} A+(1-m)^{N} B\right] & =A-A \max _{m \in[0,1]}\left[\left(1-m^{n}\right)-\frac{B}{A}(1-m)^{N}\right] \\
& \geq A\left(1-C\left(\frac{A}{B}\right)^{1 /(1-N)}\right)
\end{aligned}
$$

This immediately gives (2.2).
We now fill in the proofs of the lemmas used above. We continue to assume the hypotheses of Theorem 2.1, so that, for example, $u \in W^{1, n}\left(\partial B_{r} ; \partial B_{1}\right)$. We first recall the following estimate of Morrey.

Lemma 2.2. $\rho$ is Hölder continuous on $\partial B_{r}$, and in fact

$$
|\rho(x)-\rho(y)| \leq C| | \nabla_{\tau} \rho \|_{L^{n}}|x-y|^{1 / n}
$$

for some constant $C$ independent of $r$.
Proof. The stated estimate is invariant under rescalings, so it suffices to prove it on the unit sphere. This, however, follows easily from the standard Morrey inequality on $\mathcal{R}^{n-1}$.

Lemma 2.3. If $r \geq \epsilon$, then

$$
\int_{\partial B_{r}} \frac{1}{n}\left|\nabla_{\tau} \rho\right|^{n}+\frac{1}{\epsilon^{n}}\left(1-\rho^{2}\right)^{2} d H^{n-1} \geq \frac{1}{C \epsilon}|1-m|^{N}
$$

for some $C, N>0$.
Remark. It is clear from the proof that this lemma does not depend on the exact form of $W(\rho):=\left(1-\rho^{2}\right)^{2}$.

Proof. Let

$$
\gamma:=\int_{\partial B_{r}} \frac{1}{n}\left|\nabla_{\tau} \rho\right|^{n} d H^{n-1}
$$

and let $x_{\min } \in \partial B_{r}$ be a point at which $\rho\left(x_{\min }\right)=m$.
Lemma 2.2 implies that

$$
\begin{align*}
\rho(x) & \leq m+C \gamma^{1 / n}\left|x_{\min }-x\right|^{1 / n} \\
& \leq \frac{1+m}{2} \quad \text { whenever }\left|x-x_{\min }\right| \leq \frac{|1-m|^{n}}{C \gamma} \tag{2.6}
\end{align*}
$$

Since $r \geq \epsilon$ and $x_{\text {min }} \in \partial B_{r}$,

$$
\begin{equation*}
H^{n-1}\left(\partial B_{r} \cap B_{\sigma}\left(x_{\min }\right)\right) \geq C^{-1}\left(\sigma^{n-1} \wedge \epsilon^{n-1}\right) \tag{2.7}
\end{equation*}
$$

for any $\sigma>0$. Since $\left(1-\rho^{2}\right)^{2} \geq C^{-1}|1-m|^{2}$ whenever $\rho \leq(1+m) / 2$, we deduce from (2.6) and (2.7) that

$$
\int_{\partial B_{r}}\left(1-\rho^{2}\right)^{2} d H^{n-1} \geq C^{-1}|1-m|^{2}\left(\epsilon^{n-1} \wedge \frac{|1-m|^{n(n-1)}}{\gamma^{n-1}}\right)
$$

It follows that

$$
\int_{\partial B_{r}} \frac{1}{n}\left|\nabla_{\tau} \rho\right|^{n}+\frac{1}{\epsilon^{n}}\left(1-\rho^{2}\right)^{2} d H^{n-1} \geq \gamma+\frac{1}{C \epsilon^{n}}|1-m|^{2}\left(\epsilon^{n-1} \wedge \frac{|1-m|^{n(n-1)}}{\gamma^{n-1}}\right)
$$

The conclusion of the lemma is obvious if $\epsilon^{n-1} \leq|1-m|^{n(n-1)} \gamma^{1-n}$. If the other inequality holds, the desired estimate follows by using calculus to minimize over $\gamma>0$.

Our next assertion seems to be quite well known; it appears without proof in Han and Li [6], who remark that it is elementary. Nevertheless, we provide a proof for the reader's convenience.

Lemma 2.4. Suppose that $v \in W^{1, n}\left(\partial B_{r}, \partial B_{1}\right)$ for some $r>0$ and that

$$
\operatorname{deg}\left(v ; \partial B_{r}\right)=d
$$

Then

$$
\int_{\partial B_{r}} \frac{1}{n}\left|\nabla_{\tau} v\right|^{n} d H^{n-1} \geq \frac{\kappa_{n}}{r}|d|^{\frac{n}{n-1}}
$$

Proof. We compute, using (1.8) in the second line below,

$$
\begin{aligned}
\operatorname{deg}\left(v ; \partial B_{r}\right) & =\frac{1}{\left|\partial B_{1}\right|} \int_{\partial B_{r}} \operatorname{det} \nabla_{\tau} v d H^{n-1} \\
& \leq \frac{1}{\left|\partial B_{1}\right|}(n-1)^{-\frac{n-1}{2}} \int_{\partial B_{r}}\left|\nabla_{\tau} v\right|^{n-1} d H^{n-1} \\
& \leq \frac{(n-1)^{-\frac{n-1}{2}}}{\left|\partial B_{1}\right|}\left(\int_{\left|\partial B_{r}\right|}\left|\nabla_{\tau} v\right|^{n} d H^{n-1}\right)^{\frac{n-1}{n}}\left|\partial B_{r}\right|^{\frac{1}{n}}
\end{aligned}
$$

After some rearranging, this becomes the conclusion of the lemma.
Finally, we record a technical refinement of Lemma 2.3 which will be needed later.
Lemma 2.5. Suppose that $U \subset \mathcal{R}^{n}$ is a bounded open subset with a smooth boundary. Then there exists $\hat{r}>0$ such that for every $r \in[\epsilon, \hat{r})$ and every $y \in U$ we have

$$
\int_{\partial B_{r}(y) \cap U}\left|\nabla_{\tau} \rho\right|^{n}+\frac{1}{\epsilon^{n}}\left(1-\rho^{2}\right)^{2} d H^{n-1} \geq \frac{1}{C \epsilon}|1-m|^{N},
$$

where $C$ depends on the smoothness of the boundary and on the dimension $n$.
Proof. The proof follows that of Lemma 2.3, except that in place of (2.7) we substitute

$$
\begin{equation*}
H^{n-1}\left(\partial B_{r}(y) \cap U \cap B_{\sigma}\left(x_{\min }\right)\right) \geq C^{-1}\left(\sigma^{n-1} \wedge r^{n-1}\right) \tag{2.8}
\end{equation*}
$$

for $y \in U, x_{\min } \in \partial B_{r}(y) \cap U$. Since $r>\epsilon$ by hypothesis, this is enough to extend the earlier argument to the present case.

We deduce (2.8) as a consequence of the smoothness of $\partial U$. Indeed, (2.8) is clear if $U$ is the half-space $\left\{x \in \mathcal{R}^{n}: x_{n}>0\right\}$. The general case follows by flattening out the boundary.
3. Properties of $\boldsymbol{\Lambda}^{\boldsymbol{\epsilon}}$. In this section we define a function $\Lambda^{\epsilon}$, which provides a convenient way of keeping track of lower bounds on balls, and we record several properties of $\Lambda^{\epsilon}$.

We define

$$
\begin{equation*}
\Lambda^{\epsilon}(s):=\int_{0}^{s} \lambda^{\epsilon}(r ; 1) \wedge \frac{c_{0}}{\epsilon} d r \tag{3.1}
\end{equation*}
$$

where $c_{0}$ is a constant to be selected below, depending only on the dimension $n$.
We first note some elementary properties of $\Lambda^{\epsilon}$.
Proposition 3.1. $\Lambda^{\epsilon}(\cdot)$ is increasing, and moreover,

$$
\begin{array}{ll}
\Lambda^{\epsilon}(r+s) \leq \Lambda^{\epsilon}(r)+\Lambda^{\epsilon}(s) & \forall r, s \geq 0 \\
s \mapsto \frac{1}{s} \Lambda^{\epsilon}(s) \quad \text { is nonincreasing, } \quad \text { and } \\
\Lambda^{\epsilon}(r) \geq \kappa_{n} \ln \left(\frac{r}{\epsilon}\right)-C(n) & \forall r \geq 0 \tag{3.4}
\end{array}
$$

Proof. From the definition (2.1) of $\lambda^{\epsilon}$, it is clear that $\lambda^{\epsilon}>0$ and that $r \mapsto \lambda^{\epsilon}(r ; 1)$ is nonincreasing. The first of these facts implies that $\Lambda^{\epsilon}$ is increasing; from the two facts together it is easy to see that (3.2) holds.

Next, (3.3) is clear, since $\frac{1}{s} \Lambda^{\epsilon}(s)$ is just the average over the interval $[0, s]$ of the nonincreasing function $r \mapsto \lambda^{\epsilon}(r ; 1) \wedge \frac{s}{\epsilon}$.

To prove the lower bound (3.4), recall first from Theorem 2.1 that

$$
\lambda^{\epsilon}(r, 1) \geq \kappa_{n}\left(\frac{1}{r}-\frac{C \epsilon^{\alpha}}{r^{1+\alpha}}\right)
$$

As a result, $\lambda^{\epsilon} \wedge \frac{c_{0}}{\epsilon} \geq \kappa_{n}\left(\frac{1}{r}-\frac{C \epsilon^{\alpha}}{r^{1+\alpha}}\right)$ whenever $r \geq c_{1} \epsilon$ for some $c_{1}>0$. Thus

$$
\begin{aligned}
\Lambda^{\epsilon}(r) & \geq \int_{c_{1} \epsilon}^{r} \kappa_{n}\left(\frac{1}{s}-\frac{C \epsilon^{\alpha}}{s^{1+\alpha}}\right) d s \\
& \geq \kappa_{n} \ln \left(\frac{r}{c_{1} \epsilon}\right)-C \epsilon^{\alpha} \int_{c_{1} \epsilon}^{\infty} s^{-1-\alpha} d s \\
& \geq \kappa_{n} \ln \left(\frac{r}{\epsilon}\right)-C .
\end{aligned}
$$

We next restate the lower bounds of the previous sections in terms of $\Lambda^{\epsilon}$.
Proposition 3.2. Let $u \in C \cap W^{1, n}\left(U ; \mathcal{R}^{n}\right)$, $\epsilon \leq r_{0} \leq r_{1}$, and suppose that $\left|\operatorname{dg}\left(u ; \partial B_{\rho}\right)\right|=d>0 \forall \rho \in\left[r_{0}, r_{1}\right]$, then

$$
\begin{equation*}
\int_{B_{r_{1}} \backslash B_{r_{0}}} \mathcal{E}^{\epsilon} d x \geq d\left[\Lambda^{\epsilon}\left(\frac{r_{1}}{d}\right)-\Lambda^{\epsilon}\left(\frac{r_{0}}{d}\right)\right] \tag{3.5}
\end{equation*}
$$

Remark. Recall that dg is defined in (1.12). Stating this estimate in terms of dg allows us to ignore the "negligible" set $S_{N}$ in our later arguments.

Proof

1. We first claim that if $\left|\operatorname{dg}\left(u ; \partial B_{r}\right)\right|=d>0$, then

$$
\int_{\partial B_{r}} \mathcal{E}^{\epsilon} d H^{n-1} \quad \geq \quad \lambda^{\epsilon}(r ; d) \wedge \frac{c_{0}}{\epsilon}
$$

for some $c_{0}(n)$.
To see this, observe that the definition of dg implies that either $\operatorname{deg}\left(u ; \partial B_{r}\right)=d$, in which case the claim follows immediately from (2.3), or $\partial B_{r} \cap S_{N} \neq \emptyset$, which implies that $m \leq \frac{1}{2}$, in the notation (2.4). Lemma 2.3 then implies that

$$
\int_{\partial B_{r}} \mathcal{E}^{\epsilon} d H^{n-1} \geq \frac{c_{0}}{\epsilon}
$$

if $c_{0}$ is small enough.
2. From the definition (2.1) of $\lambda^{\epsilon}$ it is clear that $\lambda^{\epsilon}(r ; d) \geq \lambda^{\epsilon}\left(\frac{r}{d} ; 1\right) \forall r>0, d \geq 1$. We use this fact and step 1 to compute

$$
\begin{aligned}
\int_{B_{r_{1}} \backslash B_{r_{0}}} \mathcal{E}^{\epsilon} d x & =\int_{r_{0}}^{r_{1}} \int_{\partial B_{r}} \mathcal{E}^{\epsilon} d H^{n-1} d r \\
& \geq \int_{r_{0}}^{r_{1}} \lambda^{\epsilon}\left(\frac{r}{d} ; 1\right) \wedge \frac{c_{0}}{\epsilon} d r \\
& =d \int_{\frac{r_{0}}{d}}^{\frac{r_{1}}{d}} \lambda^{\epsilon}(r ; 1) \wedge \frac{c_{0}}{\epsilon} d r=d\left[\Lambda^{\epsilon}\left(\frac{r_{1}}{d}\right)-\Lambda^{\epsilon}\left(\frac{r_{0}}{d}\right)\right]
\end{aligned}
$$

The final property of $\Lambda$ that we will need is the following.
Proposition 3.3. Suppose that $u \in W^{1, n}\left(U ; \mathcal{R}^{n}\right)$ and that $u$ is continuous. If $S_{E} \subset \subset U$, then there is a collection of closed, pairwise disjoint balls $\left\{B_{i}\right\}_{i=1}^{k}$ with radii $r_{i}$ such that

$$
\begin{gather*}
S_{E} \subset \cup_{i=1}^{k} B_{i},  \tag{3.6}\\
r_{i} \geq \epsilon \quad \forall i ;  \tag{3.7}\\
B_{i} \cap S_{E} \neq \emptyset \quad \text { for each } i,  \tag{3.8}\\
\int_{B_{i} \cap U} \mathcal{E}^{\epsilon} d x \geq \frac{c_{0}}{\epsilon} r_{i} \geq \Lambda^{\epsilon}\left(r_{i}\right) . \tag{3.9}
\end{gather*}
$$

Remarks. 1. It is not true in general that the entire zero set of $u$ can be covered by balls satisfying a lower bound of the form (3.9). This is the reason we need to decompose the set $S$ into $S_{E}$ and $S_{N}$ (see (1.10) and (1.11)) and to introduce the approximate degree dg.
2. The technical assumption $S_{E} \subset \subset U$ is satisfied if $|u|>1 / 2$ on $\partial U$.

We start by proving several lemmas. The first is a trivial observation which we will use repeatedly.

Lemma 3.1. Given any finite collection of closed balls in $\mathbf{R}^{k}$, say $\left\{B_{i}\right\}_{i=1}^{N}$, we can find a collection $\left\{\tilde{B}_{i}\right\}_{i=1}^{\tilde{N}_{1}}$ of pairwise disjoint balls such that

$$
\begin{equation*}
\sum_{B_{j} \subset \tilde{B}_{i}} \operatorname{diam} B_{j}=\operatorname{diam} \tilde{B}_{i}, \tag{3.10}
\end{equation*}
$$

$\tilde{N} \leq N, \quad$ with strict inequality unless $\left\{B_{i}\right\}_{i=1}^{N}$ is pairwise disjoint.
Proof. Replace pairs of intersecting balls $B_{i}, B_{j}$ by larger single balls $\tilde{B}$ such that $B_{i} \cup B_{j} \subset \tilde{B}$ and $\operatorname{diam} \tilde{B}=\operatorname{diam} B_{i}+\operatorname{diam} B_{j}$, continuing until a pairwise disjoint collection is reached. This collection has the stated properties.

Lemma 3.2. Let $S_{i}$ be a connected component of $S_{E}$, and assume that $S_{i} \subset \subset U$. Then

$$
\begin{equation*}
\int_{S_{i}}|D u|^{n} d x \geq C^{-1}\left|\operatorname{deg}\left(u ; \partial S_{i}\right)\right| \tag{3.11}
\end{equation*}
$$

Proof. Fix a nonnegative function $\eta \in C^{\infty}\left(\mathcal{R}^{n}\right)$ such that $\int \eta=1$ and spt $\eta \subset$ $B_{1 / 4}$. Then, by the definition (1.6) of degree,

$$
\begin{aligned}
\left|\operatorname{deg}\left(u ; \partial S_{i}\right)\right| & =\left|\int_{S_{i}} \eta(u) \operatorname{det} D u d x\right| \\
& \leq C \int_{S_{i}}|\operatorname{det} D u| d x \\
& \leq C \int_{S_{i}}|D u|^{n} d x .
\end{aligned}
$$

In the last line we have used the inequality of arithmetic and geometric means.
Lemma 3.3. Suppose that $u \in W^{1, n}\left(U ; \mathcal{R}^{n}\right)$ and that $u$ is continuous. If $S_{E} \subset \subset$ $U$, then there is a collection of closed, pairwise disjoint sets $\left\{C_{i}\right\}_{i=1}^{k}$ such that

$$
\begin{gather*}
S_{E} \subset \cup_{i=1}^{k} C_{i},  \tag{3.12}\\
\int_{C_{i} \cap U} \mathcal{E}^{\epsilon} d x \geq \frac{c_{0}}{\epsilon}\left(\operatorname{diam} C_{i} \vee \epsilon\right) . \tag{3.13}
\end{gather*}
$$

Proof. 1. First note that Lemma 3.2 implies that $S_{E}$ has a finite number of components, and clearly each component has nonempty interior.

For each component $S_{i} \subset S_{E}$, select a point $x_{i} \in S_{i}$ and define

$$
\begin{equation*}
\rho_{i}:=\sup \left\{r>0 \mid \partial B_{s}\left(x_{i}\right) \cap S_{E} \neq \emptyset \quad \forall s \in(0, r)\right\} . \tag{3.14}
\end{equation*}
$$

Clearly $S_{i} \subset B_{\rho_{i}}\left(x_{i}\right)$, so $S_{E} \subset \cup_{i} B_{\rho_{i}}\left(x_{i}\right)$. We assert also that if $c_{1}=c_{1}(n, U)$ is sufficiently small, then

$$
\begin{equation*}
\int_{B_{\rho_{i}}\left(x_{i}\right) \cap U} \mathcal{E}^{\epsilon} d x \geq \frac{1}{\epsilon} c_{1} \rho_{i} . \tag{3.15}
\end{equation*}
$$

This follows from Lemma 3.2 if $\rho_{i} \leq 2 \epsilon$. If $\rho_{i}>2 \epsilon$, then Lemma 2.5 implies that

$$
\begin{aligned}
\int_{B_{\rho_{i}}\left(x_{i}\right) \cap U} \mathcal{E}^{\epsilon} d x & \geq \int_{\epsilon}^{\rho_{i} \wedge \hat{r}} \int_{\partial B_{r} \cap U} \mathcal{E}^{\epsilon} d H^{n-1} d r \\
& \geq \frac{1}{C \epsilon}\left(\left(\rho_{i} \wedge \hat{r}\right)-\epsilon\right)
\end{aligned}
$$

Recall that $\hat{r}$ is some constant depending only on the geometry of $U$. If $2 \epsilon \leq \rho_{i} \leq \hat{r}$, then $\rho_{i}-\epsilon \geq \frac{1}{2} \rho_{i}$ and (3.15) follows. If $2 \epsilon \leq \hat{r}<\rho_{i}$, then $\left(\left(\rho_{i} \wedge \hat{r}\right)-\epsilon\right) \geq \frac{\hat{r}}{2}$. Moreover, $\rho_{i} \leq \operatorname{diam} U \leq C \hat{r}$, for some $C$ depending on the geometry of $U$; thus (3.15) holds for appropriately small $c_{1}$.
2. Next, if $x_{1} \in B_{\rho_{j}}\left(x_{j}\right)$ for some $j \neq 1$, the choice of $\rho_{j}$ implies that $S_{1} \subset B_{\rho_{j}}\left(x_{j}\right)$. If this holds, we may drop the ball $B_{\rho_{1}}\left(x_{1}\right)$ from the collection, and the remaining balls will still cover $S_{E}$. Proceeding in this fashion and relabelling as necessary, we obtain a collection $\left\{B_{\rho_{i}}\left(x_{i}\right)\right\}_{i=1}^{k}$ covering $S_{E}$, each satisfying (3.15) and such that

$$
\begin{equation*}
x_{i} \notin B_{\rho_{j}}\left(x_{j}\right) \quad \text { whenever } i \neq j \tag{3.16}
\end{equation*}
$$

3. Let $C_{i}, i=1, \ldots, \tilde{k}$ be the connected components of $\cup_{i=1}^{k} B_{\rho_{i}}\left(x_{i}\right)$. We will complete the proof by showing that these sets satisfy (3.13).

Fix some $i$ and define

$$
\mathcal{B}:=\left\{B_{\rho_{j}}\left(x_{j}\right) \mid B_{\rho_{j}}\left(x_{j}\right) \subset C_{i}\right\} .
$$

According to the Besicovitch covering lemma, we may find subcollections $\mathcal{B}_{1}, \ldots, \mathcal{B}_{N}$ such that the balls within each subcollection are pairwise disjoint, and the set of centers of balls in the original collection $\mathcal{B}$ is contained in the union of all the balls in all the subcollections. The latter fact, together with (3.16), implies that

$$
\mathcal{B}=\cup_{l=1}^{N} \mathcal{B}_{l} .
$$

Here $N$ is an absolute constant depending only on the dimension $n$. So

$$
\begin{aligned}
N \int_{C_{i} \cap U} \mathcal{E}^{e} d x & \geq \sum_{l=1}^{N} \int_{\left(\cup_{\mathcal{B}_{l}} B_{\rho_{j}}\left(x_{j}\right)\right) \cap U} \mathcal{E}^{\epsilon} d x \\
& =\sum_{\mathcal{B}} \int_{B_{\rho_{j}}\left(x_{j}\right) \cap U} \mathcal{E}^{\epsilon} d x \\
& \geq \sum_{\mathcal{B}} \frac{1}{\epsilon} c_{1} \rho_{j} \\
& \geq \frac{c_{1}}{\epsilon} \operatorname{diam} C_{i}
\end{aligned}
$$

Also, each set $C_{i}$ contains at least one component $S_{i}$ of $S_{E}$ by construction, so it is clear from Lemma 3.2 that

$$
\int_{C_{i} \cap U} \mathcal{E}^{e} d x \geq C^{-1}
$$

for each $i$. The proof of (3.13) is concluded by selecting $c_{0}$ sufficiently small.
We can now easily complete the proof of Proposition 3.3.

Proof. 1. For each of the sets $C_{i}$ found above, fix $x_{i} \in C_{i}$ and let

$$
\begin{gathered}
\rho_{i}:=\sup \left\{r>0 \mid \partial B_{s}\left(x_{i}\right) \cap C_{i} \neq \emptyset \quad \forall s \in(0, r)\right\} \leq \operatorname{diam} C_{i} ; \\
\sigma_{i}:=\epsilon \vee \rho_{i} \leq \epsilon \vee \operatorname{diam} C_{i} .
\end{gathered}
$$

Let $\left\{B_{i}^{\text {new }}\right\}_{i=1}^{k}$ be the collection of pairwise disjoint balls formed by combining the balls $\left\{B_{\sigma_{i}}\left(x_{i}\right)\right\}$ following the algorithm of Lemma 3.1, and let $r_{i}^{\text {new }}$ be the radius of $B_{i}^{\text {new }}$. Clearly this collection of balls satisfies (3.6), (3.7), and (3.8). Moreover, since the sets $C_{j}$ from Lemma 3.3 are pairwise disjoint,

$$
\begin{aligned}
\int_{B_{i}^{\text {new }} \cap U} \mathcal{E}^{\epsilon} d x & \geq \sum_{\left\{j: B_{\sigma_{j}}\left(x_{j}\right) \subset B_{i}^{\text {new }}\right\}} \int_{C_{j} \cap U} \mathcal{E}^{\epsilon} d x \\
& \geq \sum_{\left\{j: B_{\sigma_{j}}\left(x_{j}\right) \subset B_{i}^{\text {new }}\right\}} \frac{c_{0}}{\epsilon}\left(\epsilon \vee \operatorname{diam} C_{j}\right) \\
& \geq \frac{c_{0}}{\epsilon} \sum_{\left\{j: B_{\sigma_{j}}\left(x_{j}\right) \subset B_{i}^{\text {new }}\right\}} \sigma_{j} \\
& =\frac{c_{0} r_{i}^{\text {new }}}{\epsilon} .
\end{aligned}
$$

We have used (3.13) and (3.10) in the above estimates.
Finally, it is immediate from the definition (3.1) of $\Lambda^{\epsilon}$ that $\frac{c_{0} r}{\epsilon} \geq \Lambda^{\epsilon}(r)$.
4. Lower bounds and concentration. In this section we prove Theorem 1.2.

We assume that $U$ is a bounded, open subset of $\mathcal{R}^{n}$. We will in fact establish that the conclusion of Theorem 1.2 is valid under somewhat more general boundary conditions than are stated in the introduction. Throughout this section we will assume that $u \in W^{1, n}(U)$ satisfies

$$
\begin{gather*}
|u(x)| \geq \frac{1}{2} \quad \text { in }\{x \in U \mid \operatorname{dist}(x, \partial U) \leq r\}  \tag{4.1}\\
|\operatorname{deg}(u ; \partial U)|=d>0 \tag{4.2}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{U} \mathcal{E}^{\epsilon}[u] d x \leq d \kappa_{n} \ln \left(\frac{1}{\epsilon}\right)+C \tag{4.3}
\end{equation*}
$$

for some $\epsilon>0$.
Our first lemma shows that (4.1)-(4.2) are in fact more general than the boundary conditions stated in the introduction. This construction is standard.

Lemma 4.1. Let $u \in W_{g}^{1, n}\left(U ; \mathcal{R}^{n}\right)$, where $g$ is a smooth function of nonzero degree and $W_{g}^{1, n}$ is as defined in (1.1). Then $u$ can be extended to a function $\tilde{u}$, defined on a set $\tilde{U} \supset U$ and satisfying (4.1)-(4.2) above. Also, if $u$ satisfies (4.3), then so does its extension $\tilde{u}$.

Proof. To see this, let $\tilde{U}:=\left\{x \in \mathcal{R}^{n} \mid \operatorname{dist}(x ; U) \leq r\right\}$ for some $r>0$. We assume that $r$ is small enough that each point in $\tilde{U} \backslash U$ has a unique closest point in $\partial U$ and that $U$ and $\tilde{U}$ have the same topology. We define $\tilde{u}(x)=u(x)$ for $x \in U$, and

$$
\tilde{u}(x)=g(y) \quad \text { for the unique } y \in \partial U \text { such that } \operatorname{dist}(x, \partial U)=|x-y|
$$

if $x \in \tilde{U} \backslash U$. One then immediately sees that $\tilde{u}$ satsifies (4.1) and (4.2) on $\tilde{U}$. Also,

$$
\int_{\tilde{U} \backslash U} \mathcal{E}^{\epsilon}(\tilde{u}) d x \leq C
$$

which yields the final assertion of the lemma.
Theorem 1.2 will follow directly from the next proposition and the above lemma.
Proposition 4.1. Assume that $u$ is continuous and satisfies (4.1)-(4.3). Then, given any $\sigma \in\left(0, \frac{r}{4 d}\right)$, there exists some $\epsilon_{0}(\sigma)>0$ such that, for each $\epsilon \in\left(0, \epsilon_{0}\right)$, we can find a collection of closed balls $\left\{B_{i}\right\}_{i=1}^{m}$ of radius $r_{i}$ and degree $d_{i}$ such that

$$
\begin{align*}
\int_{B_{i} \cap U} \mathcal{E}^{\epsilon}[u] d x \geq \frac{r_{i}}{s} \Lambda^{\epsilon}(s), & \text { for every } i, \text { where } s:=\min _{j} r_{j} /\left|d_{j}\right|  \tag{4.5}\\
S_{E} \subset \subset \bigcup_{i=1}^{m} B_{i}, & \text { and } B_{i} \cap S_{E} \neq \emptyset \text { for every } i . \tag{4.6}
\end{align*}
$$

Moreover,

$$
\begin{gather*}
s \in\left[\frac{\sigma}{2}, \sigma\right]  \tag{4.7}\\
d_{i} \geq 0 \quad \forall i . \tag{4.8}
\end{gather*}
$$

Proof. 1. We first claim that if $\epsilon$ is sufficiently small and $\left\{B_{i}\right\}$ is a collection of balls satisfying (4.4)-(4.7), then (4.8) holds.

Noting that

$$
\begin{equation*}
\frac{r_{i}}{s} \geq\left|d_{i}\right| \quad \forall i \tag{4.9}
\end{equation*}
$$

we use (4.4), (4.5), and (3.4) to compute

$$
\begin{align*}
\int_{U} \mathcal{E}^{\epsilon} d x & \geq \sum_{i} \int_{B_{i} \cap U} \mathcal{E}^{\epsilon} d x \\
& \geq \sum_{i} \frac{r_{i}}{s} \Lambda^{\epsilon}(s) \\
& \geq \sum_{i}\left|d_{i}\right| \Lambda^{\epsilon}(s) \\
& \geq\left[\kappa_{n} \ln \left(\frac{s}{\epsilon}\right)-C\right] \sum_{i}\left|d_{i}\right| \tag{4.10}
\end{align*}
$$

If $d_{i}<0$ for some $i$, then $\sum\left|d_{i}\right| \geq d+2$, in which case (4.3) and (4.7) yield

$$
\kappa_{n} d \ln \left(\frac{1}{\epsilon}\right)+C \geq(d+2)\left[\kappa_{n} \ln \left(\frac{\sigma}{2 \epsilon}\right)-C\right] .
$$

This is impossible for $\epsilon$ sufficiently small.
It therefore suffices to find a collection satisfying (4.4)-(4.7).
2. Next, if $\left\{B_{i}\right\}$ is a collection of balls satisfying (4.4), (4.5), (4.6), and if

$$
s:=\min _{i} \frac{r_{i}}{\left|d_{i}\right|} \leq \sigma,
$$

then $B_{i} \cap \partial U=\emptyset$ for each $i$.
Suppose, toward a contradiction, that $B_{i} \cap \partial U \neq \emptyset$ for some $i$. From (4.6) we deduce that $B_{i}$ contains a zero of $u$. With (4.1) this implies that $B_{i}$ has radius $r_{i} \geq r / 2 \geq 2 d \sigma$. Then

$$
\begin{align*}
\int_{B_{i} \cap U} \mathcal{E}^{\epsilon} d x & \geq \frac{r_{i}}{s} \Lambda^{\epsilon}(s) \\
& \geq \frac{r_{i}}{\sigma} \Lambda^{\epsilon}(\sigma) \\
& \geq 2 d\left[\kappa_{n} \ln \left(\frac{\sigma}{\epsilon}\right)-C\right] \tag{4.11}
\end{align*}
$$

by (4.5), (3.3), and (3.4). If $\epsilon$ is sufficiently small, this contradicts (4.3).
3. Let $\left\{B_{i}\right\}$ be the collection of balls found in Proposition 3.3. This collection satisfies (4.4), (4.5), and (4.6) by construction.

We now claim that, for this particular collection of balls, $s \leq \sigma / 2$ if $\epsilon$ is sufficiently small. To see this, use (4.3), (3.9), and (4.9) to estimate

$$
\begin{aligned}
d \kappa_{n} \ln \left(\frac{1}{\epsilon}\right)+C & \geq \sum_{i} \int_{B_{i} \cap U} \mathcal{E}^{\epsilon} d x \\
& \geq \frac{1}{\epsilon} c_{0} \sum_{i} r_{i} \\
& \geq \frac{1}{\epsilon} c_{0} s \sum_{i}\left|d_{i}\right| .
\end{aligned}
$$

Thus in fact $s=O(\epsilon|\ln \epsilon|)$, which certainly implies our claim.
We now successively modify these balls in such a way that (4.4), (4.5), and (4.6) remain true, and eventually (4.7) is satisfied.

At each step some balls are changed. We use the notation $B_{i}^{\text {old }}$ and $B_{i}^{\text {new }}$ to distinguish the $i$ th ball, before and after it is modified, and similarly $r_{i}^{\text {old }}, r_{i}^{\text {new }}$, etc. When there is no possibility of confusion, we omit the superscripts.
4. Expansion: Note that the collection of balls obtained above is disjoint by construction. We modify these balls as follows.
(i) Identify the subcollection of balls $B_{i}$ satisfying

$$
\frac{r_{i}}{\left|d_{i}\right|}=\min _{j} \frac{r_{j}}{\left|d_{j}\right|}=s
$$

We refer to these as minimizing balls. The other balls are called nonminimizing balls.
(ii) Expand the minimizing balls uniformly by leaving the centers fixed and letting the radii grow. This is done in such a way that the ratio $s=r_{i} /\left|d_{i}\right|$ is always uniform for the minimizing balls. Thus one may think of the expansion as simply increasing the parameter $s$. Leave the nonminimizing balls unchanged.

More precisely, for $s \geq s^{\text {old }}$ define

$$
B_{i}^{s}:= \begin{cases}B_{i}^{\text {old }} & \text { if } B_{i}^{\text {old }} \text { is nonminimizing }, \\ B_{s\left|d_{i}^{\text {old }}\right|}\left(x_{i}^{\text {old }}\right) & \text { if } B_{i}^{\text {old }} \text { is minimizing } .\end{cases}
$$

(iii) Define

$$
s^{\text {new }}:=\sup \left\{s \geq s^{\text {old }} \mid \text { conditions (4.12)-(4.14) below are all satisfied. }\right\}
$$

The conditions alluded to are

$$
\begin{equation*}
s<\frac{\sigma}{2} \tag{4.12}
\end{equation*}
$$

$$
\begin{equation*}
B_{i}^{s} \cap B_{j}^{s}=\emptyset \quad \text { whenever } i \neq j \tag{4.14}
\end{equation*}
$$

where $B_{i}^{s}, B_{j}^{s}$ are the expanded balls.
(iv) Let $B_{i}^{\text {new }}:=B_{i}^{s^{\text {new }}}$.
(v) Note that, by step $2, B_{i}^{\text {new }} \cap \partial U=\emptyset \forall i$, because $s^{\text {new }} \leq \sigma$, by (4.12).
(vi) We will verify in step 5 below that (4.4)-(4.6) hold for this new collection.
(vii) It must be the case that $s^{\text {new }}$ violates one of (4.12), (4.13), or (4.14).
(viii) If (4.12) does not hold, then $s^{\text {new }}=\sigma / 2$ and we are finished.
(ix) If (4.13) does not hold, then $s^{\text {new }}=r_{j}^{\text {old }} /\left|d_{j}^{\text {old }}\right|$ for some $j$ such that $B_{j}^{\text {old }}$ was nonminimizing. In this case we add all such balls $B_{j}$ to the collection of minimizing balls and then start another expansion step.
(x) If (4.14) does not hold, we proceed with an "amalgamation step," as described in step 6 below.

Note that each time an expansion step terminates with (4.13) being satisfied, the number of nonminimizing balls decreases. As the total number of balls is finite, this can happen only finitely many times in succession. Thus a series of expansion steps must lead always to either (4.12) or (4.14) being satisfied.

5 . It is clear that the collection of balls produced by the above expansion algorithm satisfies (4.6). Moreover, (4.4) holds as a consequence of the stopping criterion (4.14). So we need only to verify (4.5).

First, consider some $i$ such that $B_{i}^{\text {old }}$ was nonminimizing, which implies that $B_{i}^{\text {new }}=B_{i}^{\text {old }}$. Then

$$
\int_{B_{i}^{\text {new }}} \mathcal{E}^{\epsilon} d x=\int_{B_{i}^{\text {old }}} \mathcal{E}^{\epsilon} d x \geq \frac{r_{i}}{s^{\text {old }}} \Lambda^{\epsilon}\left(s^{\text {old }}\right) \geq \frac{r_{i}}{s^{\text {new }}} \Lambda^{\epsilon}\left(s^{\text {new }}\right)
$$

We have used (3.3) and the fact that $s^{\text {new }} \geq s^{\text {old }}$, which is clear from the expansion procedure.

Next, suppose that $B_{i}^{\text {old }}$ was minimizing. We temporarily drop the subscripts $i$. The expansion procedure is carried out in such a way that $B^{\text {new }} \backslash B^{\text {old }}$ is an annulus with center $x$, inner radius $r^{\text {old }}$, and outer radius $r^{\text {new }}$; moreover

$$
\left[B_{r} \text { new }(x) \backslash B_{r^{\text {old }}}(x)\right] \cap S_{E}=\emptyset
$$

This last fact follows from (4.6) and the stopping criterion (4.14). This implies that $d^{\text {old }}=d^{\text {new }}=\operatorname{dg}\left(u ; \partial B_{r}\right) \forall r \in\left[r^{\text {old }}, r^{\text {new }}\right]$. Proposition 3.2 thus allows us to estimate

$$
\begin{aligned}
\int_{B^{\text {new }}} \mathcal{E}^{\epsilon} d x & =\int_{B^{\text {new }} \backslash B^{\text {old }}} \mathcal{E}^{\epsilon} d x+\int_{B^{\text {old }}} \mathcal{E}^{\epsilon} d x \\
& \geq\left|d^{\text {new }}\right|\left[\Lambda^{\epsilon}\left(\frac{r^{\text {new }}}{\left|d^{\text {new }}\right|}\right)-\Lambda^{\epsilon}\left(\frac{r^{\text {old }}}{\left|d^{\text {old }}\right|}\right)\right]+\frac{r^{\text {old }}}{s^{\text {old }}} \Lambda^{\epsilon}\left(s^{\text {old }}\right) \\
& =\left|d^{\text {new }}\right| \Lambda^{\epsilon}\left(\frac{r^{\text {new }}}{\left|d^{\text {new }}\right|}\right) \\
& =\frac{r^{\text {new }}}{s^{\text {new }}} \Lambda^{\epsilon}\left(s^{\text {new }}\right)
\end{aligned}
$$

In the above computation, we have repeatedly used the fact that $s=r /|d|$ for minimizing balls.
6. Amalgamation: Suppose now that we have a collection of balls $\left\{B_{i}\right\}_{i}$ satisfying (4.4)-(4.6), such that (4.7) does not hold and that $B_{i} \cap B_{j} \neq \emptyset$ for some $i \neq j$. Combine the balls following the procedure of Lemma 3.1 to obtain a new collection of pairwise disjoint balls $\left\{B_{j}^{\text {new }}\right\}_{j}$. It is clear that this collection satisfies (4.4) and (4.6). We now verify that (4.5) also holds.

First, for any $B_{j}^{\text {new }}$, we have

$$
r_{j}^{\text {new }}=\sum_{B_{i}^{\text {old }} \subset B_{j}^{\text {new }}} r_{i}^{\text {old }}, \quad d_{j}^{\text {new }}=\sum_{B_{i}^{\text {old }} \subset B_{j}^{\text {new }}} d_{i}^{\text {old }}
$$

It is thus clear that

$$
\begin{equation*}
s^{\text {new }}=\min _{j} \frac{r_{j}^{\text {new }}}{\left|d_{j}^{\text {new }}\right|} \geq s^{\text {old }} \tag{4.15}
\end{equation*}
$$

Also, for each $j$,

$$
\begin{aligned}
\int_{B_{j}^{\text {new }}} \mathcal{E}^{\epsilon} d x & \geq \sum_{B_{i}^{\text {old }} \subset B_{j}^{\text {new }}} \int_{B_{i}^{\text {old }}} \mathcal{E}^{\epsilon} d x \\
& \geq \frac{1}{s^{\text {old }}} \Lambda^{\epsilon}\left(s^{\text {old }}\right) \sum_{B_{i}^{\text {old }} \subset B_{j}^{\text {new }}} r_{i}^{\text {old }} \\
& \geq \frac{r_{j}^{\text {new }}}{s^{\text {new }}} \Lambda^{\epsilon}\left(s^{\text {new }}\right)
\end{aligned}
$$

by (3.10), (3.3), and (4.15).
7. We next show that $s^{\text {new }} \leq \sigma$. Recall that we have assumed that $s^{\text {old }} \leq \sigma / 2$. This implies that

$$
\begin{aligned}
\sum_{i} \int_{B_{i}^{\text {old }}} \mathcal{E}^{\epsilon} d x & \geq \sum_{i} \frac{r_{i}^{\text {old }}}{s^{\text {old }}} \Lambda^{\epsilon}\left(s^{\text {old }}\right) \\
& \geq \sum_{i} \frac{r_{i}^{\text {old }}}{\sigma / 2} \Lambda^{\epsilon}\left(\frac{\sigma}{2}\right) \\
& \geq \frac{2}{\sigma}\left(\kappa_{n} \ln \left(\frac{\sigma}{2 \epsilon}\right)-C\right) \sum_{i} r_{i}^{\text {old }}
\end{aligned}
$$

With (4.3) this shows that

$$
\sum_{i} r_{i}^{\text {old }} \leq d \sigma
$$

if $\epsilon$ is sufficiently small. Note also from the construction of Lemma 3.1 that

$$
\begin{aligned}
d \sigma & \geq \sum_{i} r_{i}^{\text {old }} \\
& =\sum_{j} r_{j}^{\mathrm{new}} \\
& \geq \sum_{j}\left|d_{j}^{\mathrm{new}}\right| s^{\mathrm{new}} \\
& \geq d s^{\mathrm{new}} .
\end{aligned}
$$

8. Thus an amalgamation step yields a collection of balls which satisfy (4.4)-(4.6), with $s \leq \sigma$. If $s \in[\sigma / 2, \sigma]$, then we are finished. If not, because the balls are pairwise disjoint, we modify them again using the expansion procedure of steps 4 and 5 above. We continue in this fashion, expanding and combining balls, until (4.7) is satisfied.

This must happen eventually, for the following reasons: each amalgamation step decreases the number of balls, and each expansion step leaves the total number of balls unchanged. Thus there can be only finitely many amalgamations. Also, as remarked above, there can only be finitely many expansions. It is therefore clear that the process must eventually terminate. By construction this can happen only when $s \in[\sigma / 2, \sigma]$.

We now complete the proof of Theorem 1.2:
Proof. We may assume that (4.1)-(4.3) hold, if necessary by extending $u$ in a neighborhood of $\partial U$, as in Lemma 4.1.

By a standard approximation argument, we may assume that $u$ is continuous.
We may thus construct balls as in Proposition 4.1. By an obvious modification of Proposition 4.1, we may prescribe that $s:=\min r_{i} /\left|d_{i}\right| \in[\sigma / 4, \sigma / 2]$.

Let $\left\{x_{1}, \ldots, x_{m}\right\}$ be the centers of the balls which have nonzero degree, and let $\left\{d_{1}, \ldots, d_{m}\right\}$ be the corresponding degrees. In view of (4.8) it is clear that $d_{i}>0$ for all $i$. From (4.6), (4.2), and the definition of $S_{E}$, we deduce that $\sum d_{i}=d$.

Finally, from (4.3), (4.4), (4.5), and (3.4) we deduce that $\sum_{i}\left(r_{i} / s\right) \leq d+1$ for $\epsilon$ small. Since $d_{i} \leq r_{i} / s$, this implies that $r_{i} \leq 2 d_{i} s \leq d_{i} \sigma \forall i$. Thus

$$
\begin{equation*}
B_{i} \subset B_{d_{i} \sigma}, \tag{4.16}
\end{equation*}
$$

and so we can use familiar properties of $\Lambda^{\epsilon}$ to estimate

$$
\begin{aligned}
\int_{\cup_{i} B_{d_{i}} \sigma(x) \cap U} \mathcal{E}^{\epsilon} d x & \geq \int_{\cup_{i} B_{i} \cap U} \mathcal{E}^{\epsilon} d x \\
& \geq \sum_{i} \frac{r_{i}}{s} \Lambda^{\epsilon}(s) \\
& \geq \sum_{i} d_{i} \Lambda^{\epsilon}(s) \\
& \geq d \Lambda^{\epsilon}\left(\frac{\sigma}{4}\right) \\
& \geq d \kappa_{n} \ln \left(\frac{\sigma}{\epsilon}\right)-C .
\end{aligned}
$$

5. Compactness. Theorem 1.2 implies a compactness result in a straightforward way. The point is that, given a sequence of functions, we can find a subsequence along which the energy is uniformly bounded away from a collection of at most $d$ limiting singular points.

In this section we will prove the following proposition.
Proposition 5.1. Suppose $u^{\epsilon}$ is a collection of functions and that for each $\epsilon, u^{\epsilon}$ satisfies (4.1), (4.2), and

$$
\int_{U} \mathcal{E}^{\epsilon} d x \leq d \kappa_{n} \ln \left(\frac{1}{\epsilon}\right)+C
$$

Then there exist points $x_{1}, \ldots, x_{m} \in \bar{U}$, with $m \leq d$, a subsequence $\epsilon_{k} \rightarrow 0$, and $a$ function $u \in W_{\text {loc }}^{1, n}\left(U \backslash\left\{x_{1}, \ldots, x_{m}\right\} ; S^{n-1}\right)$ such that

$$
u^{\epsilon_{k}} \rightharpoonup u \quad \text { weakly in } W_{l o c}^{1, n}\left(U \backslash\left\{x_{1}, \ldots, x_{m}\right\} ; \mathcal{R}^{n}\right)
$$

Finally, there are integers $d_{i}>0$ for $i=1, \ldots, m$ such that $\sum d_{i}=d$ and

$$
\mu^{\epsilon_{k}}:=\left|\ln \epsilon_{k}\right|^{-1} \mathcal{E}^{\epsilon_{k}} d x \rightarrow \kappa_{n} \sum_{i=1}^{m} d_{i} \delta_{x_{i}}
$$

weakly as measures.
Remark. Theorem 1.3 follows immediately from this proposition and Lemma 4.1.
Proof. 1. Fix $\sigma_{1} \in(0, r / 4 d)$, and for every $\epsilon<\epsilon_{0}(\sigma)$, apply Proposition 4.1 to the function $u^{\epsilon}$. This yields a collection of balls $\left\{B_{i}^{\epsilon}\right\}_{i=1}^{M}$. Let $B_{i}^{\epsilon}$ have center $x_{i}^{\epsilon}$, and let $d_{i}^{\epsilon}:=\operatorname{dg}\left(u^{\epsilon} ; \partial B_{i}^{\epsilon}\right)$. Discard all balls for which $d_{i}^{\epsilon}=0$. Then at most $d$ balls remain, the balls are disjoint, and each ball satisfies

$$
\begin{equation*}
\int_{B_{i}^{\epsilon}} \mathcal{E}^{\epsilon} d x \geq d_{i}^{\epsilon} \Lambda^{\epsilon}\left(\frac{\sigma_{1}}{2}\right) \geq d_{i}^{\epsilon}\left[\kappa_{n} \ln \left(\frac{\sigma_{1}}{\epsilon}\right)-C\right] \tag{5.1}
\end{equation*}
$$

by construction. Arguing as in (4.16), we see that

$$
\begin{equation*}
B_{i}^{\epsilon} \subset B_{2 d_{i}^{\epsilon} \sigma_{1}}\left(x_{i}^{\epsilon}\right) \tag{5.2}
\end{equation*}
$$

We may easily find positive integers $d_{i}^{1}$, points $x_{i}^{1}$, and a subsequence $\epsilon_{j} \rightarrow 0$ such that

$$
d_{i}^{\epsilon_{j}} \rightarrow d_{i}^{1}, \quad \sum_{i} d_{i}^{1}=d
$$

and for each $i$,

$$
x_{i}^{\epsilon_{j}} \rightarrow x_{i}^{1}
$$

as $j \rightarrow \infty$.
Define $B_{i}^{1}:=B_{4 d_{i}^{1} \sigma_{1}}\left(x_{i}^{1}\right)$, and

$$
U^{1}:=U \backslash\left(\cup_{i} B_{i}^{1}\right)
$$

From (5.2) we see that $B_{i}^{\epsilon_{j}} \subset B_{i}^{1}$ for all sufficiently large $j$. Thus (4.3) and (5.1) imply that

$$
\begin{equation*}
\liminf _{j} \int_{B_{i}^{1}} \mathcal{E}^{\epsilon_{j}} d x-d_{i}^{1} \kappa_{n} \ln \left(\frac{\sigma_{1}}{\epsilon}\right) \geq-C \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
\limsup _{j} \int_{U^{1}} \mathcal{E}^{\epsilon_{j}} d x \leq d \kappa_{n} \ln \left(\frac{1}{\sigma_{1}}\right)+C \tag{5.4}
\end{equation*}
$$

2. Now repeat the above process for $\sigma_{2}=\frac{1}{2} \sigma_{1}$ to find positive integers $d_{i}^{2}$, points $x_{i}^{2}$, and a further subsequence, which we still write as $\epsilon_{j}$, such that (5.3) and (5.4) hold with $\sigma_{1}$ replaced with $\sigma_{2}$, where $B_{i}^{2}$ and $U^{2}$ are defined as before.

Note that for any $j$,

$$
B_{j}^{1} \cap\left(\cup_{i} B_{i}^{2}\right) \neq \emptyset \quad \text { and } \quad B_{j}^{2} \cap\left(\cup_{i} B_{i}^{1}\right) \neq \emptyset
$$

If this is not the case, then, for example,

$$
B_{j}^{2} \subset U^{1}
$$

which would lead to a contradiction between (5.4) and (5.1).
It follows that

$$
\begin{equation*}
\operatorname{dist}\left(\left\{x_{i}^{1}\right\}_{i},\left\{x_{i}^{2}\right\}_{i}\right) \leq \sigma_{1}+\sigma_{2} \tag{5.5}
\end{equation*}
$$

where dist here denotes the Hausdorff distance between two sets,

$$
\operatorname{dist}(A, B)=\max \left\{\max _{x \in A} \min _{y \in B}|x-y|, \max _{y \in B} \min _{x \in A}|x-y|\right\} .
$$

3. We now repeat the same procedure for each $k$, with $\sigma_{k}=2^{-k+1} \sigma_{1}$, each time passing to subsequences and finding points $x_{i}^{k}$ and positive integers $d_{i}^{k}$ such that $\sum_{i} d_{i}^{k}=d$,

$$
\begin{equation*}
\liminf _{j} \int_{B_{i}^{k}} \mathcal{E}^{\epsilon_{j}} d x-d_{i}^{k} \kappa_{n} \ln \left(\frac{\sigma_{k}}{\epsilon}\right) \geq-C \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{j} \int_{U^{k}} \mathcal{E}^{\epsilon_{j}} d x \leq d \kappa_{n} \ln \left(\frac{1}{\sigma_{k}}\right)+C \tag{5.7}
\end{equation*}
$$

for balls $B_{i}^{k}$ and $U^{k}$ defined as in step 1.
By a diagonal argument we may extract a subsequence, still denoted $\epsilon_{j}$, such that (5.6) and (5.7) hold for every $k$. Moreover it is clear from (5.5) that the sets $\left\{x_{i}^{k}\right\}_{i}$ must converge in the Hausdorff metric to some limiting set $\left\{x_{1}, \ldots, x_{m}\right\}$ as $k \rightarrow \infty$. Any compact subset of $U \backslash\left\{x_{1}, \ldots, x_{m}\right\}$ is contained in some $U_{k}$ for $k$ sufficiently large. Thus $\left\{u^{\epsilon_{j}}\right\}$ is weakly precompact in $W_{\text {loc }}^{1, n}\left(U \backslash\left\{x_{1}, \ldots, x_{m}\right\} ; \mathcal{R}^{n}\right)$.

The other conclusion of the theorem follows similarly from (5.6) and (5.7).
6. The gauge-invariant functional. The above framework can be modified to give estimates for the gauge-invariant functional $I_{\text {mag }}^{\epsilon}(u, A)$.

Let $\gamma:=\|\nabla \times A\|_{L^{2}(U)}$ and

$$
\mathcal{F}_{\mathrm{mag}}^{\epsilon}[u, A]:=\frac{1}{2}\left|\nabla_{A} u\right|^{2}+\frac{1}{4 \epsilon^{2}}\left(1-|u|^{2}\right)^{2},
$$

so that $I_{\text {mag }}^{\epsilon}(u, A)=\frac{1}{2} \gamma^{2}+\int_{U} \mathcal{F}_{\text {mag }}^{\epsilon}[u, A] d x$.
We also define

$$
\begin{equation*}
\lambda_{\gamma}^{\epsilon}(r ; d):=\min _{m \in[0,1]}\left\{\frac{1}{C \epsilon}|1-m|^{N}+\frac{m^{2}}{r}\left[\left(\sqrt{\pi} d-\frac{r \gamma}{2}\right)^{+}\right]^{2}\right\} \tag{6.1}
\end{equation*}
$$

We will regard $\gamma$ as fixed and establish lower bounds for $\mathcal{F}_{\text {mag }}^{\epsilon}$ in which $\gamma$ appears as a parameter. These bounds have exactly the same structure as our earlier bounds, so that the covering arguments from earlier sections may by employed almost without change to find global lower bounds for $\mathcal{F}_{\text {mag }}^{\epsilon}$ which depend on the parameter $\gamma$. We then obtain estimates for the full energy $I_{\text {mag }}^{\epsilon}$ by minimizing over $\gamma>0$.

Lemma 6.1. $\lambda_{\gamma}^{\epsilon}$ has the following properties. First,

$$
\begin{equation*}
\lambda_{\gamma}^{\epsilon}(r ; d) \geq \frac{\pi}{r}\left[\left(d-\frac{r \gamma}{2 \sqrt{\pi}}\right)^{+}\right]^{2}\left[1-C \frac{\epsilon^{\alpha}}{r^{\alpha}}\right] \tag{6.2}
\end{equation*}
$$

Second, if $r \geq \epsilon, B_{r} \subset U, u \in H^{1}\left(\partial B_{r}, \mathcal{C}\right)$, and $\left|\operatorname{deg}\left(u ; \partial B_{r}\right)\right|=d$, then

$$
\begin{equation*}
\int_{\partial B_{r}} \mathcal{F}_{\text {mag }}^{\epsilon}[u, A] d H^{1} \geq \lambda_{\gamma}^{\epsilon}(r ; d) \tag{6.3}
\end{equation*}
$$

Proof. 1. We omit the proof of (6.2), as it is exactly like the proof of (2.2).
2. We may assume without loss that $d>0$. We write $u=\rho e^{i \phi}$, where $\phi$ is multivalued. A calculation shows that

$$
\left|\nabla_{A} u\right|^{2}=|D \rho|^{2}+\rho^{2}|D \phi-A|^{2}
$$

Thus

$$
\int_{\partial B_{r}} \mathcal{F}_{\mathrm{mag}}^{\epsilon} d H^{1}=I_{1}+I_{2}
$$

for

$$
\begin{gathered}
I_{1}:=\int_{\partial B_{r}} \frac{1}{2}|D \rho|^{2}+\frac{1}{4 \epsilon^{2}}\left(1-\rho^{2}\right)^{2} \\
I_{2}:=\int_{\partial B_{r}} \frac{1}{2} \rho^{2}|D \phi-A|^{2}
\end{gathered}
$$

Define $m:=\inf _{\partial B_{r}} \rho$. Exactly as in Lemma 2.3 we see that

$$
I_{1} \geq \frac{1}{C \epsilon}|1-m|^{N}
$$

for some $C, N>0$. It is at this stage that we use the assumption $r \geq \epsilon$.
3. For $x:=\left(x_{1}, x_{2}\right) \in \partial B_{r}$, let $\tau(x):=\frac{1}{|x|}\left(-x_{2}, x_{1}\right)$ denote the oriented tangent at $x$.

Because $u$ has degree $d$,

$$
\int_{\partial B_{r}} D \phi \cdot \tau d H^{1}=2 \pi d
$$

Also, by Stokes' theorem,

$$
\begin{aligned}
\int_{\partial B_{r}} A \cdot \tau d H^{1} & =\int_{B_{r}} \nabla \times A \\
& \leq\left(\pi r^{2}\right)^{1 / 2}\left(\int_{B_{r}}|\nabla \times A|^{2}\right)^{1 / 2} \\
& \leq \sqrt{\pi} r \gamma
\end{aligned}
$$

Thus

$$
2 \pi d-\sqrt{\pi} r \gamma \leq \int_{\partial B_{r}}(D \phi-A) \cdot \tau
$$

and therefore

$$
(2 \pi d-\sqrt{\pi} r \gamma)^{+} \leq \sqrt{2 \pi} r\left(\int_{\partial B_{r}}|D \phi-A|^{2}\right)^{1 / 2}
$$

Here $s^{+}:=\max \{s, 0\}$ for $s \in \mathcal{R}$, as usual. Rearranging and using the definition of $m$, we obtain

$$
I_{2} \geq \frac{m^{2}}{r}\left[\left(\sqrt{\pi} d-\frac{r \gamma}{2}\right)^{+}\right]^{2}
$$

With step 2 this immediately gives the conclusion of the lemma.
Next we define

$$
\begin{equation*}
\Lambda_{\gamma}^{\epsilon}(r):=\int_{0}^{r} \lambda_{\gamma}^{\epsilon}(s ; 1) \wedge \frac{c_{0}}{\epsilon} d s \tag{6.4}
\end{equation*}
$$

for some appropriately small $c_{0}$. We continue to assume that $\gamma=\|\nabla \times A\|_{L^{2}}$ is some known, finite number.
$\Lambda_{\gamma}^{\epsilon}$ has the following properties.
PROPOSITION 6.1. $\Lambda_{\gamma}^{\epsilon}(\cdot)$ is increasing; moreover,

$$
\begin{gather*}
\Lambda_{\gamma}^{\epsilon}(r+s) \leq \Lambda_{\gamma}^{\epsilon}(r)+\Lambda_{\gamma}^{\epsilon}(s) \quad \forall r, s \geq 0  \tag{6.5}\\
s \mapsto \frac{1}{s} \Lambda_{\gamma}^{\epsilon}(s) \quad \text { is nonincreasing; } \quad \text { and }  \tag{6.6}\\
\Lambda_{\gamma}^{\epsilon}(r) \geq \pi \log \left(\frac{1}{\epsilon}\right)+\log \left(r \wedge \gamma^{-1}\right)-C \tag{6.7}
\end{gather*}
$$

Proof. The lower estimate (6.7) follows by integrating the lower bound (6.2) for $\lambda_{\gamma}^{\epsilon}$. The other claims are proven by exactly the arguments used in the proof of Proposition 3.1.

The next proposition follows from (6.3) by exactly the arguments of Proposition 3.2.

Proposition 6.2. Let $u \in H^{1}(U ; \mathcal{C})$ be continuous. If $\left|\operatorname{dg}\left(u ; \partial B_{\rho}\right)\right|=d>0$ for all $\rho \in\left[r_{0}, r_{1}\right]$ and $\epsilon \leq r_{0} \leq r_{1}$, then

$$
\begin{equation*}
\int_{B_{r_{1}} \backslash B_{r_{0}}} \mathcal{F}_{m a g}^{\epsilon}[u, A] d x \geq d\left[\Lambda_{\gamma}^{\epsilon}\left(\frac{r_{1}}{d}\right)-\Lambda_{\gamma}^{\epsilon}\left(\frac{r_{0}}{d}\right)\right] \tag{6.8}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\int_{B_{r_{1}} \backslash B_{r_{0}}} \mathcal{F}_{\text {mag }}^{\epsilon}[u, A] d x \geq \Lambda_{\gamma}^{\epsilon}\left(r_{1}\right)-\Lambda_{\gamma}^{\epsilon}\left(r_{0}\right) \tag{6.9}
\end{equation*}
$$

The final property of $\Lambda$ that we will need is the following. For this we assume that $u \in C \cap H^{1}(U ; \mathcal{C})$, and we define $S_{E}$ as in (1.10).

Proposition 6.3. Suppose that $u \in C \cap H^{1,2}(U ; \mathcal{C})$ and that $A \in H^{1}\left(U ; \mathcal{R}^{2}\right)$, with $\gamma:=\|\nabla \times A\|_{L^{2}} \leq C \epsilon^{-1 / 2}$. If $S_{E} \subset \subset U$, then there is a collection of closed, pairwise disjoint balls $\left\{B_{i}\right\}_{i=1}^{k}$ such that

$$
\begin{gathered}
S_{E} \subset \cup_{i=1}^{k} B_{i}, \\
\int_{B_{i} \cap U} \mathcal{F}_{\text {mag }}^{\epsilon} d x \geq \Lambda_{\gamma}^{\epsilon}\left(r_{i}\right), \\
r_{i} \geq \epsilon \quad \forall i, \\
B_{i} \cap S_{E} \neq \emptyset \quad \text { for each } i .
\end{gathered}
$$

Proof. The proof follows exactly that of Proposition 3.3, which uses only Lemmas $2.5,3.1$, and 3.2. In this context, the first two of these are still valid, and in place of Lemma 3.2, we have Lemma 6.2 below, so the desired result is a consequence of our earlier arguments.

Lemma 6.2. Let $S_{i}$ be a connected component of $S_{E}$, and assume that $S_{i} \subset \subset U$. Assume also that $\gamma \leq C \epsilon^{-1 / 2}$. Then there exists some constant $C$ such that, for all sufficiently small $\epsilon$,

$$
\int_{S_{i}} \mathcal{F}^{\epsilon}[u, A] d x \geq C^{-1}
$$

Proof. 1. We may assume by an approximation argument that $u$ is $C^{\infty}$. As above we write $u:=\rho e^{i \phi}$.

Let $f:=\frac{1}{2} \rho^{2}$. We will use the coarea formula,

$$
\begin{equation*}
\int_{S_{i}} g J f d x=\int_{0}^{\infty}\left(\int_{S_{i} \cap f^{-1}(s)} g d H^{n-1}\right) d s \tag{6.10}
\end{equation*}
$$

where $J f$ is the Jacobian of $f$, which in this case is given by

$$
J f=|D f|=\rho|D \rho|
$$

Thus

$$
\begin{aligned}
\left|\nabla_{A} u\right|^{2} & =|D \rho|^{2}+\rho^{2}|D \phi-A|^{2} \\
& =J f\left(\frac{|D \rho|}{\rho}+\frac{\rho}{|D \rho|}|D \phi-A|^{2}\right) \\
& \geq J f|D \phi-A|
\end{aligned}
$$

The coarea formula thus gives

$$
\begin{aligned}
\int_{S_{i}}\left|\nabla_{A} u\right|^{2} & \geq \int_{0}^{\infty}\left(\int_{f^{-1}(s) \cap S_{i}}|D \phi-A| d H^{1}\right) d s \\
& \geq \int_{0}^{\infty}\left|\int_{f^{-1}(s) \cap S_{i}}(D \phi-A) \cdot \tau d H^{1}\right| d s
\end{aligned}
$$

2. For $s \in[0,1], f^{-1}(s) \cap S_{i}$ is nonempty, since $u$ is continuous and must have a zero in each component of $S_{E}$. Moreover, for Lebesgue (almost everywhere) such $s$, $f^{-1}(s) \cap S_{i}$ is a smooth compact manifold, by Sard's theorem. Fix some $s$ for which this is the case. The definition of degree (1.6) easily implies that

$$
\operatorname{deg}\left(u^{\epsilon} ; f^{-1}(s) \cap S_{i}\right)=\operatorname{deg}\left(u^{\epsilon} ; \partial S_{i}\right):=d
$$

It follows that

$$
\int_{f^{-1}(s) \cap S_{i}} D \phi \cdot \tau=d
$$

Also,

$$
\begin{aligned}
\int_{f^{-1}(s) \cap S_{i}} A \cdot \tau d H^{1} & =\int_{\left\{\frac{1}{2} \rho^{2} \leq s\right\} \cap S_{i}} \nabla \times A d x \\
& \leq\left|S_{i}\right|^{1 / 2}\left(\int_{S_{i}}|\nabla \times A|^{2} d x\right)^{1 / 2} \\
& \leq\left|S_{i}\right|^{1 / 2} \gamma
\end{aligned}
$$

Putting these together, we find that

$$
\int_{f^{-1}(s) \cap S_{i}}(D \phi-A) \cdot \tau d H^{1} \geq d-\left|S_{i}\right|^{1 / 2} \gamma
$$

3. Combining steps 1 and 2 and using the fact that $\left(1-|u|^{2}\right)^{2} \geq C^{-1}$ on $S_{i}$, we obtain

$$
\int_{S_{i}} \mathcal{F}_{\mathrm{mag}} d x \geq d-\left|S_{i}\right|^{1 / 2} \gamma+\left|S_{i}\right| \frac{1}{C \epsilon^{2}}
$$

Since we have assumed that $\gamma \leq C \epsilon^{-1 / 2}$, the conclusion follows by calculus.
Using Propositions 6.1, 6.2 , and 6.3 , we can repeat the proofs of Proposition 4.1 and Theorem 1.2 with only minor modifications. We indicate how this is done.

Proposition 6.4. Assume that $u$ is continuous and satisfies (4.1)-(4.2) and that

$$
\begin{equation*}
\int \mathcal{E}_{m a g}^{\epsilon}[u, A] d x \leq \pi d \ln \left(\frac{1}{\epsilon}\right)+C \tag{6.11}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{U}|\nabla \times A|^{2} d x \leq C \tag{6.12}
\end{equation*}
$$

Moreover, given any $\sigma \in\left(0, \frac{r}{4 d}\right)$, there exists some $\epsilon_{0}(\sigma)>0$ such that, for each $\epsilon \in\left(0, \epsilon_{0}\right)$, we can find a collection of closed balls $\left\{B_{i}\right\}_{i=1}^{M}$ of radius $r_{i}$ and degree $d_{i}$ such that
the interiors of the balls are pairwise disjoint,

$$
\begin{equation*}
\int_{B_{i} \cap U} \mathcal{F}_{m a g}^{\epsilon}[u, A] d x \geq \frac{r_{i}}{s} \Lambda^{\epsilon}(s), \quad \text { for } s:=\min _{j} r_{j} /\left|d_{j}\right| \tag{6.14}
\end{equation*}
$$

$$
\begin{equation*}
S_{E} \subset \subset \bigcup_{i=1}^{M} B_{i}, \quad \text { and } B_{i} \cap S_{E} \neq \emptyset \text { for every } i . \tag{6.15}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
s & \in\left[\frac{\sigma}{2}, \sigma\right]  \tag{6.16}\\
d_{i} & \geq 0 \quad \forall i \tag{6.17}
\end{align*}
$$

Proof. 1. Fix some $\sigma \in\left(0, \frac{r}{4 d}\right)$. Following step 1 of the proof of Proposition 4.1, we show that it suffices to find a collection of balls satisfying (6.13)-(6.16).

Suppose that we have found such a collection; we need to show that (6.12) and (6.17) necessarily hold. Following (4.10),

$$
\begin{align*}
\int_{U} \mathcal{E}_{\mathrm{mag}}^{\epsilon} d x & \geq \frac{1}{2} \gamma^{2}+\sum_{i} \int_{B_{i}} \mathcal{F}_{\mathrm{mag}}^{\epsilon} d x \\
& \geq \frac{1}{2} \gamma^{2}+\Lambda_{\gamma}^{\epsilon}\left(\frac{\sigma}{2}\right) \sum\left|d_{i}\right| \\
& \geq \frac{1}{2} \gamma^{2}+\pi\left[\ln \left(\frac{1}{\epsilon}\right)+\ln \left(\frac{\sigma}{2} \wedge \frac{1}{\gamma}\right)\right] \sum\left|d_{i}\right| \tag{6.18}
\end{align*}
$$

If $d_{i}<0$ for some $i$, then $\sum\left|d_{i}\right| \geq d+2$. If this holds, then (6.18) and (6.11) yield

$$
\pi d \ln \left(\frac{1}{\epsilon}\right)+C \geq \frac{1}{2} \gamma^{2}+(d+2) \pi\left[\ln \left(\frac{1}{\epsilon}\right)+\ln \left(\frac{\sigma}{2} \wedge \frac{1}{\gamma}\right)\right]
$$

By minimizing the right-hand side over $\gamma>0$, we obtain a contradiction if $\epsilon$ is sufficiently small. This proves that $d_{i} \geq 0 \forall i$.

Once we know that $\sum\left|d_{i}\right|=d$, by comparing (6.18) and (6.11) we obtain

$$
\frac{1}{2} \gamma^{2}+d \pi \ln \left(\frac{\sigma}{2} \wedge \frac{1}{\gamma}\right) \leq C
$$

This clearly implies that $\gamma \leq C$, which is (6.12).
2. As in step 2 of the proof of Proposition 4.1, we next show that if a collection of balls satisfies (6.13)-(6.15), and if $s \leq \sigma$, then $B_{i} \cap \partial U=\emptyset$ for every ball in the collection.

Suppose, toward a contradiction, that $B_{i} \cap \partial U \neq \emptyset$ for some $i$. By following exactly the argument that leads to (4.11), we see that

$$
\begin{aligned}
\int_{U} \mathcal{E}_{\text {mag }}^{\epsilon} d x & \geq \frac{1}{2} \gamma^{2}+\int_{B_{i}} \mathcal{F}_{\text {mag }}^{\epsilon} d x \\
& \geq \frac{1}{2} \gamma^{2}+\frac{r_{i}}{\sigma} \Lambda_{\gamma}^{\epsilon}(\sigma) \\
& \geq \frac{1}{2} \gamma^{2}+2 d \pi\left[\ln \left(\frac{1}{\epsilon}\right)+\ln \left(\frac{\sigma}{2} \wedge \frac{1}{\gamma}\right)\right] .
\end{aligned}
$$

This leads to a contradiction with (6.11) for sufficiently small $\epsilon$, again by minimizing over $\gamma \geq 0$.
3. Steps 3 through 6 and step 8 of the proof of Proposition 4.1 may be repeated without change. Step 7 requires some small modifications, which can be carried out along the lines already indicated above.

Acknowledgment. I am indebted to Mete Soner for pointing out the result of Lemma 2.3.
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#### Abstract

In this paper, we show that if a flow $\varphi^{t}$ has a hyperbolic chain recurrent set either without fixed points or with only fixed points, and satisfies the strong transversality condition, then $\varphi^{t}$ is structurally stable with respect to numerical methods, including the Euler method, which was not done in [B. M. Garay, Numer. Math., 72 (1996), pp. 449-479], [M.-C. Li, J. Differential Equations, 141 (1997), pp. 1-12], and [M.-C. Li, SIAM J. Math. Anal., 28 (1997), pp. 381-388]. The proof is an application of the invariant manifold techniques developed by Hirsch, Pugh, and Shub [M. Hirsh, C. Pugh, and M. Shub, Invariant Manifolds, Lecture Notes in Math. 583, Springer-Verlag, New York, 1977] and Robinson [C. Robinson, J. Differential Equations, 22 (1976), pp. 28-73]. The result is an extension of our previous work [M.-C. Li, Proc. Amer. Math. Soc., 127 (1999), pp. 289-295].
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1. Introduction. How much confidence can we have in computer simulation? For example, suppose we use a numerical method to approximate the general solution of a differential equation. Does the numerical approximation exhibit the same global geometry and dynamics as the exact solution? There have been theorems showing that the answer to this question is yes for several cases. Before going into these theorems, we give an introduction on how the global qualitative theory in dynamical systems applies to numerical analysis.

Numerical methods and dynamical systems are deeply connected. As is well known, general solutions of differential equations are considered continuous-time dynamical systems. On the other hand, numerical methods frequently involve iterative processes, and so they are discrete-time dynamical systems. Suppose we use a numerical method to approximate the general solution of a differential equation. The numerical method can be interpreted as a small perturbation of the solution flow. The natural question is whether the numerical approximation accurately reflects the dynamics of the original flow. In the terminology of global stabilities, this is the same as asking whether certain flows are structurally stable with respect to numerical methods.

There are many classical stability theorems in dynamical systems. Local stability results include the Hartman-Grobman theorem, the stable manifold theorem, and the normally hyperbolic stability theorem. For global results, we have the $\Omega$-stability theorem and the structural stability theorem. The structural stability theorem states that a continuous/discrete-time dynamical system preserves its global geometric structure under small $C^{1}$ perturbations. Here, we have to point out that results about structural stability cannot be applied directly to our situation: a flow is approximated by a numerical method which is a discrete-time system, not a continuous system. In order to show structural stability of flows for numerical methods, we need to make

[^38]explicit estimations by going through the mathematical techniques in the proof of the structural stability theorem.

Historically, the structural stability theorem was attacked for several special cases before the general proof was given. First, the case of Anosov systems when the whole manifold has a hyperbolic structure was proved by Anosov [1] and Moser [21]. Next, the case of Morse-Smale systems when the nonwandering set is a finite number of hyperbolic closed orbits was proved by Palis and Smale [22]. Finally, the case of Axiom A systems when the nonwandering set is the union of finitely many basic sets was proved by Robbin [25] for $C^{2}$ diffeomorphisms, by Robinson [26] for $C^{2}$ vector fields, and again by Robinson for $C^{1}$ diffeomorphisms [28] and $C^{1}$ flows [27].

Suppose that we have a flow $\varphi^{t}$ on a compact manifold $M$ which is approximated by a numerical method $N$ in the following sense: the numerical method of stepsize $h$ and order $p, N^{h}$, is $O\left(h^{p+1}\right)$-close to the time- $h$ map of the flow, $\varphi^{h}$. Under certain differentiability conditions on $\varphi$ and $N$, one can show that $N^{h}$ is $O\left(h^{p}\right)$-close to $\varphi^{h}$ in the $C^{1}$ topology (see Lemma 1). We want to match the trajectories of $\varphi^{t}$ with the orbits of $N^{h}$ by constructing a homeomorphism $H_{h}$, depending on $h$, to conjugate $N^{h}$ to $\varphi$. In terms of dynamical systems, $H_{h}$ is usually called a topological conjugacy, if there is no reparametrization on $\varphi^{t}$, or a topological equivalence otherwise. If such a homeomorphism $H_{h}$ exists, we say that the flow $\varphi^{t}$ is structurally stable with respect to the numerical method $N$.

Global stability under numerical approximation is analogous to the structural stability theorem. Two analytic approaches were used by Robinson in [28] to prove the structural stability theorem. One involves solving a functional equation by means of the implicit function theorem. The other involves using compatible families of stable and unstable disks by the method of graph transforms.

Certain flows are structurally stable with respect to numerical methods. The case of Morse-Smale gradient-like flows, i.e., Morse-Smale flows without closed orbits, was proved by Garay [12]. See also [18] for a slightly better result. The case of Axiom A flows with the strong transversality condition was shown in [17]. The proof of these theorems is essentially based on the first approach in [28]: solve a functional equation to construct a conjugacy $H_{h}$ and use the $d_{\varphi}$-Lipschitz metric, due to Robbin [25], to prove $H_{h}$ is one to one. These theorems work well for numerical methods of order $p \geq 2$. If we consider the Euler method of order $p=1$, then we get that $H_{h}$ is a semiconjugacy but cannot prove it is one to one.

The challenge for the Euler method led us to consider the second approach in [28] using the graph transforms. In [19], we assumed $\varphi^{t}$ has a hyperbolic attractor $\mathcal{A}_{\varphi}$. Relying on the abstract invariant manifold theorems in [28] and the idea of laminations given by Hirsch, Pugh, and Shub [16], we showed that the restriction of the flow $\varphi^{t}$ to the basin of attraction, $B\left(\mathcal{A}_{\varphi}\right)$, is structurally stable with respect to numerical methods of order $p \geq 1$. Earlier, Garay [13] showed that the restriction of $\varphi^{t}$ to $B\left(\mathcal{A}_{\varphi}\right) \backslash \mathcal{A}_{\varphi}, \varphi^{t} \mid B\left(\mathcal{A}_{\varphi}\right) \backslash \mathcal{A}_{\varphi}$, is structurally stable under discretizations.

In this paper, we extend our previous result [19] to the case when the flow $\varphi^{t}$ has a hyperbolic chain recurrent set but no fixed points. By using compatible families of stable and unstable disks due to Robinson [28], we are able to construct a topological equivalence and prove that $\varphi^{t}$ is structurally stable with respect to numerical methods, including the Euler method. The proof is even simpler for the case when the chain recurrent set has only fixed points.

It is not clear whether we can use this method to prove that $\varphi^{t}$ with hyperbolic fixed and periodic points simultaneously is structurally stable with respect to the Eu-
ler method. Proving the structural stability theorem for flows, Robinson [28] put a reparametrization on the perturbed flow and successfully made a transition from no reparametrization near fixed points to a reparametrization away from fixed points. Here, we cannot parametrize the numerical method since it is discrete. Recently, Pilyugin [23] showed a shadowing result for structurally stable flows by dealing with different hyperbolic structures near fixed points and near periodic points.

Although not emphasized here, the persistence of local properties under approximation has been widely studied. See [4], [10] for hyperbolic equilibria, [3], [6], [8], [9], [24] for hyperbolic closed orbits, and [7], [11], [14], [20], [24] for normally hyperbolic invariant manifolds. Most of such results are discussed in a survey by Stuart [36] (see also [37]).
2. Statement of theorems. First, we introduce notations and basic definitions.

Let $M$ be a smooth complete Riemannian manifold with a distance $d$ arising from the Riemannian metric and $\operatorname{Diff}(M)$ be the set of diffeomorphisms on $M$ with the strong topology and distance $d_{C^{1}}$. A flow is a map $\varphi: \mathbb{R} \times M \rightarrow M$ that satisfies the group property $\varphi(s, \varphi(t, x))=\varphi(s+t, x)$. We write $\varphi(t, x)=\varphi^{t}(x)$.

A compact invariant set $\Lambda$ for a $C^{1}$ flow $\varphi^{t}$ on $M$ is hyperbolic if the restriction of the tangent bundle $T M$ of $M$ to $\Lambda$ splits into three continuous subbundles, $T M \mid \Lambda=$ $\mathbb{E}^{u} \oplus \mathbb{E}^{s} \oplus \operatorname{Span}(X)$, invariant under the derivative of $\varphi^{t}, D \varphi^{t}$, such that $D \varphi^{t}$ expands $\mathbb{E}^{u}$ and $D \varphi^{t}$ contracts $\mathbb{E}^{s}$ for all $t \geq t_{0}$, where $X$ is the vector field induced by the flow $\varphi^{t}$. The stable manifold of $x \in M$ is the set of all points in $M$ whose forward orbits under $\varphi^{t}$ tend to $x$. The unstable manifold of $x \in M$ is the set of all points in $M$ whose backward orbits under $\varphi^{t}$ tend to $x$. The flow $\varphi^{t}$ satisfies the strong transversality condition if all the stable manifolds of orbits of $\varphi^{t}$ transversally intersect the unstable manifolds of orbits of $\varphi^{t}$. See [30] for a more complete explanation of these definitions.

Chain recurrent sets for flows are defined as follows.
Definition 1. A pair of sets $\left(\mathcal{A}, \mathcal{A}^{*}\right)$ is called the attractor-repeller pair for the flow $\varphi^{t}$ if there exists a neighborhood $U$ of $\mathcal{A}$ such that $\varphi^{T}(\operatorname{cl}(U)) \subset \operatorname{int}(U)$ for some $T>0, \mathcal{A}=\cap_{t \geq 0} \varphi^{t}(U)$, and $\mathcal{A}^{*}=\bigcap_{t \leq 0} \varphi^{t}(M \backslash U)$. The chain recurrent set $\Re_{\varphi}$ for $\varphi^{t}$ is the set $\Re_{\varphi}=\cap_{i \in I}\left(\mathcal{A}_{i} \cup \mathcal{A}^{*}{ }_{i}\right)$, the intersection of all attractor-repeller pairs.

One can define the chain recurrent set to be the points $x$ such that there is a periodic $\epsilon$-chain through $x$ for all $\epsilon>0$. These two definitions are equivalent; see [30] for the proof. In our previous results on structural stability for numerical methods, we assumed hyperbolicity on the nonwandering set $\Omega_{\varphi}$ in [17] and on an attractor $\mathcal{A}_{\varphi}$ in [19]. In the present paper, the hyperbolicity will be assumed on the chain recurrent set $\Re_{\varphi} \supset \Omega_{\varphi} \supset \mathcal{A}_{\varphi}$.

We use a general definition of numerical methods on manifolds.
Definition 2. Let $\varphi^{t}$ be a flow on $M$. For $p \geq 1$, a $C^{p+1}$ function $N: \mathbb{R} \times M \rightarrow$ $M$ is called a numerical method of order $p$ for $\varphi^{t}$ if there are positive constants $K$ and $h_{0}$ such that $d\left(\varphi^{h}(x), N^{h}(x)\right) \leq K h^{p+1}$, for all $h \in\left[0, h_{0}\right]$ and $x \in M$. Here $h$ stands for a stepsize of $N$. We denote the ith iterate of $N^{h}(x)$ by $\left(N^{h}\right)^{i}(x)$.

The definition is related to standard numerical analysis. For example, the explicit Euler method in Euclidean spaces corresponds to $N^{h}(x)=x+h \varphi^{h}(x)$ and is of order $p=1$. Both the improved Euler method and the three term Taylor series method are of order 2. The usual Runge-Kutta methods are of order $p \geq 4$. See [2] and [5]. The $p$ th-order multiderivative method is another example satisfying the above conditions (see [15]).

The distance between $\varphi^{h}$ and $N^{h}$ in the $C^{1}$-topology is estimated in the following lemma.

Lemma 1 (see [11]). Let $N$ be a numerical method of order p for a $C^{p+1}$ flow $\varphi^{t}$ on a compact manifold $M$. Then there is a positive constant $K_{1}$ such that $d_{C^{1}}\left(\varphi^{h}, N^{h}\right) \leq$ $K_{1} h^{p}$ for all sufficiently small $h$. Moreover, given $T>0$, there is a positive constant $K_{2}$ such that $d_{C^{1}}\left(\varphi^{T},\left(N^{\frac{T}{n}}\right)^{n}\right) \leq K_{2} n^{1-p}$ for all large $n \in \mathbb{N}$.

For convenience, we give the theorem for the general numerical methods first and state those for the Euler method later. The proof of the following theorem is postponed until section 4.

Theorem 1. Let $M$ be a compact manifold and $\varphi^{t}$ be a $C^{1}$ flow on $M$ such that (i) $\varphi^{t}$ has no fixed point, (ii) the chain recurrent set $\Re_{\varphi}$ is hyperbolic, and (iii) $\varphi^{t}$ satisfies the strong transversality condition. Let $p \geq 1, T>0$, and $N$ be a numerical method of order $p$ for $\varphi^{t}$ satisfying $d_{C^{1}}\left(\varphi^{T},\left(N^{\frac{T}{n}}\right)^{n}\right) \leq K n^{-1}$ for all large $n \in \mathbb{N}$, where $K$ is a positive constant. Then for all sufficiently large $n$, there is a homeomorphism $H_{n}$ on $M$ and a continuous function $\tau_{n}: M \rightarrow \mathbb{R}$ such that for all $x \in M, H_{n} \circ \varphi^{\tau_{n}(x)}(x)=$ $\left(N^{\frac{T}{n}}\right)^{n} \circ H_{n}(x)$ and $d\left(H_{n}(x), x\right) \rightarrow 0$ as $n \rightarrow \infty$.

The applicability of Theorem 1 to the Euler method follows from the following result of Shub [31].

Lemma 2. Let $X$ be a $C^{2}$ bounded vector field on $M, \varphi^{t}$ be the flow of the differential equation $\dot{x}=X(x)$, and $E$ be the Euler method for $\varphi^{t}$. Then for all sufficiently small $h$, there is a positive constant $K_{1}$ such that $d_{C^{1}}\left(\varphi^{h}, E^{h}\right) \leq K_{1} h^{2}$. Moreover, given $T>0$, there is a positive constant $K_{2}$ such that $d_{C^{1}}\left(\varphi^{T},\left(E^{\frac{T}{n}}\right)^{n}\right) \leq$ $K_{2} n^{-1}$ for all large $n \in \mathbb{N}$.

Now we can use Theorem 1 to get the following result for the Euler method.
Theorem 2. Let $X$ be a $C^{2}$ vector field on a compact manifold $M$ without zeros such that the differential equation $\dot{x}=X(x)$ induces a flow $\varphi^{t}$ such that (i) the chain recurrent set $\Re_{\varphi}$ is hyperbolic and (ii) $\varphi^{t}$ satisfies the strong transversality condition. Let $E^{h}$ be the Euler method of stepsize $h$ for $\varphi^{t}$ and let $T>0$ be given. Then for all sufficiently large $n$, there is a homeomorphism $H_{n}$ on $M$ and a continuous function $\tau_{n}$ $: M \rightarrow \mathbb{R}$ such that for all $x \in M, H_{n} \circ \varphi^{\tau_{n}(x)}(x)=\left(E^{\frac{T}{n}}\right)^{n} \circ H_{n}(x)$ and $d\left(H_{n}(x), x\right) \rightarrow$ 0 as $n \rightarrow \infty$.

We can also consider Morse-Smale gradient-like systems for the Euler method which was not done in [12] and [18].

Theorem 3. Let $X$ be a $C^{2}$ vector field on a compact manifold $M$ such that the differential equation $\dot{x}=X(x)$ induces a flow $\varphi^{t}$ satisfying (i) the chain recurrent set $\Re_{\varphi}$ is the union of a finite number of hyperbolic fixed points and (ii) the stable and unstable manifolds of fixed points meet transversally. Let $E^{h}$ be the Euler method of stepsize $h$ for $\varphi^{t}$ and $T>0$ be given. Then for all sufficiently large $n$, there is a homeomorphism $H_{n}$ on $M$ and a continuous function $\tau_{n}: M \rightarrow \mathbb{R}$ such that for all $x \in M, H_{n} \circ \varphi^{T}(x)=\left(E^{\frac{T}{n}}\right)^{n} \circ H_{n}(x)$ and $d\left(H_{n}(x), x\right) \rightarrow 0$ as $n \rightarrow \infty$.

Note that there is no reparametrization needed for the Morse-Smale gradient-like flows. This fits well with the result in [18]. For the proof of Theorem 3, see the remark at the end of section 4.

All theorems above are still true for the case when $M$ has boundary under the additional assumption that $\varphi^{t}$ flows into $M$ along the boundary. These can be done by making an adaptation of the proof in [29] (see also [18]).
3. Application. This application to the zero-finding problem is due to Shub [31].

Given a nonconstant complex polynomial $p: \mathbb{C} \rightarrow \mathbb{C}$, we then can ask to find the zeros of $p$, i.e., those $z$ in $\mathbb{C}$ for which $p(z)=0$. There are two usual approaches to turn this problem into an algorithm. One is to define the Newton differential equation
$\dot{z}=-\frac{p(z)}{p^{\prime}(z)}$, where $p^{\prime}$ is the (complex) derivative of $p$. Then consider the Euler approximation to the solution of the Newton differential equation, that is, for $h$ a positive real, $E_{N}^{h}(z)=z-h \frac{p(z)}{p^{\prime}(z)}$. When $h=1$, this is the Newton method. The other is to consider the Euler approximation to the gradient differential equation $\dot{z}=-\frac{1}{2} \operatorname{grad}|p|^{2}$.

There is an intimately close relationship between the Newton differential equation $\dot{z}=-\frac{p(z)}{p^{\prime}(z)}$ and the gradient differential equation $\dot{z}=-\frac{1}{2} \operatorname{grad}|p|^{2}$. It was explained by Smale [35].

Lemma 3. $\quad-\frac{1}{2} \operatorname{grad}|p|^{2}=\rho(z)\left(-\frac{p(z)}{p^{\prime}(z)}\right)$, where $\rho: \mathbb{C} \rightarrow \mathbb{R}$ is the positive scalar function $\rho(z)=p^{\prime}(z) \overline{p^{\prime}(z)}$ and $\overline{p^{\prime}(z)}$ denotes the complex conjugate of $p^{\prime}(z)$.

Proof. Let $p=u+i v$ on $\mathbb{C}$. Then $|p|^{2}=u^{2}+v^{2}$. Represent $\operatorname{grad} f=f_{x}+i f_{y}$, where $f_{x}$ and $f_{y}$ are the partial derivatives of $f(x, y)$ with respect to $x$ and $y$. We have that $\operatorname{grad}|p|^{2}=\left(2 u u_{x}+2 v v_{x}\right)+i\left(2 u u_{y}+2 v v_{y}\right)$. On the other hand, differentiating along the real axis, we get $p^{\prime}=u_{x}+i v_{x}$ and so $\overline{p^{\prime}} p=\left(u_{x}-i v_{x}\right)(u+i v)=\left(u u_{x}+\right.$ $\left.v v_{x}\right)+i\left(-u v_{x}+v u_{x}\right)$.

Because $p$ is a polynomial, it satisfies the Cauchy-Riemann equations, $u_{x}=v_{x}$ and $u_{y}=-v_{y}$. Therefore, $-\frac{1}{2} \operatorname{grad}|p|^{2}=-\overline{p^{\prime}} p$ and we are done.

This lemma says that the Newton and gradient differential equations have the same solution curves. Therefore, up to changes of the stepsize $\rho$, the Euler schemes of the Newton and gradient differential equations are the same.

Let $r$ be large enough so that the disk $D_{r}=\{z \in \mathbb{C} ;|z| \leq r\}$ contains all the zeros of $p$. The following proposition is given by Shub and Smale [32].

Proposition 1. The trajectories of the gradient differential equation point inward transversally to the boundary of $D_{r}$.

If all zeros of $p$ and $p^{\prime}$ are simple, then $|p(z)|^{2}$ is a Morse function and $-\frac{1}{2} \operatorname{grad}|p|^{2}$ is transversal to the boundary of the disk. Therefore, there is a $C^{1}$ approximation $Y$ with $Y=-\frac{1}{2} \operatorname{grad}|p|^{2}$ in a neighbor of the zeros; see [33]. We say $-\frac{1}{2} \operatorname{grad}|p|^{2}$ is generically a Morse-Smale vector field. This fact, together with Theorem 3 for $M=D_{r}$, which is a manifold with a boundary, gives us an explanation of why the Newton method is convergent near the zeros of the polynomial $p$.
4. Proof of Theorem 1. We divide the proof into several steps.

Step 1 (preliminary setup). Because $\Re_{\varphi}$ is hyperbolic, the tangent bundle of $M$ along $\Re_{\varphi}$ splits as the sum of three bundles $T M \mid \Re_{\varphi}=\mathbb{E}^{u} \oplus \mathbb{E}^{s} \oplus \operatorname{Span}(X)$, where $X(x)=\left.\frac{d \varphi^{t}}{d t}(x)\right|_{t=0}$ is the tangent vector field for $\varphi^{t}$. Let $V_{0}$ be a small neighborhood of $\Re_{\varphi}$. We want the normal bundle $\eta$ of $\varphi^{t}$ to be smooth. It is no loss of generality to make a convenient choice of $\eta$ : Let $\eta^{u}$ and $\eta^{s}$ be smooth subbundles of $T M \mid V_{0}$ approximating $\mathbb{E}^{u}$ and $\mathbb{E}^{s}$ so that $T M \mid V_{0}=\eta^{u} \oplus \eta^{s} \oplus \operatorname{Span}(X)$, and choose $\eta=$ $\eta^{u} \oplus \eta^{s}$. For $\delta=u, s$, let $\eta^{\delta}(r)=\left\{v \in \eta^{\delta}:|v| \leq r\right\}$ be the $r$ disk bundles and $\eta(r)=\eta^{u}(r) \oplus \eta^{s}(r)$.

To get an idea of the space of sections, we need to define a section's slope. If $\sigma: \eta^{u}(r) \rightarrow \eta$ is a section, then the slope of $\sigma$ at $v_{x} \in \eta^{u}(r)$ is

$$
\limsup _{v_{y} \rightarrow v_{x}} \frac{\left|s\left(v_{x}\right)-s\left(v_{y}\right)\right|_{s}}{d_{u}\left(v_{x}, v_{y}\right)},
$$

where $\sigma\left(v_{x}\right)=\left(v_{x}, s\left(v_{x}\right)\right) \in \eta^{u} \times \eta^{s},|\cdot|_{s}$ is the norm on $\eta^{s}$, and $d_{u}$ is the metric on $\eta^{u}$. Let $\Sigma(1, r)=\left\{\right.$ section $\sigma: \eta^{u}(r) \rightarrow \eta(r)$ such that slope $\left.(\sigma) \leq 1\right\}$. Putting the $C^{0}$ sup norm on $\Sigma(1, r)$ makes it a complete metric space as usual. Let $\pi^{u}: \eta \rightarrow \eta^{u}$ be a projection along $\eta^{s}$ and $\pi^{s}: \eta \rightarrow \eta^{s}$ be a projection along $\eta^{u}$.

In order to prove the conjugacy is one to one, we will need the $d_{\varphi}$ metrics on $M$ and $T M$, due to Robbin [25]. First we define the $d_{\varphi}$ topology on $M$ by $d_{\varphi}(x, y)=\sup \left\{d\left(\varphi^{t}(x), \varphi^{t}(y)\right): t \in \mathbb{R}\right\}$. Then we isometrically embed $M$ in $\mathbb{R}^{m}$ for some Euclidean space. The embedding trivializes $\eta^{u} \subset T M \subset M \times \mathbb{R}^{m}$ and $\eta^{s} \subset T M \subset M \times \mathbb{R}^{m}$. Put the $d_{\varphi}$ metric on $T M$ by $d_{\varphi}\left(v_{x}, w_{y}\right)=\max \left\{d_{\varphi}(x, y), \mid \pi^{u} v-\right.$ $\pi^{u} w\left|,\left|\pi^{s} v-\pi^{s} w\right|\right\}$, where we can subtract $\pi^{\sigma} v$ and $\pi^{\sigma} w$ since they both are in $\mathbb{R}^{m}$.

Step 2 (definition of bundle map). We use the concept of laminations in [16] to define a bundle map $F$ on $\eta$. For $f$ near $\varphi^{T}$ in the $C^{1}$ topology, let $\Theta\left(\tau, v_{x}, f\right)=$ $\exp _{y}^{-1} \circ f \circ \exp v_{x}$ where $y=\varphi^{\tau}(x)$. There is a neighborhood $V_{1} \subset V_{0}$ of $\Re_{\varphi}$, a constant $r_{1}>0$, a neighborhood $\mathcal{U}$ of $\varphi^{T}$ in $\operatorname{Diff}(M)$, and a continuous function $\tau:\left.\eta\left(r_{1}\right)\right|_{V_{1}} \times$ $\mathcal{U} \rightarrow \mathbb{R}$ such that for all $x \in V_{1}, v_{x} \in \eta_{x}\left(r_{1}\right)$, and $f \in \mathcal{U}$,

$$
\Theta\left(\tau\left(v_{x}, f\right), v_{x}, f\right) \in \eta_{\varphi^{\tau\left(v_{x}, f\right)}(x)}\left(r_{1}\right)
$$

Here $\tau$ stands for a reparametrization of $\varphi^{t}$. See [27] and also page 95 of [16]. Define a bundle map $F$ by

$$
F\left(v_{x}\right) \equiv \Theta\left(\tau\left(v_{x}, \varphi^{T}\right), v_{x}, \varphi^{T}\right)=\exp _{\varphi^{\tau}(x)}^{-1} \circ \varphi^{T} \circ \exp v_{x}
$$

Then $F$ is a $C^{1}$ bundle map on $\eta\left(r_{1}\right)$.
Step 3 (existence of compatible families of unstable disks). As in [34] (see also [30]), the chain recurrent set $\Re_{\varphi}$ satisfying the hyperbolicity condition has a spectral decomposition $\Re_{\varphi}=\Lambda_{1} \cup \cdots \cup \Lambda_{m}$, where the $\Lambda_{i}$ 's are pairwise disjoint and each $\Lambda_{i}$ is closed, invariant, and topologically transitive. Since $\varphi^{t}$ satisfies the strong transversality condition, there is a partial ordering among these sets defined by $\Lambda_{i} \leq \Lambda_{j}$ if and only if $W^{u}\left(\Lambda_{i}\right) \cap W^{s}\left(\Lambda_{j}\right) \neq \varnothing$. We can extend this partial ordering to a total ordering and reindex the sets such that if $W^{u}\left(\Lambda_{i}\right) \cap W^{s}\left(\Lambda_{j}\right) \neq \varnothing$, then $i \leq j$.

Now, we use the method of Robinson [28] to construct compatible families of unstable disks.

Lemma 4. There are neighborhoods $U_{i}$ of $\Lambda_{i}$ and families $\left\{Z_{i x}^{u \varphi}: x \in O\left(U_{i}\right)\right\}$, where each $Z_{i x}^{u \varphi}$ is a $C^{1}$ disk in $\eta$ of dimension equal dimension $\eta^{u} \mid \Lambda_{i}$ such that

1. $F\left(Z_{i}^{u \varphi}\right) \supset Z_{i}^{u \varphi}$.
2. If $x \in W^{u}\left(\Lambda_{i}, \varphi^{T}\right)$, then $\exp Z_{i x}^{u \varphi}$ is a local unstable manifold of $x$.
3. $\left\{Z_{i x}^{u \varphi}: x \in U_{i}\right\}$ can be written as the image of $\sigma^{u \varphi}: \eta^{u}\left(r_{2}\right) \rightarrow \eta$ and the slope of $\sigma^{u \varphi}$ is uniformly bounded, where $r_{2}>0$ is a constant.
4. If $i \leq j$ and $x \in O\left(U_{i}\right) \cap O\left(U_{j}\right)$, then $Z_{i}^{u \varphi} \supset Z_{j}^{u \varphi}$.
5. Given the $d_{\varphi}$ metrics on $M$ and $T M, \sigma^{u \varphi}$ is Lipschitz with a uniform Lipschitz constant as a map from $\eta^{u}\left(r_{2}\right)$ to $\eta$ and the Lipschitz jet on the whole bundle varies uniformly continuously along fibers as explained in [28].
Proof. We construct the families of unstable disks for $F$ as in section 5 of [28] (see also [27]). By induction, assume that they are constructed for $i=1, \ldots, k-1$ and then construct them for a neighborhood of $\Lambda_{k}$. Let $U \subset V_{1}$ be a small neighborhood of $\Lambda_{k}$. Let $B_{k}^{s} \subset W^{s}\left(\Lambda_{k}\right)$ be a fundamental domain of $\varphi^{T}$. Take the sets $P_{i q}$ so that $P^{i q}=\bigcup_{p=i}^{k-1} P_{p q}$ is a closed neighborhood of $B_{k}^{s} \cap \bigcup_{p=i}^{k-1} W^{u}\left(\Lambda_{p}\right)$. The section $\sigma_{0}: \eta^{u}(r) \mid P^{11} \rightarrow \eta$ is constructed to be compatible with $\left\{Z_{i}^{u \varphi}(x): x \in O\left(U_{i}\right)\right\}$ for $1 \leq i \leq k-1$ and to be $d_{\varphi}$-Lipschitz. Let $U_{k}=\left(W^{u}\left(\Lambda_{k}\right) \cap U\right) \cup O^{+}\left(P^{11}, U\right)$, where $O^{+}\left(P^{11}, U\right)=\left\{\varphi^{s}(x): x \in P^{11}\right.$ and $\varphi^{s}(x) \in U$ for $\left.0 \leq s \leq t\right\}$. We extend $\sigma_{0}$ to $U_{k}$ using $F$ as follows. Let $\Sigma\left(1, r, \sigma_{0}\right)=\left\{\right.$ section $\sigma: \eta^{u}(r) \mid U_{k} \rightarrow \eta(r)$ such that $\sigma=\sigma_{0}$ on the domain of $\sigma_{0}$ and $\operatorname{slope}\left(\sigma_{x}\right) \leq 1$ for $\left.x \in U_{k}\right\}$. Define $F_{\#}(\sigma)$ to be the graph
transform of $\sigma$ by $F$ extended back over $P^{11}$ using $\sigma_{0}$,

$$
\begin{cases}F\left(\operatorname{image}\left(\sigma_{\varphi^{-T}}(x)\right)\right) \supset \operatorname{image}\left(F_{\#}(\sigma)_{x}\right) & \text { if } \quad \varphi^{-T}(x), \quad x \in U_{k}, \\ F_{\#}\left(\sigma_{x}\right)=\sigma_{0 x} & \text { if } \quad x \in P^{11}\end{cases}
$$

Using Theorems 3.1 and 3.2 of [28], we get that $F_{\#}$ is a contraction on the space of sections $\Sigma\left(1, r_{2}, \sigma_{0}\right)$ for some sufficiently small constant $r_{2}>0$ and so has a unique fixed point $\sigma^{u \varphi}$ which is $d_{\varphi}$-Lipschitz. Let $Z_{i x}^{u \varphi}=\operatorname{image}\left(\sigma_{x}^{u \varphi}\right)$ for $x \in U_{i}$. In this way, we complete the induction step to construct compatible families of unstable disks.

Step 4 (construction of conjugacy and reparametrization). In order to prove structural stability, we do the same construction for $\left(N^{\frac{T}{n}}\right)^{n}$. Because $\left(N^{\frac{T}{n}}\right)^{n} \rightarrow \varphi^{T}$ in the $C^{1}$ topology as $n \rightarrow \infty$, we can take $n$ sufficiently large so that $\left(N^{\frac{T}{n}}\right)^{n} \in \mathcal{U}$, the neighborhood of $\varphi^{T}$ in $\operatorname{Diff}(M)$ where $\Theta$ is defined. Let

$$
G_{n}\left(v_{x}\right) \equiv \Theta\left(\tau\left(v_{x},\left(N^{\frac{T}{n}}\right)^{n}\right), v_{x},\left(N^{\frac{T}{n}}\right)^{n}\right)=\exp _{\varphi^{\tau}(x)}^{-1} \circ\left(N^{\frac{T}{n}}\right)^{n} \circ \exp v_{x}
$$

Then $G_{n}$ is a $C^{1}$ bundle map on $\eta\left(r_{1}\right)$ and $C^{1}$ close to $F$. By the permanence results in Theorem 3.1 of [28] and Theorem 6.1 of [16], we can construct compatible families of unstable disks for $G_{n}$ over the $O\left(U_{i}\right),\left\{Z_{i x}^{u N}: x \in O\left(U_{i}\right)\right\}$. Since $G_{n}^{-1}$ is a fiber contraction on the bundle $\left\{Z_{i x}^{u N}: x \in O\left(U_{i}\right)\right\}$, by induction on $i(i=m, m-1, \ldots, 1)$, we can construct a section $v_{n}: M \rightarrow \eta\left(r_{2}\right)$ such that $G_{n} \circ v_{n}(x)=v_{n} \circ \varphi^{\tau}(x)$. Also $v_{n}$ is continuous and uniformly $d_{\varphi}$-Lipschitz. Moreover, as $n$ tends to infinity, $v_{n}$ converges to the zero section in the $C^{0}$ and $d_{\varphi}$-Lipschitz senses.

We now define the conjugacy and the reparametrization. Let $H_{n}(x)=\exp v_{n}(x)$ and $\tau_{n}(x)=\tau\left(v_{n}(x),\left(N^{\frac{T}{n}}\right)^{n}\right)$ for all $x \in M$. Then both $H_{n}: M \rightarrow M$ and $\tau_{n}: M \rightarrow \mathbb{R}$ are continuous, and $H_{n}$ converges to the identity in the $C^{0}$ sense as $n \rightarrow \infty$. Since $v_{n}$ is invariant by $G_{n \#}$, we get that $v_{n} \circ \varphi^{\tau_{n}(x)}(x)=\exp _{\varphi^{\tau_{n}(x)}(x)}^{-1} \circ\left(N^{\frac{T}{n}}\right)^{n} \circ \exp v_{n}(x)$ and so $H_{n} \circ \varphi^{\tau_{n}(x)}(x)=\left(N^{\frac{T}{n}}\right)^{n} \circ H_{n}(x)$. Because $H_{n}$ is homotopic to the identity, $H_{n}$ is onto on $M$. Last, we prove that $H_{n}$ is one to one in the following lemma and hence complete the proof of Theorem 1.

Lemma 5. For all $n$ sufficiently large, $H_{n}$ is one to one.
Proof. Let $\tau_{n}(1, x)=\tau_{n}(x)$ and $\tau_{n}(i+1, x)=\tau_{n}\left(1, \varphi^{\tau_{n}(i, x)}(x)\right)$ for $i \geq 1$. If $H_{n}(x)=H_{n}(y)$, then $d(x, y) \leq d\left(x, H_{n}(x)\right)+d\left(H_{n}(y), y\right) \leq 2 r_{2}$ and $H_{n}\left(\varphi^{\tau_{n}(i, x)}(x)\right)=$ $\left(\left(N^{\frac{T}{n}}\right)^{n}\right)^{i}\left(H_{n}(x)\right)=\left(\left(N^{\frac{T}{n}}\right)^{n}\right)^{i}\left(H_{n}(y)\right)=H_{n}\left(\varphi^{\tau_{n}(i, y)}(y)\right)$ for all $i \in \mathbb{N}$. As Robinson pointed out in the proof of Theorem 2.3 of [27], there exist $i_{0}$ and $B>0$ such that $d_{\varphi}(p, q) \leq 2 B d(p, q)$, where $p=\varphi^{\tau_{n}\left(i_{0}, x\right)}(x)$ and $q=\varphi^{\tau_{n}\left(i_{0}, y\right)}(y)$. By Lemma 2.3 of [25], there is a constant $\alpha>0$ such that

$$
\alpha d(p, q)-\left|v_{n}(p)-v_{n}(q)\right| \leq d\left(\exp \left(v_{n}(p)\right), \exp \left(v_{n}(q)\right)\right)
$$

Thus

$$
\begin{aligned}
0 & =d\left(H_{n}(p), H_{n}(q)\right) \\
& \geq \alpha d(p, q)-\left|v_{n}(p)-v_{n}(q)\right| \\
& \geq \alpha d(p, q)-\Lambda\left(v_{n}\right) d_{\varphi}(p, q) \\
& \geq \alpha d(p, q)-\Lambda\left(v_{n}\right) 2 B d(p, q) \\
& \geq\left(\alpha-\Lambda\left(v_{n}\right) 2 B\right) d(p, q)
\end{aligned}
$$

Because $\Lambda\left(v_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, we can take $n$ large enough so that $\alpha-\Lambda\left(v_{n}\right) 2 B>0$. Then $d(p, q)=0$ and $p=q$. Therefore $x$ and $y$ are on the same orbit of $\varphi^{t}$. Exponentiating $\left.\eta\left(r_{2}\right)\right|_{O(x)}$ forms transversal disks along the orbit $O(x)$. But transversal disks are disjoint for two nearby points on the same orbit. Thus $x=y$. This shows that $H_{n}$ is one to one.

Remark. It is not difficult to use the above argument to prove Theorem 3. Note that, in this case, the space of the vector field restricted to the chain recurrent set is the zero space, i.e., $\operatorname{Span}(X) \mid \mathcal{R}_{\varphi}=\{0\}$, and so reparametrization is not necessary. We can simply define our bundle maps $F$ and $G_{n}$ by $F\left(v_{x}\right)=\exp _{\varphi^{T}(x)}^{-1} \circ \varphi^{T} \circ \exp v_{x}$ and $G_{n}\left(v_{x}\right)=\exp _{\varphi^{T}(x)}^{-1} \circ\left(N^{\frac{T}{n}}\right)^{n} \circ \exp v_{x}$, then go through the same argument.
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# THE CRYSTALLINE VERSION OF THE MODIFIED STEFAN PROBLEM IN THE PLANE AND ITS PROPERTIES* 
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#### Abstract

We study the modified Stefan problem in the plane for polygonal interfacial curves. Uniqueness of local in time solutions is shown while existence of local in time solutions has been proved in an earlier work of the author [P. Rybka, Advances in Differential Equations, 3 (1998), pp. 687-713]. Geometric properties of the flow are studied if the Wulff shape is a regular $N$-sided polygon and the initial interface has sufficiently small perimeter. Namely, if the isoperimetric quotient of the initial interface does not differ much from the isoperimetric quotient of the Wulff shape, then the interface shrinks to a point in finite time and the isoperimetric quotient decreases.
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1. Introduction. We study a version of the modified Stefan problem in the plane. The special feature of our approach is that we assume that the interfacial curve is a polygon. We stress that admitting nonsmooth interfaces is natural from the viewpoint of modelling crystal evolution. We shall pursue this direction.

Describing the process of melting or growing a crystal requires setting the problem in the framework of two-phase thermodynamics. This is done in the book of Gurtin [Gu]. The author of the book pays special attention to the evolution of nonsmooth interfaces (see Section 12 in [Gu]). Developing this theory Gurtin and Matias proposed in their paper [GM] the particular problem we study here. The setting is the following: a crystal $\Omega_{1}(t)$ is in a bounded container $\Omega$ filled with melt $\Omega_{2}(t)$, i.e., $\Omega_{2}(t)=\Omega \backslash \overline{\Omega_{1}}(t)$ (the notation shall be explained in detail in the next section). The heat transport is described by the equation

$$
\begin{equation*}
e_{i} u_{t}=-\operatorname{div} \mathbf{q} \quad \text { in } \bigcup_{0<t<T} \Omega_{i}(t), \quad i=1,2 \tag{1.1}
\end{equation*}
$$

which is complemented by the Fourier law

$$
\begin{equation*}
\mathbf{q}=-k_{i} \nabla u, \quad i=1,2 \tag{1.2}
\end{equation*}
$$

The temperature $u$ is continuous across the interface $s=\partial \Omega_{1} \cap \partial \Omega_{2}$ being a polygon with facets $s_{i}, s=\bigcup_{i=1}^{N} s_{i}$. We assume the number of facets is constant. We are fully aware that this assumption can be the subject of discussion. (We will make some comments on this issue in section 5.) We claim, however, that in the case of small perimeter of $s(t)$ the stabilizing forces of surface tension prevail over destabilizing bulk forces and as a consequence $s(t)$ shrinks to a point. We will prove this in the last section.

[^39]Continuing the description of our problem we denote by $V_{i}$ the velocity of $s_{i}$ in the direction of the outer normal $\nu_{i}$. This velocity satisfies the equation

$$
\begin{equation*}
\llbracket \mathbf{q} \rrbracket \nu_{j}=V_{j}, \quad j=1, \ldots, N \tag{1.3}
\end{equation*}
$$

Finally, we need a condition that the temperature $u$ must satisfy on the interface. The approximation to the balance of capillary forces yields

$$
\begin{equation*}
\int_{s_{j}(t)} u=\Gamma_{j}-\beta_{j} L_{j}(t) V_{j}(t), \quad j=1, \ldots, N \tag{1.4}
\end{equation*}
$$

We remark here that the above problem was formulated by Herring in the metallurgical literature in the 1950s; see [Hr]. Later, it was independently rediscovered by Ben Amar-Pomeau [BP] and Gurtin-Matias [GMl].

One might expect here a version of Gibbs-Thomson law (with or without kinetic undercooling). This law states that the temperature on the interface is proportional to the curvature of the interface. In our consideration $u$ is a normalized temperature, so $u$ is zero at melting temperature on a flat interface. Indeed, (1.4) is a version of the Gibbs-Thomson law, where because of lack of smoothness the definition of curvature is adjusted so that it is well defined for polygons. As a matter of fact $\Gamma_{i} / L_{i}$ is the "weighted crystalline curvature" of the edge $s_{i}, i=1, \ldots, N$ ( $\Gamma_{i}$ is an appropriate constant).

We note here that the modified Stefan problem for smooth interfaces (without kinetic undercooling) has already been studied. The first paper is by Luckhaus [L], who considered weak solutions and $C^{1}$-interfaces. Almgren and Wang [AW] studied this problem in a more general setting allowing for anisotropic surface energy densities.

The presence of nonzero kinetic undercooling makes the analysis somewhat simpler. The modified Stefan problem with kinetic undercooling was studied in particular by Chen and Reitich (see [CR]). They showed local in time existence and uniqueness of smooth temperature $u$ (away from the interface) as well as smooth interface. Independently, Radkevich [Ra] studied the same problem. The advantage of [Ra] is that the author allows a slightly more general form of the heat equation. These results were extended by Soner [So]. He showed global in time existence of weak solutions (his interface is just ( $n-1$ )-rectifiable). He constructs them as limits of solutions to a phase field model.

For the sake of simplicity we work assuming that the bulk specific heats $e_{i}$ are equal $e_{1}=e_{2}=\epsilon>0$, and similarly we set the coefficients of conductivity $k_{i}, i=1,2$, to be 1. Existence of weak solutions to (1.1)-(1.4) with these simplifications and augmented with initial and boundary conditions has already been established by the author in [Ry2]. However, the method of proof does not yield uniqueness. On the other hand uniqueness holds for the smooth counterpart of our problem. We show that it is also true here. We do this in a way similar to that employed in [Ry1] to show uniqueness for the quasi-steady approximation of (1.1)-(1.4), i.e., for $e_{1}=e_{2}=0$. Namely, we derive more or less explicit representation of solutions enabling us to reduce the problem to a uniqueness question for an integral equation. We also point out that unlike the case $e_{1}=e_{2}=0$ we crucially depend on all $\beta$ 's being positive, not just nonnegative.

Thus, we touched the question of how (1.1)-(1.4) is related to its quasi-steady approximation. In particular, the problem of convergence of solutions $u^{\epsilon}$ of (1.1)-(1.4) as $\epsilon$ goes to zero is open. We leave this for further investigations.

For convenience of the reader we recall in the next section the weak formulation of the problem (1.1)-(1.4) augmented with initial and boundary conditions. In section 3 we derive the representation of solutions which permits us to reduce the problem to a simpler question regarding integral equations. We subsequently prove uniqueness of solutions constructed in [Ry2]. We stress that in any case we have no ground to claim that solutions are global in time. To the contrary, we anticipate that geometry may change during the evolution. In particular for small $s_{0}$ we expect finite extinction time.

Apart from showing uniqueness we will present some properties of the flow. The aim of section 4 is to prepare some geometric background needed in the last section. We show in particular that if the isoperimetric ratio $L^{2} / A$ is only slightly bigger than that of the Wulff shape then the quotient

$$
\frac{\max _{i=1, \ldots, N} L_{i}}{\min _{i=1, \ldots, N} L_{i}}
$$

remains bounded. Thus, we can improve the qualitative results of [Ry1] for the quasisteady flow; see section 5 .

In order to derive properties of the flow (1.1)-(1.4) we compare it to the system of motion by crystalline curvature

$$
\begin{equation*}
\Gamma_{i}=\beta_{i} L_{i} V_{i}, \tag{1.5}
\end{equation*}
$$

which may be seen as the "zero-temperature-limit" of (1.1)-(1.4). Interestingly, both flows behave similarly if the initial interface has small perimeter.

The system (1.5) was first studied by J. Taylor [T]. Estimates for solutions are particularly easy if the initial polygon is the Wulff shape. But our indispensable tool is a comparison principle of [GG] for solutions of (1.5). We will also use the results of Stancu [St], who derived properties of (1.5) analogous to that for the smooth motion by curvature.

In section 5 we investigate properties of solutions if an initial interface has small perimeter and isoperimetric ratio not much bigger than for the Wulff shape. If the initial temperature distribution is negative and small in an appropriate sense, then the interface shrinks to a point in finite time. We have proved a weaker version of this result in [Ry2, Theorem 4.1], where we assumed that the initial interface is a scaled Wulff shape. Finally, we prove an a priori bound for temperature in the $L^{\infty}(\Omega)$ norm. This means that no matter how small $s(t)$ is, nor how fast its facets move, the temperature may not drop too much.
2. Weak formulation. Before stating the problem (1.1)-(1.4) in the weak form let us explain the setting and our basic assumptions. We shall consider only admissible polygonal interfaces, where the edges $s_{i}$ and vertices $v_{i}$ are numbered counterclockwise. Admissibility means here that the outer normals $\nu_{i}$ to the facets $s_{i}$ belong to the set $\mathcal{S}$ of normals of a given Wulff shape $W$ (cf. Sections 7 and 12 in [Gu]). Moreover, we require that normals to successive facets in $s$ must be neighboring normals to $W$. For the sake of present analysis we may think of $W$ as being a given, convex polygon with $M$ edges numbered counterclockwise. Let us note that $N \geq M$ and the equality holds if $s$ is convex.

The length of facet $s_{i}$ determined by its vertices $v_{i}, v_{i+1}$ is denoted by $L_{i}, L_{i}=$ $\left|v_{i}-v_{i+1}\right|$. The perimeter $L$ of $s$ is equal to $\sum_{i=1}^{N} L_{i}$. The velocity of $V_{i}$ of the edge
$s_{i}$ in the direction of the outer normal $\nu_{i}$ is defined by

$$
V_{i}(t)=\frac{d}{d t} z_{i}(t)
$$

where

$$
z_{i}(t)= \begin{cases}\operatorname{dist}\left(l_{i}(t), l_{i}(0)\right) & \text { if }\left(v_{i}(t)-v_{i}(0)\right) \cdot \nu_{i}>0  \tag{2.1}\\ -\operatorname{dist}\left(l_{i}(t), l_{i}(0)\right) & \text { if }\left(v_{i}(t)-v_{i}(0)\right) \cdot \nu_{i}<0\end{cases}
$$

and $l_{i}(t)$ is the line containing $s_{i}(t)$. The definition of $V_{i}$ in (1.3) involves the jump $\llbracket!$ across $s(t)$. This quantity is given by

$$
\llbracket \phi \rrbracket\left(x_{0}\right)=\lim _{\Omega_{2}(t) \ni x \rightarrow x_{0}} \phi(x)-\lim _{\Omega_{1}(t) \ni x \rightarrow x_{0}} \phi(x), \quad x_{0} \in s(t)=\partial \Omega_{1}(t) \cap \partial \Omega_{2}(t) .
$$

We assume that the sets $\Omega, \Omega_{1}(t), \Omega_{2}(t)$ are regions in $\mathbb{R}^{2}$, where $\Omega_{1}(t) \subset \subset \Omega$ and $\Omega=\Omega_{1}(t) \cup s(t) \cup \Omega_{2}(t)$. At last we assume that the boundary $\partial \Omega$ of $\Omega$ is smooth and $\Omega$ is bounded.

The kinetic coefficients $\beta_{j}>0$ are constants, so are $\Gamma_{j}, j=1, \ldots, N$, and they are defined depending on $s$ as follows (see Section 12.5 in [Gu]):

$$
\Gamma_{j}= \begin{cases}-\ell_{j} & \text { if } s \text { is locally convex near both vertices } v_{i}, v_{i+1} \\ \ell_{j} & \text { if } s \text { is locally concave near both vertices } v_{i}, v_{i+1} \\ 0 & \text { otherwise }\end{cases}
$$

where $\ell_{j}$ is the length of the edge of the Wulff shape with normal $\nu_{j}$.
Interestingly, $\Gamma_{j} / L_{j}$ is weighted crystalline curvature of $s_{j}$. The relevant definition, which does not need any differential structure of $s$ is given in $[\mathrm{T}]$. We will recall it in a simple setting. But let us first remark that $\Gamma_{j}$ is closely related to the underlying interface energy density $f$ (which is basically defined on the unit circle). This is due to the fact that $f$ enters the definition of the Wulff shape $W$ (see Section 7 of [Gu] and especially Section 7.5). It follows from this definition that if $d_{i}$ is the distance from the origin to the $i$ th edge of $W$, then

$$
d_{i}=f\left(\nu_{i}\right)
$$

where $\nu_{i}$ is the outer normal to the $i$ th edge of $W$. These relations have no implication for existence theory as well as for the uniqueness result presented here in section 3. On the other hand they are quite important for our geometrical considerations. For the sake of simplicity of exposition we carry out our analysis in sections 4 and 5 assuming that $W$ is a regular polygon, i.e., $d_{i}=d, i=1, \ldots, M$; hence $f(\nu)$ has the same value for all $\nu \in \mathcal{S}$. Of course $f$ must not be constant on $\{|\nu|=1\}$.

Let us now recall the definition of crystalline curvature (see [T, p. 423]). If $z_{i}$ is as defined above and $\mathbf{z}=\left(z_{1}, \ldots, z_{N}\right)$, i.e., $s(\mathbf{z})$ is a polygon resulting from $s$ by moving entire facet $s_{i}$ by $z_{i}$ in the direction of the normal $\nu_{i}, A(\mathbf{z})$ is the area surrounded by $s(\mathbf{z})$, and $L(\mathbf{z})$ is the perimeter of $s(\mathbf{z})$, then the crystalline curvature $\mathcal{K}_{i}$ of $s_{i}$ is

$$
\mathcal{K}_{i}=-\lim _{\Delta z_{i} \rightarrow 0} \frac{L\left(\mathbf{z}+\mathbf{e}_{i} \Delta z_{i}\right)-L(\mathbf{z})}{A\left(\mathbf{z}+\mathbf{e}_{i} \Delta z_{i}\right)-A(\mathbf{z})}
$$

where $\mathbf{e}_{i}, i=1, \ldots, N$, are the standard unit vectors of the coordinate axis in $\mathbb{R}^{N}$. This limit may be evaluated with the aid of the lemma below whose proof we leave to the reader (cf. also [Ry1]).

LEMMA 2.1. Let us suppose we are given a polygon $s$ with its edges $s_{i}$ numbered counterclockwise, $i=1, \ldots, N$. If $L_{i}$ is the length of edge $s_{i}$ and $\theta_{i}$ is the (oriented) angle between normals $\nu_{i-1}$ and $\nu_{i}$ to $s_{i-1}$ and $s_{i}$, respectively, then

$$
\begin{align*}
\Delta L_{i}: & =L_{i}(\mathbf{z}+\Delta \mathbf{z})-L_{i}(\mathbf{z}) \\
& =-\Delta z_{i}\left(\operatorname{ctan} \theta_{i}+\operatorname{ctan} \theta_{i+1}\right)+\frac{\Delta z_{i-1}}{\sin \theta_{i}}+\frac{\Delta z_{i+1}}{\sin \theta_{i+1}} \tag{2.2}
\end{align*}
$$

where $\Delta \mathbf{z}=\left(\Delta z_{1}, \ldots, \Delta z_{N}\right)$. If we further assume that $s$ is a convex polygon, the origin belongs to the region bounded by $s$ and $d_{i}$ is the distance from the origin to $s_{i}$, then

$$
L_{i}=-d_{i}\left(\operatorname{ctan} \theta_{i}+\operatorname{ctan} \theta_{i+1}\right)+\frac{d_{i-1}}{\sin \theta_{i}}+\frac{d_{i+1}}{\sin \theta_{i+1}} .
$$

Here, by convention $s_{N+1}=s_{1}$, etc.
We note that for convex polygons Lemma 2.1 implies that

$$
\mathcal{K}_{i}=\frac{\kappa_{i}}{L_{i}}<0, \quad i=1, \ldots, N=M
$$

where

$$
\begin{equation*}
\kappa_{i}=-\left(\operatorname{ctan} \theta_{i}+\operatorname{ctan} \theta_{i+1}\right)+\frac{1}{\sin \theta_{i}}+\frac{1}{\sin \theta_{i+1}}<0 \tag{2.3}
\end{equation*}
$$

In the case of convex, admissible polygon $s$ and the Wulff shape $W$ being a regular $N$-gon formula (2.3) reduces to

$$
\begin{equation*}
\kappa_{i}=\kappa=2 \operatorname{ctan} \theta-\frac{2}{\sin \theta}=-2 \tan \frac{\pi}{N}, \tag{2.4}
\end{equation*}
$$

because $\theta_{i}=\theta=\frac{2 \pi}{N}, i=1, \ldots, N$. In the special case of $s$ being the Wulff shape we have

$$
\begin{equation*}
\ell_{i}=|\kappa| d, \quad i=1, \ldots, N \tag{2.5}
\end{equation*}
$$

In order to obtain a closed system we augment (1.1)-(1.4) with initial and boundary data. We consider here only homogeneous Dirichlet boundary data:

$$
\begin{equation*}
u(0, x)=u_{0}(x), \quad s(0)=s_{0},\left.\quad u\right|_{\partial \Omega}=0 \quad \text { for } t \geq 0 \tag{2.6}
\end{equation*}
$$

This choice gives us some technical advantages. We shall not consider the Neumann condition, which is physically relevant, because our tools do not apply directly to it.

The process of multiplication (1.1) by a test function, then integration by parts using (1.3) leads to the following definition: a pair $(\mathbf{z}, u)$, where $\mathbf{z}$ is as in (2.1), is called a weak solution to (1.1)-(1.4) and (2.6) on $[0, T)$; if $\mathbf{z} \in C^{1}\left([0, T) ; \mathbb{R}^{N}\right), \mathbf{z}(0)=0$, $u \in C^{\alpha}\left([0, T), H_{0}^{1}(\Omega)\right)$ with $u(0)=u_{0}, u_{t} \in L_{l o c}^{\infty}\left([0, T), H^{-1}(\Omega)\right)$, where $H^{-1}(\Omega)$ is the dual of $H_{0}^{1}(\Omega)$, and the identities

$$
\begin{equation*}
\epsilon\left\langle u_{t}, h\right\rangle=-\int_{\Omega} \nabla u(t, x) \cdot \nabla h(x) d x+\sum_{j=1}^{N} \int_{s_{j}(t)} V_{j}(t) h(x) d l \quad \text { for all } \quad h \in H_{0}^{1}(\Omega) \tag{2.7a}
\end{equation*}
$$

$$
\begin{equation*}
\int_{s_{j}(t)} u d l=\Gamma_{j}-\beta_{j} L_{j}(t) V_{j}(t), \quad j=1, \ldots, N \tag{2.7~b}
\end{equation*}
$$

hold, where $\langle\cdot, \cdot\rangle$ is the pairing between $H^{-1}(\Omega)$ and $H_{0}^{1}(\Omega)$.
Existence of a weak solution $(\mathbf{z}, u)$ on a maximal interval of existence $\left[0, T_{m} a x\right)$ has been shown in [Ry2]. Here, in section 3 we show uniqueness. We stress that a global existence result cannot be expected, especially if we fix the number of edges, because topological catastrophes like self-intersection, collapsing of a facet to a point, bumping into the boundary are imminent. In the last section we study some qualitative properties of solutions in the case where the Wulff shape is a regular polygon.

Notation. Throughout the paper vector quantities are set in bold, e.g., $\mathbf{z}=$ $\left(z_{1}, \ldots, z_{N}\right)$, the inner product in $\mathbb{R}^{k}$ is denoted by dot: $\mathbf{a} \cdot \mathbf{b}=\sum_{i=1}^{k} a_{i} b_{i},|\mathbf{a}|$ is the Euclidean norm $|\mathbf{a}|^{2}=\mathbf{a} \cdot \mathbf{a}$, and finally $(f, g)$ is the inner product in $H_{0}^{1}(\Omega)$, i.e., $(f, g)=\int_{\Omega} \nabla f(x) \cdot \nabla g(x) d x$ and $\|f\|^{2}=(f, f)$. Occasionally, in order to avoid confusion we will write $(f, g)_{H_{0}^{1}(\Omega)}$ for $(f, g)$.
3. Uniqueness of solutions. In this section we show that solutions to (2.7), which we constructed in [Ry2], are unique. We apply a method similar to that used in [Ry1] for the quasi-steady approximation. Namely, we derive a representation of solutions in terms of a Green function (here for the heat operator). Historically, the construction of an appropriate Green function led to existence theorems; see [LSU]. However, we use here results of [LSU] to prove properties of the Green function. We recall that if $u$ is a sufficiently smooth solution of

$$
\begin{aligned}
& u_{t}=\Delta u,\left.\quad u\right|_{\partial \Omega}=0 \\
& u(0, x)=u_{0}(x)
\end{aligned}
$$

then $u$ may be represented as

$$
u(t, x)=\int_{\Omega} G(x, y, t) u_{0}(y) d y
$$

where $G$ satisfies $\left(\partial_{t}-\Delta_{x}\right) G(x, y, t)=\delta_{y}$, i.e., $G$ is the Green function. Some expressions become more handy if we use the above formula for solutions to the heat equations. In particular, we will need the representation in case $u_{0}$ is a measure.

We need to introduce some background for transforming (2.7a) into a more appropriate form. We first rewrite (2.7a) in a unified form. Let us recall that if $g \in H^{-1}(\Omega)\left(=\left(H_{0}^{1}(\Omega)\right)^{\prime}\right)$, then there exists $g_{i} \in L^{2}(\Omega), i=1,2$ such that $g=\sum_{i=1}^{2} \frac{\partial g_{i}}{\partial x_{i}}$, i.e., the pairing $\langle g, h\rangle$ is given by

$$
\begin{equation*}
\langle g, h\rangle=-\int_{\Omega} \sum_{i=1}^{2} g_{i} \frac{\partial h}{\partial x_{i}} \tag{3.1}
\end{equation*}
$$

Let us also recall that the mapping

$$
H_{0}^{1}(\Omega) \ni f \mapsto-\Delta f \in H^{-1}(\Omega)
$$

is an isomorphism of Hilbert spaces. If we now set for any $g \in H^{-1}(\Omega)$

$$
F=-\Delta^{-1} g
$$

then we can rewrite (3.1) as

$$
\langle g, h\rangle=\langle-\Delta F, h\rangle=\langle-\operatorname{div} \nabla F, h\rangle=\int_{\Omega} \nabla F(x) \cdot \nabla h(x) d x=(F, h)
$$

Let us now look at the right-hand side of (2.7a). We note that the mapping

$$
H_{0}^{1}(\Omega) \ni h \mapsto \int_{s_{i}} h d l=: \delta_{s_{i}}(h) \in \mathbb{R}
$$

is a continuous functional over $H_{0}^{1}(\Omega)$. Thus we can now define elements $f_{i}, i=$ $1, \ldots, N$, as follows:

$$
\begin{equation*}
f_{i}=-\Delta^{-1} \delta_{s_{i}} . \tag{3.2}
\end{equation*}
$$

Thus, by (3.2) we obtain

$$
\int_{s_{i}} h d l=-\left\langle\Delta f_{i}, h\right\rangle=\left(f_{i}, h\right)
$$

In the following, since $s$ is defined by $\mathbf{z}$ we will write $s(\mathbf{z})$ as well as $f(\mathbf{z})$ in order to stress this dependence.

Thus, after taking into account the above remarks and after setting

$$
U=-\Delta^{-1} u
$$

we obtain that $U \in H^{3}(\Omega) \cap H_{0}^{1}(\Omega), U_{t} \in H_{0}^{1}(\Omega)$. We can rewrite (2.7a) as

$$
\epsilon\left(U_{t}, h\right)=(\Delta U, h)+\sum_{j=1}^{N} V_{j}\left(f_{j}(\mathbf{z}), h\right) \quad \text { for all } \quad h \in H_{0}^{1}(\Omega)
$$

Therefore, (2.7a) is equivalent to

$$
\begin{equation*}
\epsilon U_{t}=\Delta U+\sum_{j=1}^{N} V_{j} f_{j}(\mathbf{z}), \quad U(0)=U_{0} \tag{3.3a}
\end{equation*}
$$

and (2.7b) becomes

$$
\begin{equation*}
\frac{d z_{i}}{d t}=\frac{\Gamma_{i}+\left(\Delta U, f_{i}(\mathbf{z})\right)}{\beta_{i} L_{i}}, \quad z_{i}(0)=0, \quad i=1, \ldots, N \tag{3.3~b}
\end{equation*}
$$

We may now recall the following proposition.
Proposition 3.1 (see [Ry2, Theorem 3.1]). Let us suppose that $\beta_{i}>0, \Gamma_{i}$, $i=1, \ldots, N$ are as in section $2, f_{i}(\mathbf{z})$ is defined by (3.2), and $\epsilon>0$. We also assume that $s_{0}$ is an admissible polygon, $U_{0}=-\Delta^{-1} u_{0}$ is compatible with the problem (3.3), i.e., $u_{0} \in H_{0}^{1}(\Omega)$ and

$$
\begin{equation*}
u_{0}-\sum_{j=1}^{N} f_{j}(0) V_{j}(0) \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \tag{3.4}
\end{equation*}
$$

where $V_{i}(0)$ is given by (3.3 b),

$$
V_{i}(0)=\frac{\Gamma_{i}-\int_{s_{i}(0)} u_{0} d l}{\beta_{i} L_{i}(0)}
$$

Then, there exists $T_{\max }>0$ and $\mathbf{z}, U$ solutions of (3.3) such that

$$
\begin{aligned}
& U \in C^{\alpha}\left(\left[0, T_{\max }\right), H^{3}(\Omega)\right), \quad U_{t} \in C^{\alpha}\left(\left[0, T_{\max }\right), H_{0}^{1}(\Omega)\right) \\
& z_{i} \in C^{1, \alpha}\left(\left[0, T_{\max }\right)\right), \quad i=1, \ldots, N
\end{aligned}
$$

for any $\frac{1}{2}>\alpha>0$.
This proposition immediately yields the following corollary.
Corollary 3.2 (see [Ry2, Proposition 3.2]). If $\Gamma_{i}, \beta_{i}, \epsilon, u_{0}$, and $s_{0}$ are as in the previous proposition, then the pair $(u, \mathbf{z})$, where $u=-\Delta U$ is a weak solution to (2.7) on the interval $\left[0, T_{\max }\right.$ ) and

$$
u \in C^{\alpha}\left(\left[0, T_{\max }\right), H_{0}^{1}(\Omega)\right), \quad z_{i} \in C^{1, \alpha}\left(\left[0, T_{\max }\right)\right), \quad i=1, \ldots, N
$$

Remark. The condition (3.4) is necessary to obtain claimed smoothness of solutions in time.

It is apparent that the transformed system (3.3) is a parabolic equation coupled to an ODE. We will look at (3.3a) not only from the viewpoint of [LSU] but also from the abstract standpoint of semigroup theory. For this matter our basic reference is [Hn] with the changes made in the Russian translation of the book. Having this in mind we define an operator $\mathcal{A}: D(\mathcal{A}) \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega)$, by

$$
\mathcal{A} u=-\Delta u
$$

where $D(\mathcal{A})=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Then we have the following result whose proof may be found in [Hn, Section 1.6].

Lemma 3.3. $\mathcal{A}$ is self-adjoint; moreover $\mathcal{A}$ is positive definite and hence it is a sectorial operator.

It follows that the fractional powers $X^{\alpha}$ of $X=L^{2}(\Omega)$ are well defined. In particular, it is a well-known fact (see Theorems 1.15.3 and 4.3.3 in [Tr]) that

$$
\begin{equation*}
X^{1 / 2}=H_{0}^{1}(\Omega) \tag{3.5}
\end{equation*}
$$

We want to apply to (3.3a) the variation of constant formula [Hn, Theorem 3.2.2]. In order to apply this theorem we need to know that the source term is Hölder continuous in time into $L^{2}(\Omega)$. We showed in [Ry2] (see Lemmas 3.3, 3.4, and 3.5) that $\mathbf{z} \rightarrow f_{i}(\mathbf{z})$ is Hölder continuous with exponent $\alpha \in\left(0, \frac{1}{2}\right)$ into $X^{\sigma}$, where $\sigma+\frac{1}{2} \alpha<3 / 4$. Proposition 3.1 yields $\mathbf{z} \in C^{1, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ so that we can write

$$
\begin{equation*}
U(t)=e^{\Delta t / \epsilon} U_{0}+\frac{1}{\epsilon} \int_{0}^{t} e^{\Delta(t-\tau) / \epsilon} \sum_{i=1}^{N} f_{i}(\tau) V_{i}(\tau) d \tau \tag{3.6}
\end{equation*}
$$

We can insert this into (3.3b) to obtain

$$
\begin{aligned}
\frac{d z_{i}}{d t}(t) & =\frac{\Gamma_{i}}{\beta_{i} L_{i}}-\frac{1}{\beta_{i} L_{i}}\left(e^{\Delta t / \epsilon} u_{0}+\frac{1}{\epsilon} \int_{0}^{t} \Delta e^{\Delta(t-\tau) / \epsilon} \sum_{j=1}^{N} V_{j}(\tau) f_{j}(\tau) d \tau, f_{i}(t)\right)_{H_{0}^{1}(\Omega)} \\
3.7) & =\frac{\Gamma_{i}}{\beta_{i} L_{i}}-\frac{1}{\beta_{i} L_{i}}\left(\int_{s_{i}} e^{\Delta t / \epsilon} u_{0}+\frac{1}{\epsilon} \int_{s_{i}} \int_{0}^{t} \Delta e^{\Delta(t-\tau) / \epsilon} \sum_{j=1}^{N} V_{j}(\tau) f_{j}(\tau) d \tau\right)
\end{aligned}
$$

The integral on the right-hand side is well defined but it is not quite convenient to deal with if we want to prove that it is Lipschitz continuous in z. We cannot simply
interchange the order of operations in the last integrand because $-\Delta f_{j}=\delta_{s_{j}}$ is a measure. We find it is more convenient to work with Green functions.

Existence of the Green function and parts (a) and (b) of the lemma below are well established (see [LSU]). Essentially, part (c) is also a well-known fact. It is apparent from the eigenfunction representation of $G$ as in [TS, Chapter VI, Sections 1, 2]. However, we present an independent and more general proof, which does not refer to eigenfunctions of Laplace operator.

Lemma 3.4. Let us suppose that $\partial \Omega$ is smooth, $g \in L^{p}(\Omega), p \in[2, \infty)$. Then, there exists a function $G(x, y, t)$ such that $L G(x, y, t):=\left(\partial_{t}-\Delta_{x}\right) G(x, y, t)=\delta_{y}$ and for $t \geq 0$, and

$$
e^{\Delta t} g(x)=\int_{\Omega} G(x, y, t) g(y) d y
$$

Moreover, $G(x, y, t)=K_{t}(x-y)+H(x, y, t)$, where
(a) $K_{t}(\xi)=4^{-1} \pi^{-1} t^{-1} \exp \left(-|\xi|^{2} / 4 t\right)$ for $t>0 ; K_{0}(\xi)=0$;
(b) $H \in C^{\infty}\left(\bar{\Omega} \times \Omega \times \mathbb{R}_{+}\right)$and

$$
\begin{aligned}
& \frac{\partial H}{\partial t}-\Delta_{x} H=0 \quad \text { in } \Omega \\
& H(x, y, t)=-K_{t}(x-y) \quad \text { for } x \in \partial \Omega, \quad y \in \Omega \\
& H(x, y, 0)=0 \quad \text { for } x \in \bar{\Omega}, \quad y \in \Omega
\end{aligned}
$$

(c) $H(x, y, t)=H(y, x, t)$ for $(x, y) \in \Omega \times \Omega, t>0$.

Proof. Existence and smoothness of $H$ will follow from the classical theory of parabolic equation after we check that the compatibility conditions hold. It is the case since

$$
\frac{\partial^{k}}{\partial t^{k}} K_{t}(x-y)=0, \quad k=0,1,2, \ldots
$$

for $t>0$, and $x \in \partial \Omega, y \in \Omega$. We may now invoke Theorem 5.2 of [LSU, Chapter IV] to finish the proof of (b).

Let us now set

$$
w(x, t)=\int_{\Omega}\left[K_{t}(x-y)+H(x, y, t)\right] g(y) d y
$$

It is not difficult to check that $L w=0, w(x, 0)=g(x),\left.w\right|_{\partial \Omega}=0$, so by uniqueness of solutions to the heat equations we have

$$
e^{\Delta t} g(x)=\int_{\Omega} G(x, y, t) g(y) d y
$$

We still need to prove (c). It is well known that if $\mathcal{A}$ is a self-adjoint positive operator then $e^{-\mathcal{A} t}$ is self-adjoint too (e.g., this follows from the representation for $e^{-\mathcal{A} t}$ given in [Hn, Theorem 1.3.4]). Now, if $T: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is given by

$$
(T f)(x)=\int_{\Omega} G(x, y) f(y) d y
$$

where $G \in L^{2}(\Omega \times \Omega)$ then it is also well known that

$$
(T f)^{*}(x)=\int_{\Omega} \bar{G}(y, x) f(y) d y
$$

Thus it follows that

$$
\left.\begin{array}{rl}
\int_{\Omega}\left[K_{t}(x-y)+\right. & H(x, y, t)] g(y) d y
\end{array}\right)=e^{\Delta t} g(x), ~\left(\left(e^{\Delta t}\right)^{*} g\right)(x)=\int_{\Omega}\left[\bar{K}_{t}(y-x)+\bar{H}(y, x, t)\right] g(y) d y .
$$

Since $K_{t}(\xi)$ and $H(x, y, t)$ are real and $K_{t}(-\xi)=K_{t}(\xi)$ it follows that

$$
\int_{\Omega} H(x, y, t) g(y) d y=\int_{\Omega} H(y, x, t) g(y) d y
$$

and finally

$$
H(x, y, t)=H(y, x, t)
$$

as desired.
The above lemma much simplifies the form of the RHS of (3.7). We have the following lemma.

Lemma 3.5. We assume that $f_{i}$ is as before, $t>0, s_{i} \subset \subset \Omega$, then

$$
\Delta e^{\Delta t} f_{i}(x)=-\int_{s_{i}}\left[K_{t}(x-y)+H(x, y, t)\right] d y
$$

Proof. Let us take the inner product of the LHS with an arbitrary $g \in C(\Omega)$. Because $e^{\Delta t}$ is smoothing for $t>0$ and self-adjoint we see that

$$
\begin{aligned}
\int_{\Omega} \Delta e^{\Delta t} f_{i}(x) g(x) d x & =\int_{\Omega} \Delta e^{\Delta t / 2} e^{\Delta t / 2} f_{i}(x) g(x) d x \\
& =\int_{\Omega} \Delta e^{\Delta t / 2} f_{i}(x) e^{\Delta t / 2} g(x) d x=\int_{\Omega} e^{\Delta t / 2} f_{i}(x) \Delta e^{\Delta t / 2} g(x) d x \\
& =\int_{\Omega} f_{i}(x) \Delta e^{\Delta t} g(x) d x=-\int_{s_{i}} e^{\Delta t} g(x) d l(x) \\
& =-\int_{s_{i}} \int_{\Omega}\left[K_{t}(x-y)+H(x, y, t)\right] g(y) d y d l(x)
\end{aligned}
$$

where we used also the definition of $f_{i}$. By part (c) of the previous lemma we have

$$
\int_{\Omega} \Delta e^{\Delta t} f_{i}(x) g(x) d x=-\int_{\Omega} \int_{s_{i}}\left[K_{t}(x-y)+H(x, y, t)\right] d l(y) g(x) d x
$$

for all $g \in C(\Omega)$. The lemma follows.
We immediately apply this result to transform (3.7) further

$$
\begin{aligned}
\frac{d z_{i}}{d t}(t)= & \frac{\Gamma_{i}}{\beta_{i} L_{i}}-\frac{1}{\beta_{i} L_{i}} \int_{s_{i}(t)} \int_{\Omega} G(x, y, t / \epsilon) u_{0}(y) d y d l(x) \\
& +\frac{1}{\epsilon \beta_{i} L_{i}} \sum_{j=1}^{N} \int_{0}^{t} \int_{s_{i}(t)} \int_{s_{j}(\tau)} G(x, y,(t-\tau) / \epsilon) V_{j}(\tau) d l(x) d l(y) d \tau
\end{aligned}
$$

We note that the last integrand is well defined for $\tau \neq t$ and

$$
\|H\|_{L^{\infty}\left(\Omega_{\eta} \times \Omega_{\eta}\right)} \leq C(\eta)
$$

where

$$
\Omega_{\eta}=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \geq \eta>0\}
$$

Let us now state our main theorem of the section.
Theorem 3.6. There exists exactly one weak solution of (2.7).
We recall that we have already shown existence of at least one solution [Ry2, Theorem 3.1]. We will prove here that there is no more than one solution and the above representation suggests the idea of proof. We will show that the difference of velocities $\mathbf{V}$ and $\mathbf{V}^{\prime}$ corresponding to two solutions satisfies an integral equation. We will be able to conclude our result if we know that the function

$$
M_{i j}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, t\right):=\int_{s_{i}\left(\mathbf{z}_{1}\right)} \int_{s_{j}\left(\mathbf{z}_{2}\right)} G(x, y, t) d l(y) d l(x)
$$

is Lipschitz continuous. It turns out that the Lipschitz constant blows up, but at an integrable (in time) rate. Therefore, we have the following lemma.

Lemma 3.7. If $\zeta>0$, $\operatorname{dist}\left(s\left(\mathbf{z}_{k}\right), \partial \Omega\right)>\eta>0, k=1,2$, then there exists $a$ neighborhood of $\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ such that for all $\left(\mathbf{z}_{1}^{\prime}, \mathbf{z}_{2}^{\prime}\right)$ in this neighborhood we have

$$
\left|M_{i j}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \zeta\right)-M_{i j}\left(\mathbf{z}_{1}^{\prime}, \mathbf{z}_{2}^{\prime}, \zeta\right)\right| \leq \frac{C}{\sqrt{\zeta}}\left(\left|z_{1}-z_{1}^{\prime}\right|+\left|z_{2}-z_{2}^{\prime}\right|\right)
$$

where the constant $C=C\left(\eta, \mathbf{z}_{1}, \mathbf{z}_{2}\right)$ is independent of $\zeta$.
Proof. We will proceed in a few steps. Since $G(x, y, \zeta)=K_{\zeta}(x-y)+H(x, y, \zeta)$, where $K_{\zeta}(x-y)$ is singular and away from $\partial \Omega$ the function $H(x, y, \zeta)$ is bounded with its derivative, then we will first look at

$$
M_{i j}^{\prime}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \zeta\right)=\int_{s_{i}\left(\mathbf{z}_{1}\right)} \int_{s_{j}\left(\mathbf{z}_{2}\right)} K_{\zeta}(x-y) d l(y) d l(x)
$$

(a) $s_{i}\left(\mathbf{z}_{1}\right)$ and $s_{j}\left(\mathbf{z}_{2}\right)$ are not parallel. If it is so, then the lines containing $s_{i}\left(\mathbf{z}_{1}\right)$ and $s_{j}\left(\mathbf{z}_{2}\right)$ intersect at point $p$. Hence, we can choose a neighborhood of $\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)$ in $\mathbb{R}^{N} \times \mathbb{R}^{N}$ such that the lines containing $s_{i}\left(\mathbf{z}_{1}^{\prime}\right)$ and $s_{j}\left(\mathbf{z}_{2}^{\prime}\right)$ intersect at point $p^{\prime}$ which is close to $p$. We will describe these segments precisely in order to facilitate our analysis. According to the notation convention of section $2 v_{i}$ and $v_{i+1}$ are vertices of $s_{i}$. We define $\mathbf{w}_{i}=\left(v_{i+1}-v_{i}\right) /\left|v_{i+1}-v_{i}\right|$ and analogously $\mathbf{w}_{j}=\left(v_{j+1}-v_{j}\right) /\left|v_{j+1}-v_{j}\right|$, furthermore we set

$$
a_{i}= \begin{cases}\left|v_{i}-p\right| & \text { if } \mathbf{w}_{i} \cdot\left(v_{i}-p\right) \geq 0 \\ -\left|v_{i}-p\right| & \text { if } \mathbf{w}_{i} \cdot\left(v_{i}-p\right)<0\end{cases}
$$

We adopt the analogous definitions for $a_{j}, a_{i}^{\prime}$, and $a_{j}^{\prime}$. Hence, we have

$$
\begin{array}{ll}
s_{i}\left(\mathbf{z}_{1}\right)=\left\{p+t_{i} \mathbf{w}_{i}: t_{i} \in\left[a_{i}, a_{i}+L_{i}\right]\right\}, & s_{j}\left(\mathbf{z}_{2}\right)=\left\{p+t_{j} \mathbf{w}_{j}: t_{j} \in\left[a_{j}, a_{j}+L_{j}\right]\right\} \\
s_{i}\left(\mathbf{z}_{1}^{\prime}\right)=\left\{p^{\prime}+t_{i} \mathbf{w}_{i}: t_{i} \in\left[a_{i}^{\prime}, a_{i}^{\prime}+L_{i}^{\prime}\right]\right\}, & s_{j}\left(\mathbf{z}_{2}^{\prime}\right)=\left\{p^{\prime}+t_{j} \mathbf{w}_{j}: t_{j} \in\left[a_{j}^{\prime}, a_{j}^{\prime}+L_{j}^{\prime}\right]\right\}
\end{array}
$$

Having this in mind, if $x \in s_{i}\left(\mathbf{z}_{1}^{\prime}\right), y \in s_{j}\left(\mathbf{z}_{2}^{\prime}\right)$ (possibly $\mathbf{z}_{1}^{\prime}=\mathbf{z}_{1}, \mathbf{z}_{2}^{\prime}=\mathbf{z}_{2}$ ), then we calculate

$$
\begin{equation*}
|x-y|^{2}=\left|t_{i} \mathbf{w}_{i}-t_{j} \mathbf{w}_{j}\right|^{2}=t_{i}^{2}+t_{j}^{2}-2 \mathbf{w}_{i} \cdot \mathbf{w}_{j} t_{i} t_{j} \geq\left(t_{i}^{2}+t_{j}^{2}\right)(1-\cos \theta)>0 \tag{3.8}
\end{equation*}
$$

because the angle between $\mathbf{w}_{i}$ and $\mathbf{w}_{j}$ is no less than $\theta$. We may now estimate the difference $\left|M_{i j}^{\prime}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \zeta\right)-M_{i j}^{\prime}\left(\mathbf{z}_{1}^{\prime}, \mathbf{z}_{2}^{\prime}, \zeta\right)\right|=: I$ using the definition of $K_{\zeta}(x-y)$
$I \leq \frac{1}{\pi \zeta}\left|\int_{a_{i}}^{a_{i}+L_{i}} \int_{a_{j}}^{a_{j}+L_{j}} e^{-\frac{\left|t_{i} \mathbf{w}_{i}-t_{j} \mathbf{w}_{j}\right|^{2}}{4 \zeta}} d t_{i} d t_{j}-\int_{a_{i}^{\prime}}^{a_{i}^{\prime}+L_{i}^{\prime}} \int_{a_{j}^{\prime}}^{a_{j}^{\prime}+L_{j}^{\prime}} e^{-\frac{\left|t_{i} \mathbf{w}_{i}-t_{j} \mathbf{w}_{j}\right|^{2}}{4 \zeta}} d t_{i} d t_{j}\right|$.
Let us set

$$
Q=\left[a_{i}, a_{i}+L_{i}\right] \times\left[a_{j}, a_{j}+L_{j}\right], \quad Q^{\prime}=\left[a_{i}^{\prime}, a_{i}^{\prime}+L_{i}^{\prime}\right] \times\left[a_{j}^{\prime}, a_{j}^{\prime}+L_{j}^{\prime}\right]
$$

It is now clear that there is no contribution from the integrals over $Q \cap Q^{\prime}$ to the difference. Therefore we have to estimate the contribution from the symmetric difference $Q \triangle Q^{\prime}=\bigcup_{k=1}^{4} R_{k}$; see Figure 1. Lemma 2.1 provides us with the estimates for the lengths of edges of $R_{k}, k=1,2,3,4$. The list of estimates goes as follows:

$$
\begin{aligned}
R_{1}: & \left|a_{j}-a_{j}^{\prime}\right| \text { and } L_{i}+C\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right| ; \\
R_{2}: & \left|a_{i}-a_{i}^{\prime}\right| \text { and } L_{j}+C\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right| ; \\
R_{3}: & \left|a_{i}-a_{i}^{\prime}\right|+C\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right| \text { and } L_{j}+C\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right| ; \\
R_{4}: & \left|a_{j}-a_{j}^{\prime}\right|+C\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right| \text { and } L_{i}+C\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right| ;
\end{aligned}
$$

for some constant $C$ if $\left(\mathbf{z}_{1}^{\prime}, \mathbf{z}_{2}^{\prime}\right)$ is sufficiently close to $\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)$. We now estimate $\left|a_{j}-a_{j}^{\prime}\right|$ as well as $\left|a_{j}-a_{j}^{\prime}\right|$. Restricting if necessary the neighborhood of $\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)$ we are working in we may assume that

$$
a_{i} a_{i}^{\prime} \geq 0 \quad \text { and } \quad a_{j} a_{j}^{\prime} \geq 0
$$

Let us set

$$
\mathbf{p}=p^{\prime}-p, \quad \mathbf{u}_{i}=v_{i}^{\prime}-v_{i}, \quad \mathbf{u}_{j}=v_{j}^{\prime}-v_{j}
$$

then we see

$$
\begin{align*}
& \mathbf{p}=\nu_{i}\left(z_{1 i}^{\prime}-z_{1 i}\right)+\nu_{j}\left(z_{2 j}^{\prime}-z_{2 j}\right) \\
& \mathbf{u}_{i}=\nu_{i}\left(z_{1 i}^{\prime}-z_{1 i}\right)+\nu_{i-1}\left(z_{1(i-1)}^{\prime}-z_{1(i-1)}\right) \\
& \mathbf{u}_{j}=\nu_{j}\left(z_{2 j}^{\prime}-z_{2 j}\right)+\nu_{j-1}\left(z_{2(j-1)}^{\prime}-z_{2(j-1)}\right) \tag{3.9}
\end{align*}
$$

where $\nu_{k}$ is the outer normal to $s_{k}, k=i, j$ (see section 2 ).
It is easy to observe that if $a, b$ are real and $a b \geq 0$, then $|a-b|=||a|-|b||$. This observation and the triangle inequality yield

$$
\left|a_{i}-a_{i}^{\prime}\right|=\left|\left|v_{i}-p\right|-\left|v_{i}^{\prime}-p^{\prime}\right|\right| \leq\left|\mathbf{u}_{i}-\mathbf{p}\right|
$$

By (3.9) we arrive at

$$
\left.\left|a_{i}-a_{i}^{\prime}\right| \leq c(N)\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right|+\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right|\right)
$$

where $c(N)$ depends only on $N$.
Combining these estimates with (3.8) we may estimate the integral over $R_{1}$

$$
\begin{aligned}
\frac{1}{\pi \zeta} \int_{R_{1}} e^{-\left|t_{i} \mathbf{w}_{i}-t_{j} \mathbf{w}_{j}\right|^{2} / 4 \zeta} d t_{i} d t_{j} & \leq \frac{1}{\pi \zeta} \int_{R_{1}} e^{-\frac{1-\cos \theta}{4 \zeta}\left(t_{i}^{2}+t_{j}^{2}\right)} d t_{i} d t_{j} \\
& \leq C \frac{\left|a_{i}-a_{i}^{\prime}\right|}{\pi \zeta} \int_{-\infty}^{+\infty} e^{-\frac{(1-\cos \theta)}{4 \zeta} t_{j}^{2}} d t_{j}=\frac{C\left|a_{i}-a_{i}^{\prime}\right|}{\sqrt{\pi \zeta} \sqrt{1-\cos \theta}} \\
& \leq \frac{C}{\sqrt{\zeta}}\left(\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right|+\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right|\right)
\end{aligned}
$$
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Similar calculations lead us to

$$
\frac{1}{\pi \zeta} \int_{R_{k}} e^{-\left|t_{i} \mathbf{w}_{i}-t_{j} \mathbf{w}_{j}\right|^{2} / 4 \zeta} d t_{i} d t_{j} \leq \frac{C}{\sqrt{\zeta}}\left(\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right|+\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right|\right)
$$

for $k=2,3,4$. It follows that

$$
\left|M_{i j}^{\prime}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \zeta\right)-M_{i j}^{\prime}\left(\mathbf{z}_{1}^{\prime}, \mathbf{z}_{2}^{\prime}, \zeta\right)\right| \leq C \frac{1}{\sqrt{(1-\cos \theta) \pi \zeta}}\left(\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right|+\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right|\right) .
$$

(b) $s_{i}\left(\mathbf{z}_{1}\right)$ and $s_{j}\left(\mathbf{z}_{2}\right)$ are parallel, possibly on the same line. Thus we may write $s_{i}\left(\mathbf{z}_{1}\right)=\left\{x: x=\mathbf{w} t_{i}+\bar{v}_{i}, t_{i} \in\left[0, L_{i}\right]\right\}, \quad s_{j}\left(\mathbf{z}_{2}\right)=\left\{y: y=-\mathbf{w} t_{j}+\bar{v}_{j}, t_{j} \in\left[0, L_{j}\right]\right\}$, where $\mathbf{w}= \pm\left(v_{i+1}-v_{i}\right) /\left|v_{i+1}-v_{i}\right|$ and $\bar{v}_{k} \in\left\{v_{k+1}, v_{k}\right\}, k=i, j$. We can choose $\mathbf{w}$, $\bar{v}_{i}$, and $\bar{v}_{j}$ in a such a way that

$$
\begin{equation*}
\mathbf{w} \cdot\left(\bar{v}_{i}-\bar{v}_{j}\right)>0 . \tag{3.10}
\end{equation*}
$$

We leave to the reader a proof of this simple geometric fact. We note that after replacing $\bar{v}_{k}$ with $\bar{v}_{k}^{\prime}, k=i, j$ inequality (3.10) holds for ( $\mathbf{z}_{1}^{\prime}, \mathbf{z}_{2}^{\prime}$ ) sufficiently close to $\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)$. Taking (3.10) into account we obtain for $x \in s_{i}\left(\mathbf{z}_{1}^{\prime}\right), y \in s_{j}\left(\mathbf{z}_{2}^{\prime}\right)$ (possibly $\mathbf{z}_{1}^{\prime}=\mathbf{z}_{1}, \mathbf{z}_{2}^{\prime}=\mathbf{z}_{2}$ )

$$
\begin{align*}
|x-y|^{2} & =\left|t_{i} \mathbf{w}+\bar{v}_{i}^{\prime}+t_{j} \mathbf{w}-\bar{v}_{j}^{\prime}\right|^{2}=\mid\left(t_{i}+t_{j}\right) \mathbf{w}+\left(\bar{v}_{i}^{\prime}-\left.\bar{v}_{j}^{\prime}\right|^{2}\right. \\
& =\left(t_{i}+t_{j}\right)^{2}+\left|\bar{v}_{i}^{\prime}-\bar{v}_{j}^{\prime}\right|^{2}+2\left(t_{i}+t_{j}\right) \mathbf{w} \cdot\left(\bar{v}_{i}^{\prime}-\bar{v}_{j}^{\prime}\right) \geq\left(t_{i}^{2}+t_{j}^{2}\right) . \tag{3.11}
\end{align*}
$$

We may now argue as in step (a) using (3.11) in place of (3.8) that

$$
\left|M_{i j}^{\prime}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \zeta\right)-M_{i j}^{\prime}\left(\mathbf{z}_{1}^{\prime}, \mathbf{z}_{2}^{\prime}, \zeta\right)\right| \leq C \frac{1}{\sqrt{(1-\cos \theta) \pi \zeta}}\left(\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right|+\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right|\right)
$$

(c) It remains to show that

$$
\begin{aligned}
\mid \int_{s_{i}\left(\mathbf{z}_{1}\right)} \int_{s_{j}\left(\mathbf{z}_{2}\right)} H(x, y, \zeta) d l(y) d l(x) & -\int_{s_{i}\left(\mathbf{z}_{1}^{\prime}\right)} \int_{s_{j}\left(\mathbf{z}_{2}^{\prime}\right)} H(x, y, \zeta) d l(y) d l(x) \mid \\
& \leq C\left(\left|\mathbf{z}_{1}-\mathbf{z}_{1}^{\prime}\right|+\left|\mathbf{z}_{2}-\mathbf{z}_{2}^{\prime}\right|\right)
\end{aligned}
$$

This part is now easy and we leave it to the reader.
There is one more term in the integral equation for $\mathbf{V}$ whose Lipschitz continuity has to be investigated.

Lemma 3.8. Let us suppose that $\zeta>0, u_{0} \in H_{0}^{1}(\Omega)$, and $\operatorname{dist}\left(s_{i}(z), \partial \Omega\right)>\eta>0$ then the map

$$
\mathbf{z} \mapsto \int_{s_{i}(\mathbf{z})} e^{\Delta \zeta} u_{0} d l(y)
$$

is locally Lipschitz continuous with the Lipschitz constant independent of $\zeta$.
Proof. We note

$$
\begin{aligned}
& \int_{s_{i}(\mathbf{z})} e^{\Delta \zeta} u_{0} d l(x)-\int_{s_{i}\left(\mathbf{z}^{\prime}\right)} e^{\Delta \zeta} u_{0} d l(y) \\
&= \int_{s_{i}(\mathbf{z})} \int_{\Omega} K_{\zeta}(x-y) u_{0}(y) d y d l(x)-\int_{s_{i}\left(\mathbf{z}^{\prime}\right)} \int_{\Omega} K_{\zeta}(x-y) u_{0}(y) d y d l(x) \\
&+\int_{s_{i}(\mathbf{z})} \int_{\Omega} H(x, y, \zeta) u_{0}(y) d y d l(x)-\int_{s_{i}\left(\mathbf{z}^{\prime}\right)} \int_{\Omega} H(x, y, \zeta) u_{0}(y) d y d l(x) \\
&= I_{1}+I_{2}
\end{aligned}
$$

We now estimate $I_{1}$. We may extend $u_{0}$ by zero to the entire plane, so $u_{0} \in H^{1}\left(\mathbb{R}^{2}\right)$.
We also set $\mathbf{v}=\left(z_{i}^{\prime}-z_{i}\right) \nu_{i}$

$$
\begin{aligned}
I_{1}= & \int_{s_{i}(\mathbf{z})} \int_{\mathbb{R}^{2}} K_{\zeta}(x-y) u_{0}(y) d y d l(x)-\int_{s_{i}\left(\mathbf{z}^{\prime}\right)} \int_{\mathbb{R}^{2}} K_{\zeta}(x-y) u_{0}(y) d y d l(x) \\
= & \int_{s_{i}(\mathbf{z})} \int_{\mathbb{R}^{2}} K_{\zeta}(x-y) u_{0}(y) d y d l(x)-\int_{s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}} \int_{\mathbb{R}^{2}} K_{\zeta}(x+\mathbf{v}-y) u_{0}(y) d y d l(x) \\
= & \int_{s_{i}(\mathbf{z}) \cap\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right)} \int_{\mathbb{R}^{2}} K_{\zeta}(x-y)\left(u_{0}(y)-u_{0}(y-\mathbf{v})\right) d y d l(x) \\
& +\int_{s_{i}(\mathbf{z}) \triangle\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right)} \int_{\mathbb{R}^{2}}\left(\chi(x) K_{\zeta}(x-y)-(1-\chi(x)) K_{\zeta}(x+\mathbf{v}-y)\right) u_{0}(y) d y d l(x) \\
= & I_{3}+I_{4}
\end{aligned}
$$

where

$$
\chi(x)= \begin{cases}1 & \text { if } x \in s_{i}(\mathbf{z}) \backslash\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right) \\ 0 & \text { if } x \in\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right) \backslash s_{i}(\mathbf{z})\end{cases}
$$

Schwarz inequality and $\int_{\mathbb{R}^{2}} K_{\zeta}^{2}(x) d x=1$ lead us to

$$
\begin{aligned}
\left|I_{3}\right| & \leq \int_{s_{i}(\mathbf{z}) \cap\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right)}\left\|K_{\zeta}(x-\cdot)\right\|_{L^{2}(\Omega)}\left\|\nabla u_{0}\right\|_{L^{2}(\Omega)} d l(x)|\mathbf{v}| \\
& \leq\left|\mathbf{z}-\mathbf{z}^{\prime}\right|\left|s_{i}(\mathbf{z})\right|\left\|\nabla u_{0}\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

Similar calculations and $\left|s_{i}(\mathbf{z}) \triangle\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right)\right| \leq C\left|\mathbf{z}-\mathbf{z}^{\prime}\right|$ imply that

$$
\left|I_{4}\right| \leq C\left|\mathbf{z}-\mathbf{z}^{\prime}\right|\left\|u_{0}\right\|_{L^{2}(\Omega)}
$$

Combining estimates for $I_{3}, I_{4}$ we obtain

$$
\left|I_{1}\right| \leq C\left|\mathbf{z}-\mathbf{z}^{\prime}\right|\left(\left\|\nabla u_{0}\right\|_{L^{2}(\Omega)}+\left\|u_{0}\right\|_{L^{2}(\Omega)}\right)
$$

where the constant $C$ is independent of $\zeta>0$.
We now estimate $I_{2}$. We note

$$
\begin{aligned}
\left|I_{2}\right| \leq & \int_{s_{i}(\mathbf{z}) \cap\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right)} \int_{\mathbb{R}^{2}}|H(x, y, \zeta)-H(x+\mathbf{v}, y, \zeta)|\left|u_{0}(y)\right| d y d l(x) \\
& +\int_{s_{i}(\mathbf{z}) \triangle\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right)} \int_{\mathbb{R}^{2}}|H(x, y, \zeta)-H(x+\mathbf{v}, y, \zeta)|\left|u_{0}(y)\right| d y d l(x)=I_{5}+I_{6} .
\end{aligned}
$$

Since dist $\left(s_{i}(\mathbf{z}), \partial \Omega\right), \operatorname{dist}\left(s_{i}\left(\mathbf{z}^{\prime}\right), \partial \Omega\right)>\eta$, then

$$
|H(x, y, \zeta)-H(x+\mathbf{v}, y, \zeta)| \leq\left\|D_{x} H\right\|_{L^{\infty}\left(\Omega_{\eta} \times \Omega \times[0, \zeta]\right)}|\mathbf{v}|
$$

We claim that $\left\|D_{x} H\right\|_{L^{\infty}\left(\Omega_{\eta} \times \Omega \times[0, \zeta]\right)}$ is independent of $\zeta$. In order to see this we consider the equation defining $H$ (see Lemma $3.4(\mathrm{~b})$ ) when $x \in \bar{\Omega}$ and $y \in \Omega_{\eta}$. We may differentiate this equation as well as the boundary conditions with respect to $y_{k}$, $k=1,2$. We apply the maximum principle to the resulting heat equation. This yields

$$
\begin{aligned}
\max _{(x, t) \in \Omega \times[0, \zeta]}\left|D_{y_{k}} H(x, y, t)\right| & \leq \max _{(x, t) \in \partial \Omega \times[0, \zeta]}\left|\frac{x_{k}-y_{k}}{2 t} K_{t}(x-y)\right| \\
& \leq \max _{(x, t) \in \partial \Omega \times[0, \zeta]} C t^{-3 / 2} e^{-\frac{|x-y|^{2}}{8 t}}
\end{aligned}
$$

for some $C$ independent of $\zeta$. Since $y \in \Omega_{\eta}$ we infer that

$$
\max _{(x, t) \in \Omega \times[0, \zeta]}\left|D_{y_{k}} H(x, y, t)\right| \leq C \max _{t \in[0, \zeta]} t^{-3 / 2} e^{-\eta^{2} / 8 t} \leq A<\infty
$$

Hence by Lemma 3.4(c)

$$
\left\|D_{x} H\right\|_{L^{\infty}\left(\Omega_{\eta} \times \Omega \times[0, \zeta]\right)}=\left\|D_{y} H\right\|_{L^{\infty}\left(\Omega \times \Omega_{\eta} \times[0, \zeta]\right)} \leq A
$$

Let us also note that this argument shows that

$$
\begin{equation*}
\|H\|_{L^{\infty}\left(\Omega_{\eta} \times \Omega \times[0, \zeta]\right)}=\|H\|_{L^{\infty}\left(\Omega \times \Omega_{\eta} \times[0, \zeta]\right)} \leq A . \tag{3.12}
\end{equation*}
$$

Thus, we easily see that

$$
I_{5} \leq A|v||\Omega|^{1 / 2}\left\|u_{0}\right\|_{L^{2}(\Omega)} \leq C\left|\mathbf{z}-\mathbf{z}^{\prime}\right|\left\|u_{0}\right\|_{L^{2}(\Omega)}
$$

The estimate for $I_{6}$ is even simpler:

$$
\begin{aligned}
I_{6} & \leq\left|s_{i}(\mathbf{z}) \triangle\left(s_{i}\left(\mathbf{z}^{\prime}\right)-\mathbf{v}\right)\right| \max _{x} \int_{\mathbb{R}^{2}}\left|H(x, y, \zeta)-H(x+\mathbf{v}, y, \zeta) \| u_{0}(y)\right| \operatorname{dydl}(x) \\
& \leq 2 C\left|\mathbf{z}-\mathbf{z}^{\prime}\right|\|H\|_{L^{\infty}\left(\Omega_{\eta} \times \Omega \times[0, \zeta)\right.}|\Omega|^{1 / 2}\left\|u_{0}\right\|_{L^{2}(\Omega)} \leq C^{\prime} \mid \mathbf{z}-\mathbf{z}^{\prime}\left\|u_{0}\right\|_{L^{2}(\Omega)},
\end{aligned}
$$

where $C^{\prime}$ is independent from $\zeta$. The lemma follows after we combine the estimates for $I_{1}$ and $I_{2}$.

We remark that it is important to assume that $\zeta>0$; without this assumption the lemma is false.

We are now in a position to complete the proof of Theorem 3.6. We have

$$
\begin{align*}
V_{i}= & \frac{\Gamma_{i}}{\beta_{i} L_{i}}-\frac{1}{\beta_{i} L_{i}} \int_{s_{i}(t)} \int_{\Omega} G(x, y, t) u_{0}(y) d y d l(x) d \tau \\
& +\frac{1}{\epsilon \beta_{i} L_{i}} \sum_{j=1}^{N} \int_{0}^{t} M_{i j}(\mathbf{z}(t), \mathbf{z}(\tau),(t-\tau) / \epsilon) V_{j}(\tau) d \tau \tag{3.13}
\end{align*}
$$

for $i=1, \ldots, N$. This identity is valid for any weak solution. Suppose now we have two of them, $\left(\mathbf{z}^{\prime}, u^{\prime}\right)$ and $(\mathbf{z}, u)$. We take the difference $V_{i}-V_{i}^{\prime}$. By (3.13), for $t>0$ we have

$$
\begin{aligned}
V_{i}-V_{i}^{\prime} & =\left(\frac{1}{\beta_{i} L_{i}}-\frac{1}{\beta_{i} L_{i}^{\prime}}\right)\left(\Gamma_{i}+\int_{s_{i}(t)} \int_{\Omega} G(x, y, t) u_{0}(y) d y d l(x)\right) \\
& +\left(\frac{1}{\epsilon \beta_{i} L_{i}}-\frac{1}{\epsilon \beta_{i} L_{i}^{\prime}}\right) \sum_{j=1}^{N} \int_{0}^{t} M_{i j}\left(\mathbf{z}(t), \mathbf{z}(\tau), \frac{t-\tau}{\epsilon}\right) V_{j}(\tau) d \tau \\
& +\frac{1}{\beta_{i} L_{i}^{\prime}}\left(\int_{s_{i}^{\prime}(t)} \int_{\Omega} G(x, y, t) u_{0}(y) d y d l(x)-\int_{s_{i}(t)} \int_{\Omega} G(x, y, t) u_{0}(y) d y d l(x)\right) \\
& +\frac{1}{\epsilon \beta_{i} L_{i}^{\prime}} \sum_{j=1}^{N} \int_{0}^{t} M_{i j}\left(\mathbf{z}(t), \mathbf{z}(\tau), \frac{t-\tau}{\epsilon}\right)\left(V_{j}(\tau)-V_{j}^{\prime}(\tau)\right) d t \\
& +\frac{1}{\epsilon \beta_{i} L_{i}^{\prime}} \sum_{j=1}^{N} \int_{0}^{t}\left(M_{i j}\left(\mathbf{z}(t), \mathbf{z}(\tau), \frac{t-\tau}{\epsilon}\right)-M_{i j}\left(\mathbf{z}^{\prime}(t), \mathbf{z}^{\prime}(\tau), \frac{t-\tau}{\epsilon}\right)\right) V_{j}^{\prime}(\tau) d \tau .
\end{aligned}
$$

We may now apply Lemmas 3.7 and 3.8 for sufficiently small $t>0$. We thus obtain

$$
\begin{aligned}
\left|V_{i}-V_{i}^{\prime}\right|(t) & \leq C\left|\mathbf{z}-\mathbf{z}^{\prime}\right|(t) \\
& +C\left(\int_{0}^{t}\left|V_{i}-V_{i}^{\prime}\right|(\tau) d \tau+\int_{0}^{t}(t-\tau)^{-1 / 2}\left(\left|\mathbf{z}-\mathbf{z}^{\prime}\right|(t)+\left|\mathbf{z}-\mathbf{z}^{\prime}\right|(\tau)\right) d \tau\right) .
\end{aligned}
$$

But $\left|z_{i}-z_{i}^{\prime}\right|(t)=\left|\int_{0}^{t}\left(V_{i}-V_{i}^{\prime}\right)(\tau) d \tau\right|$, so having this in mind we arrive at

$$
\left|\mathbf{V}-\mathbf{V}^{\prime}\right|(t) \leq C\left(2(1+\sqrt{t}) \int_{0}^{t}\left|\mathbf{V}-\mathbf{V}^{\prime}\right|(\tau) d \tau+\int_{0}^{t}(t-\tau)^{-1 / 2} \int_{0}^{\tau}\left|\mathbf{V}-\mathbf{V}^{\prime}\right|(\sigma) d \sigma\right) .
$$

Changing the order of integration in the double integral yields

$$
\left|\mathbf{V}-\mathbf{V}^{\prime}\right|(t) \leq C^{\prime} \int_{0}^{t}\left|\mathbf{V}-\mathbf{V}^{\prime}\right|(\tau) d \tau
$$

Now, by Grönwall's inequality we obtain that

$$
\mathbf{V}(\tau)=\mathbf{V}^{\prime}(\tau)
$$

for all $\tau \in[0, t]$, as desired. $\quad \square$
We remark that the above representation of $\mathbf{V}$ does not yield an improved regularity solution.
4. Geometric estimates. We gather here some estimates which are necessary for the next section but they may be of independent interest. We first state the underlying assumption for the rest of the paper, namely,
(W) the Wulff shape $W$ is a regular polygon with $N$ sides, and the distance from the center of symmetry to its facets is $d>0$.

It is clear that if we fix the inner angle of a polygon, then if the quantity

$$
\begin{equation*}
\frac{\max _{i=1, \ldots, N} L_{i}}{\min _{i=1, \ldots, N} L_{i}} \tag{4.1}
\end{equation*}
$$

is bounded, then the isoperimetric ratio $L^{2} / A$ is finite. But in general the converse is not true. One can devise a sequence of polygons $\left\{\gamma_{n}\right\}_{n=1}^{\infty}$ for which the quotients $\left(L^{n}\right)^{2} / A^{n}$ remain bounded but (4.1) explodes. On the other hand we depend on boundedness of (4.1); see the next section or [Ry1, Theorem 10]. Here we prove that the needed estimate holds but only for polygons with $L^{2} / A$ only slightly bigger than for the regular polygon.

We also recall the estimates for the extinction time for regular polygons moving by crystalline curvature

$$
\begin{equation*}
V_{i}=\frac{\Gamma_{i}}{\beta_{i} L_{i}} \tag{4.2}
\end{equation*}
$$

Such a bound combined with the comparison principle of Giga and Gurtin [GG] will provide estimates for maximal existence times of solution to (4.2) for any initial polygon.

We now introduce some simplifying notation. We also recall that $\mathcal{S}$ is the set of outer normals to $W$. Let us suppose that $\gamma$ is a convex polygon. We denote by $D_{\gamma}$ the region bounded by $\gamma,\left|D_{\gamma}\right|$ is its Lebesgue measure, $n(\gamma)$ is the number of (nonzero) facets, and $|\gamma|$ is the perimeter of $\gamma ; \theta=2 \pi / N$. We set $Q(\gamma)$ to be the isoperimetric quotient of $\gamma$, i.e.,

$$
Q(\gamma)=\frac{|\gamma|^{2}}{\left|D_{\gamma}\right|}
$$

We restrict our attention to polygons which may be obtained from $W$ by moving its sides in normal directions, where we do not exclude the possibility that some of the facets get lost. By definition, $\mathcal{P}$ is the set of all planar polygons $\gamma$ such that
(a) $D_{\gamma}$ is convex;
(b) $n(\gamma) \leq N$;
(c) the outer normals to the edges to $\gamma$ belong to $\mathcal{S}$.

We will show this in the following theorem.
THEOREM 4.1. There exist positive numbers $\lambda_{1}>Q(W)$ and $\Lambda_{1}$ such that if $\gamma \in \mathcal{P}$ and $Q(\gamma) \leq \lambda_{1}$, then

$$
\frac{\max _{i=1, \ldots, N} L_{i}(\gamma)}{\min _{i=1, \ldots, N} L_{i}(\gamma)} \leq \Lambda_{1}
$$

Remark. This theorem is trivial for $N=4$; we leave to the reader to work out the formula expressing $\max \{a, b\} / \min \{a, b\}$ in terms of the isoperimetric quotient of rectangle with sides $a$ and $b$. We will consider only $N \geq 5$. In this case the bound on $\lambda_{1}$ is constructive while that for $\Lambda_{1}$ is not.

The proof of this theorem requires a lemma.
Lemma 4.2. There exists $\alpha>0$ such that for any $\gamma \in \mathcal{P}$ having less than $N$ sides the following inequality holds:

$$
Q(\gamma) \geq \omega_{N}+\alpha
$$

where $\omega_{N}:=\frac{1}{4} Q(W)=N \tan \frac{\pi}{N}$.
Proof. In what follows we use the notation convention of section 2. Let us set $s_{0}=W$. Thus, by the very definition of $\mathcal{P}$, if $\gamma \in \mathcal{P}$, then $\gamma=s(\mathbf{z})$, where $\mathbf{z} \in \mathbb{R}^{N}$ is defined as in (2.1) (to be precise we have to substitute the line $l_{i}$ containing the $i$ th facet of $\gamma$ for $\left.l_{i}(t)\right)$. We recall that Lemma 2.1 guarantees that the mapping $\mathcal{P} \ni \gamma \mapsto Q(\gamma)$ is continuous, because $\gamma=s(\mathbf{z})$.

Our argument is organized in several steps. We claim that the general case may be reduced to $n(\gamma)=N-1$.
(a) We will first show that if $n(\gamma)<N$, then there exists nearby $\gamma^{\prime} \in \mathcal{P}$ such that $n\left(\gamma^{\prime}\right)=n(\gamma)+1$ and $Q\left(\gamma^{\prime}\right)<Q(\gamma)$. Let us suppose that $n(\gamma)=N-m, m \geq 1$, and at vertex $v_{i}$ the edges $s_{i+1}, \ldots, s_{i+j-1}$ are missing, i.e., $\left\{v_{i+1}\right\}=s_{i} \cap s_{i+j}, j>1$, and $m \geq j-1$. The angle between the normal to $s_{i}$ and the normal to $s_{i+j}$ is $j \theta$. We will construct a new polygon $\gamma^{\prime}$ by moving facet $s_{i+1}$ of zero length by $h$ into the direction of $\nu_{i+1}$ (hence, $\Delta \mathbf{z}=h \mathbf{e}_{i}$ ), where $h<0$, i.e., we move it inward. We also assume that $|h|$ and $|h| / L$ are small, where $L=|\gamma|$ is the perimeter of $\gamma$. We note that by the definition of $\mathcal{P}$ the angle between $\nu_{i}$ and $\nu_{i+1}$ is $\theta$ and the angle between $\nu_{i+1}$ and $\nu_{i+j}$ is $k \theta$, where $k=j-1>0$. By Lemma 2.1 we have

$$
\begin{aligned}
\Delta L_{i} & =h / \sin \theta \\
\Delta L_{i+1} & =-h(\operatorname{ctan} \theta+\operatorname{ctan} k \theta) \\
\Delta L_{i+j} & =h / \sin k \theta
\end{aligned}
$$

then

$$
\Delta L=\left(\tan \frac{\theta}{2}+\tan k \frac{\theta}{2}\right) h<0
$$

The change in the area $\Delta A$ is also negative and

$$
\Delta A=\frac{1}{2} h\left|\Delta L_{i}\right|=-\frac{1}{2} h^{2}(\operatorname{ctan} \theta+\operatorname{ctan} k \theta)=:-h^{2} c(\theta)
$$

Now,

$$
Q\left(\gamma^{\prime}\right)=\frac{(L+\Delta L)^{2}}{A+\Delta A}
$$

We note that Taylor's expansion yields

$$
\begin{aligned}
\frac{1}{A+\Delta A} & =\frac{1}{A} \cdot \frac{1}{1+\Delta A / A}=\frac{1}{A}\left(1-\frac{\Delta A}{A}+\left(\frac{\Delta A}{A}\right)^{2} \int_{0}^{1} \frac{2(1-s)}{(1+s \Delta A / A)^{3}} d s\right) \\
& \leq \frac{1}{A}\left(1-\frac{\Delta A}{A}+8\left(\frac{\Delta A}{A}\right)^{2}\right)
\end{aligned}
$$

provided that

$$
\begin{equation*}
\left|\frac{h}{L}\right| \leq \sqrt{\frac{2 A}{L^{2} c(\theta)}} \tag{4.3}
\end{equation*}
$$

By simple algebra we arrive at
$Q\left(\gamma^{\prime}\right) \leq \frac{L^{2}}{A}\left(1+\frac{4 h}{L}\left(\tan \frac{\theta}{2}+\tan k \frac{\theta}{2}\right)+\left(\frac{h}{L}\right)^{2}\left(4\left(\tan \frac{\theta}{2}+\tan k \frac{\theta}{2}\right)^{2}+c(\theta) \frac{L^{2}}{A}\right)\right)$,
provided that

$$
\begin{equation*}
\left|\frac{h}{L}\right| \leq \frac{\tan \frac{\theta}{2}+\tan k \frac{\theta}{2}}{\left(\tan \frac{\theta}{2}+\tan k \frac{\theta}{2}\right)^{2}+2 c(\theta) Q(\gamma)} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{h}{L}\right| \leq \frac{1}{\tan \frac{\theta}{2}+\tan k \frac{\theta}{2}} \tag{4.5}
\end{equation*}
$$

We note that (4.4) is more restrictive than (4.3) and (4.5). But neither of them takes into account the length of neighboring facets $s_{i}, s_{i+j}$. We have to restrict the size of $|h|$ again in order to guarantee that $n\left(\gamma^{\prime}\right)=n(\gamma)+1$. Finally,

$$
Q\left(\gamma^{\prime}\right) \leq Q(\gamma)\left(1+\frac{2 h}{L}\left(\tan \frac{\theta}{2}+\tan k \frac{\theta}{2}\right)\right)<Q(\gamma)
$$

provided that $h / L$ is sufficiently small.
(b) If $n(\gamma)=N-m, m>1$, then by step (a) we may construct polygons $\gamma_{k}$, $k=1, \ldots, m-1$, which are all close to $\gamma$ and

$$
n\left(\gamma_{k}\right)=N-m+k, \quad Q\left(\gamma_{k-1}\right)>Q\left(\gamma_{k}\right), \quad k=1, \ldots, m-1
$$

where $\gamma_{0}:=\gamma$. It follows that

$$
Q(\gamma)>Q\left(\gamma_{m-1}\right), \quad n\left(\gamma_{m-1}\right)=N-1
$$

(c) The general case has been now reduced to $n(\gamma)=N-1$. Obviously we have

$$
Q(\gamma) \geq \min \left\{Q\left(\gamma_{1}\right): \gamma_{1} \in \mathcal{P}, n\left(\gamma_{1}\right)=N-1\right\}
$$

We claim that this minimum is attained. As a matter of fact this follows from the Hausdorff selection theorem but we prefer to prove it directly. Let us suppose that $\left\{\gamma^{n}\right\}_{n=1}^{\infty} \subset \mathcal{P}$ is a minimizing sequence. After rescaling we may assume that $\left|D_{\gamma^{n}}\right|=1$. Then,

$$
\left|s\left(\mathbf{z}^{n}\right)\right|^{2} \leq 1+\min \left\{Q\left(\gamma_{1}\right): \gamma_{1} \in \mathcal{P}, n\left(\gamma_{1}\right)=N-1\right\}=: A
$$

for sufficiently large $n$. After shifting the polygons we may assume that they all lay in a ball $B\left(0, A^{1 / 2}\right)$. Hence the sequence $\left\{\mathbf{z}^{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}^{N}$ defining them (i.e., $\gamma^{n}=s\left(\mathbf{z}^{n}\right)$ ) is bounded. We may extract a convergent subsequence, still denoted $\left\{\mathbf{z}^{n}\right\}_{n=1}^{\infty}$, and $\mathbf{z}^{n} \rightarrow \mathbf{z}^{\infty}$. It follows from Lemma 2.1 that

$$
Q\left(\gamma^{n}\right) \rightarrow Q\left(s\left(\mathbf{z}^{\infty}\right)\right)=\min \left\{Q\left(\gamma_{1}\right): \gamma_{1} \in \mathcal{P}, n\left(\gamma_{1}\right)=N-1\right\}
$$

(d) By the argument in (a) there exists a polygon $\gamma^{\prime} \in \mathcal{P}$, which is close to $s\left(\mathbf{z}^{\infty}\right)$, $n\left(\gamma^{\prime}\right)=N$ and which satisfies

$$
Q\left(\gamma^{\prime}\right)<Q\left(s\left(\mathbf{z}^{\infty}\right)\right) \leq Q(\gamma)
$$

Of course,

$$
Q\left(\gamma^{\prime}\right) \geq \min \left\{Q\left(\gamma_{1}\right): \gamma_{1} \in \mathcal{P}, n\left(\gamma_{1}\right)=N\right\}=Q(W)
$$

The compactness argument in (c) shows that the minimum is attained. For the sake of completeness we should show that indeed the minimum is equal to $Q(W)$. As a matter of fact a more general result is true. Stancu proved (see [St, Theorem 4.2]) that for any $\gamma \in \mathcal{P}$ with $N$ sides the following inequality holds:

$$
\begin{equation*}
B_{W}(\rho):=\rho|\gamma|-\left|D_{\gamma}\right|-\omega_{N} \rho^{2} \geq 0 \tag{4.6}
\end{equation*}
$$

for all $\rho \in\left[\rho_{\text {in }}, \rho_{\text {out }}\right]$. For the moment the specific definitions of $0<\rho_{\text {in }}<\rho_{\text {out }}$ are not important. We will present them later. We note that (4.6) is equivalent to

$$
\left(\omega_{N} \rho-\frac{|\gamma|}{2 \sqrt{\omega_{N}}}\right)^{2} \leq \frac{|\gamma|^{2}-4 \omega_{N}\left|D_{\gamma}\right|}{4 \omega_{N}}
$$

hence

$$
Q(\gamma)=\frac{|\gamma|^{2}}{\left|D_{\gamma}\right|} \geq 4 \omega_{N}=Q(W)
$$

Combining these estimates we conclude that

$$
Q(\gamma) \geq \min _{\left\{\gamma_{1} \in \mathcal{P}: n\left(\gamma_{1}\right)=N-1\right\}} Q\left(\gamma_{1}\right)=Q(W)+\alpha
$$

where

$$
\alpha=\min _{\{\gamma \in \mathcal{P}: n(\gamma)=N-1\}} Q(\gamma)-\min _{\{\gamma \in \mathcal{P}: n(\gamma)=N\}} Q(\gamma)>0
$$

We are now ready for the proof.
Proof of Theorem 4.1. We take $\lambda_{1}=\omega_{N}+\alpha / 2$, but let us suppose that the desired number $\Lambda_{1}$ does not exist, i.e., there is a sequence of polygons $\left\{\gamma^{n}\right\}_{n=1}^{\infty} \subset \mathcal{P}$ such that

$$
\begin{equation*}
\frac{\max L_{i}^{n}}{\min L_{i}^{n}} \rightarrow \infty \quad \text { as } n \rightarrow \infty \tag{4.7}
\end{equation*}
$$

and

$$
Q\left(\gamma^{n}\right) \leq \lambda_{1}
$$

All the polygons $\gamma^{n}, n=1,2, \ldots$, have $N$ sides, so there exists at least one pair of indices $(l, j)$ such that $\max _{k} L_{k}^{n}=L_{l}^{n}$ and $\min _{k} L_{k}^{n}=L_{j}^{n}$ for infinitely many $n$ 's. After choosing an appropriate subsequence of $\left\{\gamma^{n}\right\}_{n=1}^{\infty}$, which is denoted again by $\left\{\gamma^{n}\right\}_{n=1}^{\infty}$ condition (4.7) implies that

$$
L_{l}^{n} / L_{j}^{n} \rightarrow \infty
$$

as $n$ goes to infinity.
Possibly after scaling the polygons, we may assume that $\left|D_{\gamma^{n}}\right|=1$. Subsequently, we apply the compactness argument as in step (c) in the proof of Lemma 4.2. Hence, we may assume $\mathbf{z}^{n} \rightarrow \mathbf{z}^{\infty}$, where $\gamma^{n}=s\left(\mathbf{z}^{n}\right)$. In particular we have $L_{i}^{n} \rightarrow L_{i}^{\infty}$, $i=1, \ldots, N$.

By (4.7) for any $\delta>0$ there exists $n_{0}$ such that

$$
L_{l}^{n} / L_{j}^{n}>1 / \delta
$$

for $n \geq n_{0}$, or

$$
\frac{1}{2} \delta \sqrt{\lambda_{1}} \geq \delta L_{l}^{n}>L_{j}^{n}
$$

This implies that $L_{j}^{n}$ converges to zero. But, $\gamma^{\infty}$ is not a point since the area of $D_{\gamma^{\infty}}$ is one. Hence, $n\left(\gamma^{\infty}\right)<N$ and this implies that

$$
\lambda_{1} \geq Q\left(\gamma^{n}\right) \rightarrow Q\left(\gamma^{\infty}\right) \geq \omega_{N}+\alpha>\lambda_{1}
$$

We reached a contradiction, and our theorem follows.
We now gather estimates for solutions of (4.2). We start with a definition

$$
\begin{aligned}
\rho_{\text {out }} & =\inf \left\{\mu: \exists p \in \mathbb{R}^{2}, \mu W+p \supset D_{\gamma}\right\}, \\
\rho_{\text {in }} & =\sup \left\{\mu: \exists p \in \mathbb{R}^{2}, \mu W+p \subset D_{\gamma}\right\} .
\end{aligned}
$$

The next lemma applies to admissible polygons. Let us recall that admissibility was defined at the beginning of section 2 .

Lemma 4.3. Suppose $\gamma$ is an admissible convex polygon, then

$$
\begin{equation*}
\rho_{o u t} \leq L+\frac{\sqrt{L^{2}-4 \omega_{N} A}}{2 \omega_{N}} \tag{a}
\end{equation*}
$$

(b)

$$
2 A / L \geq \rho_{i n} \geq A / L
$$

Proof. (a) Stancu proved (see [St, Theorem 4.2]) that

$$
B_{W}(\rho):=\rho L-A-\omega_{N} \rho^{2} \geq 0
$$

for all $\rho \in\left[\rho_{\text {in }}, \rho_{\text {out }}\right]$. Thus solving the equation $B_{W}(\rho)=0$ provides an upper bound for $\rho_{\text {out }}$.
(b) We note

$$
A=\frac{1}{2} \sum_{i=1}^{N} d_{i} L_{i} \geq \frac{1}{2} \sum_{i=1}^{N} \rho_{i n} L_{i}=\frac{1}{2} \rho_{i n} L
$$

On the other hand $B_{W}\left(\rho_{i n}\right) \geq 0$ implies that

$$
\rho_{i n} L \geq A+\omega_{N} \rho_{i n}^{2} \geq A
$$

Part (b) follows.

This lemma tells us how much we have to scale the Wulff shape so that it contains (or is contained) after scaling and translation a given (respectively, in a given) admissible convex polygon. We find it useful for the estimating of the times of extinction for solutions of (4.2). We recall the lemma below.

Lemma 4.4 (see [Ry2, Lemma 4.3]). Let us assume that $s_{0}=\sigma W+p$ and it evolves according to (4.2); then

$$
L(t)=c_{w}\left(T_{\max }-t\right)^{1 / 2}
$$

where

$$
c_{w}=N\left(\frac{2 \kappa \Gamma}{\beta}\right)^{1 / 2}, \quad T_{\max }=\left(\frac{L(0)}{c_{w}}\right)^{2}=\frac{L^{2}(0) \beta}{2 N^{2} \kappa \Gamma}
$$

This lemma gives also the estimates for extinction time of the flow (4.2) for arbitrary convex initial polygon $s_{0}$. If $s_{0}$ is given then Lemma 4.3 yields $\bar{\gamma}, \underline{\gamma}$ such that

$$
D_{\bar{\gamma}} \supset D_{s_{0}} \supset D_{\underline{\gamma}}
$$

where $\bar{\gamma}=\rho_{\text {out }} W+p_{1}, \underline{\gamma}=\rho_{\text {in }} W+p_{2}$. The first comparison principle of Giga and Gurtin [GG, Section 4] implies that

$$
\begin{equation*}
D_{\bar{\gamma}(t)} \supset D_{s(t)} \supset D_{\underline{\gamma}(t)} \tag{4.8}
\end{equation*}
$$

if all polygons evolve according to (4.2), for as long as the solutions exist. Let us denote by $T\left(s_{0}\right)$ the maximal time of existence of solution to (4.2) for a given $s_{0}$. We are now in a position to estimate $T\left(s_{0}\right)$ in terms of $s_{0}$. The starting point is inclusion (4.8), which shows that

$$
T(\underline{\gamma}) \leq T\left(s_{0}\right) \leq T(\bar{\gamma})
$$

Lemma 4.4 permits us to estimate $T(\bar{\gamma})$ as well as $T(\underline{\gamma})$. We carry out the calculations for $T(\bar{\gamma})$. It is easy to find out $|\bar{\gamma}|$ knowing $\rho_{\text {out }}$; hence by definition of $\Gamma_{i}$ 's, (2.4) and (2.5) we come to

$$
T(\bar{\gamma}) \leq \frac{4 \beta N^{2} \tan ^{2} \frac{\theta}{2} \rho_{\text {out }}^{2}}{2 N^{2} \kappa \Gamma}=\frac{\beta}{2 d} \rho_{o u t}^{2}
$$

Lemma 4.3 now yields

$$
\begin{equation*}
T(\bar{\gamma}) \leq \frac{\beta\left|s_{0}\right|^{2}}{2 d}\left(\frac{1+\sqrt{1-Q(W) / Q\left(s_{0}\right)}}{\omega_{N}}\right)^{2} \tag{4.9}
\end{equation*}
$$

Similar calculations lead us to

$$
\begin{equation*}
T(\underline{\gamma})=\frac{\beta}{2 d} \rho_{i n}^{2} \geq \frac{\beta\left|s_{0}\right|^{2}}{2 d Q^{2}\left(s_{0}\right)} \tag{4.10}
\end{equation*}
$$

We finally recall the following lemma.
Lemma 4.5. If $V_{i}<0, \kappa$ is defined by (2.4), then

$$
L^{\prime}=-\sum_{i=1}^{N} V_{i} \kappa<0
$$

This follows immediately from Lemma 2.1.
5. Properties of solutions if the perimeter of $s_{0}$ is small. We would like to exhibit in this section some geometric properties of weak solutions in case of convex $s_{0}$. We keep the basic assumption (W) of the previous section. Thus, it follows immediately that $\Gamma_{i}=\Gamma<0, i=1, \ldots, N$. We also assume that all $\beta_{i}$ are equal to $\beta>0$.

We first show that if perimeter $L_{0}$ is sufficiently small, and $Q\left(s_{0}\right)$ is close to $Q(W)$ and $u_{0} \leq 0$ then the interface $s(t)$ shrinks to a point and $Q(s(t))$ is a decreasing function of time, moreover the temperature remains negative. Of course $L_{0}$ must be in some balance with the size of initial distribution of temperature $u_{0}$. We may say that for small $s_{0}$ the surface tension prevails over the destabilizing bulk forces.

Let us point out a possible interpretation of our result. Since during the evolution the isoperimetric quotient decreases, it seems there is no need for creating new facets during the evolution provided $L_{0}$ is already small, as this would increase the isoperimetric quotient. A similar point of view on the problem of whether or not to split a facet is provided by M.-H. Giga and Y. Giga in [Gi]. Their setting, however, is different from ours; they consider curve moving by crystalline curvature under the driving force. Their results are not directly applicable. Nonetheless, we would like to point to [Gi, Lemma 5]. This lemma states that small facets of polygons evolving by crystalline curvature do not split. Obviously, this does not settle the matter here. More work should be done.

After making these remarks let us return to the topic of this section. The main method we use here is based on a priori estimates for

$$
\sum_{i=1}^{N}\left|\int_{s_{i}} u d l\right|
$$

and it aims at showing that the time derivative of $Q(s(t))$ is nonpositive. This is the place where the estimates of section 4 come into play. We compare $s(t)$ to evolution of $s_{0}$ under the flow of

$$
\begin{equation*}
V_{i}=\frac{\Gamma}{\beta^{\prime} L_{i}} \tag{5.1}
\end{equation*}
$$

where $\beta^{\prime}>0$ is chosen appropriately. Here we exploit the comparison principle of Giga and Gurtin [GG].

The last result of this section is concerned with behavior of temperature $u$ as $t \rightarrow T_{m} a x$. Because at that instance facets move very fast it is not clear whether or not $u$ blows up. It turns out that we are able to show a bound in the $L^{\infty}(\Omega)$ norm for $u$ in terms of initial data.

We also note a by-product of Theorem 4.1. Namely, we are able to improve Theorem 10 of [Ry1]; we can now show the corollary.

Corollary 5.1. If $(\mathbf{z}, u)$ is a unique weak solution of the quasi-steady approximation of (2.7), i.e., $(\mathbf{z}, u)$ is a solution of

$$
\begin{aligned}
& 0=-\int_{\Omega} \nabla u(x) \cdot \nabla h(x) d x+\sum_{j=1}^{N} \int_{s_{j}(t)} V_{j}(t) h(x) d l \quad \text { for all } \quad h \in H_{0}^{1}(\Omega), \\
& (5.2) \int_{s_{j}(t)} u d l=\Gamma_{j}-\beta_{j} L_{j}(t) V_{j}(t), \quad j=1, \ldots, N,
\end{aligned}
$$

where $s_{0}$ is convex and such that
(a) $L_{0}$ is sufficiently small (see Theorem 10 in [Ry1]),
(b) $Q\left(s_{0}\right) \leq \lambda_{1}$,
then

$$
\frac{d}{d t} Q(s(t)) \leq 0
$$

Proof. We proved in [Ry1, Theorem 10] that $Q(s(t))^{\prime} \leq 0$ provided that

$$
\max L_{i} / \min L_{i} \leq \Lambda_{1}
$$

remains bounded independent of time. Theorem 4.1 provides such a bound if $Q\left(s_{0}\right) \leq$ $\lambda_{1}$. Thus the set $\mathcal{P} \cap\left\{\gamma:|\gamma|\right.$ is small, $\left.Q(\gamma) \leq \lambda_{1}\right\}$ is invariant under the flow of (5.2) and the corollary follows.

Suppose now we are given an arbitrary convex, an admissible polygon $s_{0}$, and a number $\delta, \delta \in(0,1)$. Let us now define $\bar{s}(t)$ (respectively, $\underline{s}(t))$ as unique solutions to (5.1) with $\beta^{\prime}=\beta /(1-\delta)$, (respectively, $\beta^{\prime}=\beta /(1+\delta)$ ) and $\underline{s}(0)=s_{0}$ (respectively, $\left.\bar{s}(0)=s_{0}\right)$. By (4.9) we have the estimates for $T_{U}$ the extinction time of $\bar{s}(t)$

$$
\begin{equation*}
T_{U}=T(\bar{\gamma}) \leq \frac{\beta\left|s_{0}\right|^{2}}{2(1-\delta) d}\left(\frac{1+\sqrt{1-Q(W) / Q\left(s_{0}\right)}}{\omega_{N}}\right)^{2} \tag{5.3a}
\end{equation*}
$$

Similarly, we have a bound on $T_{L}$ the extinction time of $\underline{s}(t)$. The formula (4.10) yields

$$
\begin{equation*}
T_{L}=T(\underline{\gamma}) \geq \frac{\beta\left|s_{0}\right|^{2}}{2(1+\delta) d Q^{2}\left(s_{0}\right)} \tag{5.3b}
\end{equation*}
$$

We will compare the flows generated by (5.1) and (2.7), and from the properties of solutions to (5.1) we will infer the behavior of solutions to (2.7). For instance $T_{U}$ and $T_{L}$ defined by (5.3) provide upper and lower estimates for $T_{m} a x$.

Here is our main result. It is a strengthened version of [Ry2, Theorem 4.1] which was established only for $s_{0}$ being a scaled Wulff shape.

Theorem 5.2. Let us suppose that $0<\delta<1$ is fixed, $s_{0}$ is a given convex, admissible polygon, and $u_{0}$ satisfies the condition (3.4). The numbers $\lambda_{1}$ and $\Lambda_{1}$ are given by Theorem 4.1. We assume that $(\mathbf{z}, u)$ is the unique weak solution with initial conditions $s_{0}$ and $u_{0}$. Let us finally suppose that the data fulfill
(i) $u_{0} \leq 0$;
(ii) $Q\left(s_{0}\right) \leq \lambda_{1}$;
(iii) $\sum_{i=1}^{N}\left|\int_{s_{0 i}} u_{0} d l\right| \leq \exp \left(C_{1} T_{U}\right)\left(C_{R} L_{0}^{1 / 2}\left\|u_{0}\right\|_{H_{0}^{1}(\Omega)}+C_{2} T_{U}\right) \leq \delta|\Gamma|$,
where $C_{R}$ is defined in (5.9) below,

$$
C_{1}=N^{3 / 2} \Lambda_{1}^{1 / 2} \beta^{-1} C_{0}, \quad C_{2}=N^{5 / 2} \Lambda_{1}^{1 / 2}|\Gamma| \beta^{-1} C_{0}
$$

$T_{L}$ and $T_{U}$ are given by (5.3), and $C_{0}$ is defined in (5.7) below. Then the solution ( $\mathbf{z}, u)$ satisfies
(a) $\sum_{i=1}^{N}\left|\int_{s_{i}(t)} u d l\right| \leq \exp \left(C_{1} t\right)\left(C_{R} L_{0}^{1 / 2}\left\|u_{0}\right\|_{H_{0}^{1}(\Omega)}+C_{2} t\right), t \in\left[0, T_{\max }\right)$;
(b) $V_{i}(t)<0, i=1, \ldots, N$ for all $t \in\left(0, T_{\max }\right), T_{L} \leq T_{\max } \leq T_{U}$;
(c) $u(t, x)<0$ for all $t \in\left(0, T_{\max }\right), x \in \Omega$;
(d) $Q(s(t))$ is a decreasing function of time;
(e) $s(t)$ shrinks to a point as $t \rightarrow T_{\max }$.

Proof. We first show that if (a) holds for $t \in[0, \tau]$, where $\tau \in\left(0, T_{m} a x\right)$, then (b)-(d) are satisfied on this interval.

We begin with proving (b). If (a) holds, then

$$
\left|\int_{s_{i}(t)} u d l\right| \leq \sum_{i=1}^{N}\left|\int_{s_{i}(t)} u d l\right| \leq \delta|\Gamma|
$$

and

$$
\begin{equation*}
\frac{(1+\delta) \Gamma}{\beta_{i} L_{i}}<V_{i}<\frac{(1-\delta) \Gamma}{\beta_{i} L_{i}}<0, \quad i=1, \ldots, N \tag{5.4}
\end{equation*}
$$

We have already defined $\bar{s}(t)$ and $\underline{s}(t)$. We immediately obtain from the second comparison theorem of Giga and Gurtin [GG, Section 4] that $D_{\underline{s}(t)} \subset D_{\bar{s}(t)}$ for all $t$ such that $\underline{s}(t)$ is defined. We would be able to estimate $T_{m} a x$ above and below only after establishing that

$$
\begin{array}{ll}
D_{\underline{s}(t)} \subset D_{s(t)} & \text { for } t \leq \min \left\{\tau, T_{L}\right\} \\
D_{s(t)} \subset D_{\bar{s}(t)} & \text { for } t \leq \min \left\{\tau, T_{U}\right\} . \tag{5.5}
\end{array}
$$

We cannot use the comparison principles of [GG] because they apply only to solutions of an ODE generalizing (5.1). We will show (5.5) directly.

Let us set

$$
E=\left\{t \in[0, \tau]: D_{s(\zeta)} \subset D_{\bar{s}(\zeta)} \text { for all } \zeta \in[0, t]\right\}
$$

of course $E \neq \emptyset$ since $0 \in E$. We now set $t_{1}=\sup E$. We claim that $t_{1}=\tau$. Let us suppose the contrary, i.e., $t_{1}<\tau$. Hence, by the very definition of $t_{1}$ as well as continuity of motion of $s(\zeta)$ and $\bar{s}(\zeta)$ we infer that $s\left(t_{1}\right)$ must touch $\bar{s}\left(t_{1}\right)$. It follows that for some $i \in\{1, \ldots, N\}$

$$
s_{i}\left(t_{1}\right) \cap \bar{s}_{i}\left(t_{1}\right) \neq \emptyset .
$$

Let us denote by $\mathcal{I}$ the set of $i$ with the above property, and $\mathcal{I}^{\prime}=\{1, \ldots, N\} \backslash \mathcal{I}$. If $i \in \mathcal{I}$, then because of $D_{s\left(t_{1}\right)} \subset D_{\bar{s}\left(t_{1}\right)}$ we have $\left|s_{i}\left(t_{1}\right)\right| \leq\left|\bar{s}_{i}\left(t_{1}\right)\right|$. Inequality (5.4) now yields

$$
V_{i}\left(t_{1}\right)<\frac{(1-\delta) \Gamma}{\beta L_{i}\left(t_{1}\right)}=\frac{(1-\delta) \Gamma}{\left|s_{i}\left(t_{1}\right)\right|} \leq \frac{(1-\delta) \Gamma}{\left|\bar{s}_{i}\left(t_{1}\right)\right|}<0 .
$$

We thus conclude that for $i \in \mathcal{I} s_{i}(t)$ moves inward faster than $\bar{s}_{i}(t)$ for $t \in\left[t_{1}, t_{1}+\eta\right)$, $\eta$. On the other hand, if $i \in \mathcal{I}^{\prime}$, then $s_{i}\left(t_{1}\right) \cap \bar{s}_{i}\left(t_{1}\right)=\emptyset$. Hence by the continuity of motion, $s_{i}(t)$ and $\bar{s}_{i}(t)$ will be separated for $t \in\left[t_{1}, t_{1}+\eta_{1}\right), \eta_{1}>0$. We now conclude that $D_{s(\zeta)} \subset D_{\bar{s}(\zeta)}$ for $\zeta \in\left[t_{1}, t_{1}+\min \left\{\eta, \eta_{1}\right\}\right)$. This contradicts the definition of $t_{1}$; hence the second inclusion of (5.5) follows and

$$
\tau \leq T_{U}
$$

A similar argument proves the first inclusion of (5.5).
In order to prove that (a) implies (c) we use the variation of constants formula (3.6) and $u=-\Delta U$, and we obtain

$$
u(t)=e^{\Delta t / \epsilon} u_{0}-\frac{1}{\epsilon} \sum_{i=1}^{N} \int_{0}^{t} \Delta e^{\Delta(t-\sigma) / \epsilon} f_{i}(\mathbf{z}(\sigma)) V_{i}(\sigma) d \sigma
$$

We showed in [Ry2, Lemma 4.5] that $\Delta e^{\Delta t / \epsilon} f_{i} \leq 0$ for $t>0$, so since $V_{i}<0$ we infer that the above integral is nonpositive. By the maximum principle $e^{\Delta t / \epsilon} u_{0}<0$, and (c) follows.
(d) We may now calculate the derivative of the isoperimetric quotient $Q(s(t))$. Since $u(t)<0$ for $t \in(0, \tau)$ we apply the reasoning as in the proof of Theorem 10 in [Ry1], and we come to

$$
\frac{d}{d t} Q(s(t)) \leq-\frac{L}{A \beta}\left(\sum_{j=1}^{N} \frac{\kappa^{2}}{L_{j}}+\frac{1}{2} \frac{L}{A} N \kappa\right)\left(d-\frac{1}{\kappa N} \sum_{j=1}^{N} \int_{s_{j}} u d l\right)
$$

where $d=|\Gamma / \kappa|$ (see the definition of $\Gamma_{i}$ 's and (2.5)). By Lemmas 11 and 12 of [Ry1] it follows that

$$
\sum_{j=1}^{N} \frac{\kappa^{2}}{L_{j}}+\frac{1}{2} \frac{L}{A} N \kappa \geq 0
$$

On the other hand since (a) and (b) hold, then

$$
d-\frac{1}{N \kappa} \int_{s(t)} u d l=\frac{1}{N \kappa} \sum_{i=1}^{N}\left(\Gamma-\int_{s_{i}(t)} u d l\right) \geq 0
$$

Thus,

$$
\frac{d}{d t} Q(s(t)) \leq 0 \quad \text { on }[0, \tau)
$$

(see also proof of Theorem 4.1 in [Ry2]).
We will prove now that (a) holds for $t \in\left[0, T_{m} a x\right)$. Let us set

$$
E=\left\{t \in\left[0, T_{\max }\right): \sum_{i=1}^{N}\left|\int_{s_{i}(\tau)} u d l\right| \leq \exp \left(C_{1} \tau\right)\left(C_{R} L_{0}^{1 / 2}\left\|u_{0}\right\|_{H_{0}^{1}(\Omega)}+C_{2} \tau\right) \forall \tau \in[0, t)\right\}
$$

Of course $E \neq \emptyset$ because our assumptions imply that $0 \in E$. Let us set $\omega=\sup E$. We shall show that $\omega=T_{m} a x$. Let us suppose that $\omega<T_{m} a x$; then by definition of $\omega$ and (iii)

$$
\sum_{i=1}^{N}\left|\int_{s_{i}(\omega)} u d l\right| \leq \exp \left(C_{1} \omega\right)\left(C_{R} L_{0}^{1 / 2}\left\|u_{0}\right\|_{H_{0}^{1}(\Omega)}+C_{2} \omega\right)<\delta|\Gamma|
$$

Thus, there exists $\eta>0$ such that for $\tau \in[\omega, \omega+\eta)$ we have

$$
\sum_{i=1}^{N}\left|\int_{s_{i}(\tau)} u d l\right|<\delta|\Gamma|
$$

Let us note that by (2.7b) and Lemma 3.5, (5.6) takes the form

$$
u(t)=e^{\Delta t / \epsilon} u_{0}-\frac{1}{\epsilon} \sum_{i=1}^{N} \int_{0}^{t} e^{\Delta(t-\tau) / \epsilon} \int_{s_{i}(\tau)} G(x, y,(t-\tau) / \epsilon) d y \frac{\Gamma-\int_{s_{i}(\tau)} u d l}{\beta L_{i}(\tau)} d \tau
$$

Hence,

$$
\begin{aligned}
\left|\int_{s_{j}(t)} u d l\right| \leq & \left|\int_{s_{j}(t)} e^{\Delta t / \epsilon} u_{0} d l\right| \\
& +\sum_{i=1}^{N}\left|\int_{0}^{t} \int_{s_{j}(t)} \int_{s_{i}(\tau)} \frac{1}{\epsilon} G(x, y,(t-\tau) / \epsilon) d y d l(x) \frac{\Gamma-\int_{s_{i}(\tau)} u d l}{\beta L_{i}(\tau)} d \tau\right|
\end{aligned}
$$

We note that since all $V_{i}$ are negative, then $s(t)$ for $t \in[0, \omega)$ are contained in $D_{s_{0}}$ and

$$
\begin{equation*}
\int_{s_{i}(t)} \int_{s_{j}(\tau)} G^{2}(x, y,(t-\tau) / \epsilon) d y d x \leq C_{0}<\infty \tag{5.7}
\end{equation*}
$$

where $C_{0}$ is independent of time. Hence, the Schwarz inequality implies

$$
\begin{aligned}
& \left|\int_{s_{j}(t)} u d l\right| \\
& \quad \leq\left|\int_{s_{j}(t)} e^{\Delta t / \epsilon} u_{0} d l\right|+C_{0} \beta^{-1} \sum_{i=1}^{N} \int_{0}^{t} L_{j}^{1 / 2}(t) L_{i}^{-1 / 2}(\tau)\left(|\Gamma|+\left|\int_{s_{i}(\tau)} u d l\right|\right) d \tau \\
& \quad \leq\left|\int_{s_{j}(t)} e^{\Delta t / \epsilon} u_{0} d l\right|+C_{0} \beta^{-1} \sum_{i=1}^{N} \int_{0}^{t} \frac{L^{1 / 2}(t)}{\min L_{k}^{-1 / 2}(\tau)}\left(|\Gamma|+\left|\int_{s_{i}(\tau)} u d l\right|\right) d \tau
\end{aligned}
$$

In order to estimate it further we recall that by Theorem $4.1 \min L_{i} \geq \Lambda_{1}^{-1} \max L_{i}$ and $N \max L_{i} \geq L$. Thus, we arrive at

$$
\begin{aligned}
\left|\int_{s_{j}(t)} u d l\right| \leq & \left|\int_{s_{j}(t)} e^{\Delta t / \epsilon} u_{0} d l\right| \\
& +C_{0} \beta^{-1} \Lambda_{1}^{1 / 2} N^{1 / 2} \int_{0}^{t} L^{1 / 2}(t) L^{-1 / 2}(\tau)\left(N|\Gamma|+\sum_{i=1}^{N}\left|\int_{s_{i}(\tau)} u d l\right|\right) d \tau
\end{aligned}
$$

By Corollary 4.5 $L(t)<L(\tau)$ if $\tau<t$. Therefore, the summing up of the estimates for $\left|\int_{s_{j}(t)} u d l\right|$ yields

$$
\begin{align*}
\sum_{j=1}^{N}\left|\int_{s_{j}(t)} u d l\right| \leq & \sum_{j=1}^{N}\left|\int_{s_{j}(t)} e^{\Delta t / \epsilon} u_{0} d l\right| \\
& +C_{0} \beta^{-1} \Lambda_{1}^{1 / 2} N^{3 / 2} \int_{0}^{t}\left(N|\Gamma|+\sum_{j=1}^{N}\left|\int_{s_{j}(\tau)} u d l\right|\right) d \tau \tag{5.8}
\end{align*}
$$

We are almost in a position to apply Grönwall's inequality, but before doing so we note that

$$
\begin{aligned}
\sum_{j=1}^{N}\left|\int_{s_{j}(t)} e^{\Delta t / \epsilon} u_{0} d l\right| & \leq \sum_{j=1}^{N} L_{j}^{1 / 2}(t)\left\|\int_{s_{j}(t)} e^{\Delta t / \epsilon} u_{0}\right\|_{L^{2}\left(s_{j}(t)\right)} \\
& \leq L^{1 / 2}(t) N^{1 / 2} c_{r}\left\|e^{\Delta t / \epsilon} u_{0}\right\|_{H_{0}^{1}(\Omega)} \\
& \leq L^{1 / 2}(0) N^{1 / 2} c_{r}\left\|e^{\Delta t / \epsilon} u_{0}\right\|_{H_{0}^{1}(\Omega)}
\end{aligned}
$$

and $c_{r}$ is the constant in the inequality

$$
\|u\|_{L^{2}(l \cap \Omega)} \leq c_{r}\|u\|_{H_{0}^{1}(\Omega)}
$$

$l$ is any line in $\mathbb{R}^{2}$.
We now need to estimate $\left\|e^{\Delta t / \epsilon} u_{0}\right\|_{H_{0}^{1}(\Omega)}$. This can be done with the help of (3.5) and the properties of fractional powers of $-\Delta$ (see [He, Sections 1.3 and 1.4]). One can see that

$$
\left\|e^{\Delta t / \epsilon} u_{0}\right\|_{H_{0}^{1}(\Omega)} \leq B\left\|(-\Delta)^{1 / 2} e^{\Delta t / \epsilon} u_{0}\right\|_{L^{2}(\Omega)} \leq B M\left\|u_{0}\right\|_{X^{1 / 2}} \leq B^{2} M\left\|u_{0}\right\|_{H_{0}^{1}(\Omega)}
$$

Combining these estimates we come to

$$
\sum_{j=1}^{N}\left|\int_{s_{j}(t)} e^{\Delta t / \epsilon} u_{0} d l\right| \leq C_{R} L^{1 / 2}(0)\left\|u_{0}\right\|_{H_{0}^{1}(\Omega)}
$$

where

$$
\begin{equation*}
C_{R}=c_{r} N^{1 / 2} B^{2} M \tag{5.9}
\end{equation*}
$$

By Grönwall's inequality applied to (5.8) we obtain

$$
\sum_{j=1}^{N}\left|\int_{s_{j}(t)} u d l\right| \leq e^{C_{1} t}\left(C_{2} t+C_{R} L_{0}^{1 / 2}\left\|u_{0}\right\|_{L^{2}(\Omega)}\right)
$$

so (a) holds on $[0, \omega+\eta]$ too, contrary to the maximality of $\omega$.
Now, after we established that (a) holds for all $t<T_{m} a x$, the first inclusion of (5.5) implies the lower bound on $T_{m} a x$, and the second inclusion of (5.5) implies the upper bound, i.e.,

$$
T_{U} \geq T_{\max } \geq T_{L}
$$

(e) Since all the velocities $V_{i}$ 's are negative and $Q(s(t))$ decreases in time, then the only possibility of extinction is that $s(t)$ shrinks to a point.

We showed that integrals of $u$ over $s(t)$ remain bounded throughout the evolution. We shall prove a stronger result, namely that $u$ itself remains bounded.

ThEOREM 5.3. Under the assumptions of the previous theorem, we have

$$
\|u(t)\|_{L^{\infty}(\Omega)} \leq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}+C\left(L_{0}\right)
$$

Proof. We claim that the compatibility condition (3.4) implies that $\left\|u_{0}\right\|_{L^{\infty}(\Omega)}$ is finite for

$$
u_{0}-\sum_{j=1}^{N} f_{j}(0) V_{j}(0)=h \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)
$$

On the other hand by [Ry2, Lemma 3.3], $f_{i}(0)$ may be decomposed in the following way:

$$
f_{i}(0)=\varphi g_{i}+r_{i}
$$

where $\varphi \in C_{0}^{\infty}(\Omega), g_{i} \in H^{\sigma}\left(\mathbb{R}^{2}\right)(\sigma \in(1,3 / 2)$ is arbitrary $)$, and $r_{i} \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Our claim now follows from the Sobolev embedding theorem.

We use the variation of constants formula (3.6). Next, we apply $-\Delta$ to both sides. After setting $u=-\Delta U$ we obtain

$$
u(t)=e^{\Delta t / \epsilon} u_{0}-\frac{1}{\epsilon} \int_{0}^{t} \Delta e^{\Delta(t-\tau) / \epsilon} \sum_{i=1}^{N} f_{i}(\tau) V_{i}(\tau) d \tau
$$

By the maximum principle $\left\|e^{\Delta t / \epsilon} u_{0}\right\|_{L^{\infty}(\Omega)} \leq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}$. Let us pick $\alpha \in\left(\frac{1}{2}, 1\right)$, then by the embedding theorem (see [Hn, Theorem 1.6.1]) $X^{\alpha} \subset C^{0, \mu}(\Omega)$, where $0 \leq \mu<2 \alpha-1$. Hence we have

$$
\begin{aligned}
\|u(t)\|_{L^{\infty}(\Omega)} & \leq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}+\frac{1}{\epsilon}\left\|\int_{0}^{t} \Delta e^{\Delta(t-\tau) / \epsilon} \sum_{i=1}^{N} f_{i}(\tau) V_{i}(\tau) d \tau\right\|_{X^{\alpha}} \\
& \leq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}+\frac{1}{\epsilon} \lim _{\eta \rightarrow 0^{+}} \int_{0}^{t-\eta}\left\|(-\Delta)^{1+\alpha} e^{\Delta(t-\tau) / \epsilon} \sum_{i=1}^{N} f_{i}(\tau) V_{i}(\tau)\right\|_{L^{2}(\Omega)} d \tau \\
& \leq\left\|u_{0}\right\|_{L^{\infty}(\Omega)} \\
& +\frac{1}{\epsilon} \lim _{\eta \rightarrow 0^{+}} \int_{0}^{t-\eta}\left\|(-\Delta)^{\alpha} e^{\Delta \frac{(t-\tau)}{2 \epsilon}} \Delta e^{\Delta \frac{(t-\tau)}{2 \epsilon}} \sum_{i=1}^{N} f_{i}(\tau) V_{i}(\tau)\right\|_{L^{2}(\Omega)} d \tau \\
& =\left\|u_{0}\right\|_{L^{\infty}(\Omega)}+J
\end{aligned}
$$

We estimate $J$ using Lemma 3.5 and [He, Theorem 1.4.3]. This yields

$$
J \leq C_{\alpha} \lim _{\eta \rightarrow 0^{+}} \int_{0}^{t-\eta} \frac{(2 \epsilon)^{\alpha}}{(t-\tau)^{\alpha}} \sum_{i=1}^{N}\left\|\int_{s_{i}(\tau)} G\left(x, y, \frac{t-\tau}{2 \epsilon}\right) d l(y)\right\|_{L^{2}(\Omega)}\left|V_{i}(\tau)\right| d \tau
$$

The problem now is to bound the integral involving the Green function. It is a simple task using the Schwarz inequality, (3.12), and an inequality $t^{-2} \exp \left(-|\xi|^{2} / t\right) \leq$ $A t^{-1} \exp \left(-|\xi|^{2} /(2 t)\right)$,

$$
\begin{aligned}
\int_{\Omega}\left(\int_{s_{i}(\tau)} G(x, y, \zeta) d l(y)\right)^{2} d x & \leq \int_{\Omega}\left|s_{i}(\tau)\right| \int_{s_{i}(\tau)} G^{2}(x, y, \zeta) d l(y) d x \\
& \leq 2 L_{i}(\tau) \int_{s_{i}(\tau)} \int_{\Omega}\left(K_{\zeta}^{2}(x-y)+H^{2}(x, y, \zeta)\right) d x d l(y) \\
& \leq 2 L_{i}(\tau) \int_{s_{i}(\tau)}\left(A+\|H\|_{L^{\infty}\left(\Omega \times \Omega_{h} \times\left[0, T_{\max }\right]\right)}^{2}\right) d l(y) \\
& \leq A^{\prime} L_{i}^{2}(\tau)
\end{aligned}
$$

where $h=\operatorname{dist}\left(s_{0}, \partial \Omega\right), \zeta=(t-\tau) /(2 \epsilon)$, and $A^{\prime}$ is independent of $T_{m}$ ax. Combining the above inequality with (5.4) yields

$$
J \leq C_{\alpha} \epsilon^{\alpha} \int_{0}^{t}(t-\tau)^{-\alpha} \sum_{i=1}^{N} \frac{L_{i}(\tau)(1+\delta)}{\beta L_{i}(\tau)} d \tau
$$

Finally,

$$
\|u(t)\|_{L^{\infty}(\Omega)} \leq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}+J \leq\left\|u_{0}\right\|_{L^{\infty}(\Omega)}+C^{\prime} T_{U}^{(1-\alpha)}
$$

Since $T_{U}$ can be bounded in terms of $L(0)$ our theorem follows.
We close by stating a simple estimate for perimeter of $s(t)$.
Corollary 5.4. Under the assumptions of Theorem 5.2, we have

$$
L(t) \geq C\left(T_{\max }-t\right)^{1 / 2}
$$

Proof. To see this we differentiate $L(t)$

$$
L^{\prime}(t)=-\sum_{i=1}^{N} V_{i} \kappa=-\kappa \beta^{-1} \sum_{i=1}^{N}\left(\Gamma-\int_{s_{i}} u d l\right) L_{i}^{-1}(t) \leq-\Gamma(1-\delta) \kappa \beta^{-1} \sum_{i=1}^{N} L_{i}^{-1}(t)
$$

Since $L_{i} \geq \min L_{i} \geq \Lambda_{1}^{-1} \max L_{i} \geq \Lambda_{1}^{-1} N^{-1} L$ we obtain for $C_{u}=\Gamma(1-\delta) \kappa \Lambda_{1} N \beta^{-1}$

$$
L^{\prime}(t) \leq-C_{u} L^{-1}
$$

Our result follows immediately from this differential inequality.
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#### Abstract

Using the matrix Riemann-Hilbert factorization approach for nonlinear evolution systems which take the form of Lax-pair isospectral deformations and whose corresponding Lax operators contain both discrete and continuous spectra, we obtain the leading-order asymptotics as $t \rightarrow \pm \infty$ of the solution to the Cauchy problem for the modified nonlinear Schrödinger equation, $i \partial_{t} u+$ $\frac{1}{2} \partial_{x}^{2} u+|u|^{2} u+i s \partial_{x}\left(|u|^{2} u\right)=0, s \in \mathbb{R}_{>0}$, which is a model for nonlinear pulse propagation in optical fibers in the subpicosecond time scale. Also derived are analogous results for two gauge-equivalent nonlinear evolution equations-in particular, the derivative nonlinear Schrödinger equation $i \partial_{t} q+$ $\partial_{x}^{2} q-i \partial_{x}\left(|q|^{2} q\right)=0$. As an application of these asymptotic results, explicit expressions for position and phase shifts of solitons in the presence of the continuous spectrum are calculated.
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1. Introduction. With the current emphasis on the utilization of optical fibers, capable of supporting solitons, as the communication channel in the practical realization and implementation of all-optical (lightwave), ultrahigh-bit-rate, long-distance communication systems using the return-to-zero (RZ) format for generating the optical bit stream, design issues requiring the consideration of several factors, e.g., soliton widths and intersoliton spacings, are intimately related to the study of the fundamental dynamical processes associated with the propagation of high-power ultrashort pulses in optical fibers (at the present stage of technology, these systems can at best still only be called near-soliton(ic)-based) [1, 2, 3]. The standard, classical mathematical model for nonlinear pulse propagation in the picosecond time scale in the anomalous dispersion regime in an isotropic, homogeneous, lossless, nonamplifying, polarization-preserving single-mode optical fiber is the nonlinear Schrödinger equation (NLSE) [1, 2, 3, 4]. However, experiments and theories on the propagation of highpower ultrashort pulses in the subpicosecond-femtosecond time scale in monomode optical fibers have shown that the NLSE is no longer a valid model and that additional nonlinear terms (dispersive and dissipative) and higher-order linear dispersion must be taken into account: in this case, pulse-like propagation is described (in dimensionless and normalized form) by the following nonlinear evolution equation (NLEE) $[1,2,3]$ :

$$
\begin{equation*}
i \partial_{z} u+\frac{1}{2} \partial_{\tau}^{2} u+|u|^{2} u+i s \partial_{\tau}\left(|u|^{2} u\right)=-i \widetilde{\Gamma} u+i \breve{\delta} \partial_{\tau}^{3} u+\frac{\widetilde{\tau}_{n}}{\widetilde{\tau}_{0}} u \partial_{\tau}\left(|u|^{2}\right) \tag{1}
\end{equation*}
$$

where $u$ is the slowly varying amplitude of the complex field envelope, $z$ is the propagation distance along the fiber length, $\tau$ is the time measured in a frame of reference

[^40]moving with the pulse at the group velocity, $s \in \mathbb{R}_{>0}$ governs the effects due to the intensity dependence of the group velocity (self-steepening), $\widetilde{\Gamma}$ is the intrinsic fiber loss, $\breve{\delta}$ governs the effects of the third-order linear dispersion, and $\widetilde{\tau}_{n} / \widetilde{\tau}_{0}$ governs the soliton self-frequency shift effect.

Since, under typical operating conditions, $\widetilde{\Gamma}, \breve{\delta}$, and $\widetilde{\tau}_{n} / \widetilde{\tau}_{0}$ are small parameters $[1,2,3]$, a strategy to study the solutions of (1), for which the nonlinear effects dominate the higher-order linear dispersive effect, is to set the right-hand side equal to zero, thus obtaining the following NLEE (integrable in the sense of the inverse scattering method (ISM) $[5,6,7]$ ):

$$
\begin{equation*}
i \partial_{t} u+\frac{1}{2} \partial_{x}^{2} u+|u|^{2} u+i s \partial_{x}\left(|u|^{2} u\right)=0 \tag{2}
\end{equation*}
$$

which hereafter is called the modified nonlinear Schrödinger equation (MNLSE) (the physical variables $z$ and $\tau$ have been mapped isomorphically onto the mathematical $t$ and $x$ variables, which are standard in the ISM context) and to treat (1) as a nonintegrable perturbation of the MNLSE. From the above discussion, it is clear that perturbations of multisoliton solutions of the MNLSE can be very important in the physical context, related to optical fibers [1, 2, 3]. Since practical lasers excite not only the soliton(ic) mode(s) but also an entire continuum of linear-like dispersive (radiative) waves, to have physically meaningful and practically representative results, it is necessary to investigate solutions of the MNLSE under general initial (launching, in the optical fiber literature $[1,2,3]$ ) conditions, without any artificial restrictions and/or constraints, which have both soliton(ic) and nonsoliton(ic) (continuum) components: it is towards such a solution that the initial pulse launched into an optical fiber is evolving asymptotically [8]. In physical terms, the pulse adjusts its width as it propagates along the optical fiber to evolve into a (multi)soliton, and a part of the pulse energy is shed in the form of dispersive waves in the process: normally, these dispersive waves form a low-level broadband background radiation that accompanies the (multi)soliton $[1,2,3,8]$. From the physical point of view, therefore, it is important to understand how the continuum and the (near)soliton(s) interact and to be able to derive an explicit functional form for this process. Since (2) is integrable via the ISM, we can use one of the techniques developed in the framework of this approach to solve the aforementioned problem; in particular, in this paper the matrix Riemann-Hilbert (RH) factorization method is applied.

For several soliton-bearing equations, e.g., KdV, Landau-Lifshitz, NLS, sineGordon and MKdV, it is known that the dominant $(\mathcal{O}(1))$ asymptotic $(t \rightarrow \pm \infty)$ effect of the continuous spectra on the multisoliton solutions is a shift in phase and position of their constituent solitons $[9,10,11,12]$ : as will be shown in this paper, an analogous, though analytically more complicated, situation takes place for the MNLSE (the additional complexification occurs due to the nonstandard normalization of the associated RH problem). While the abovementioned works deal only with the leading-order $(\mathcal{O}(1))$ asymptotic term, in this paper, for the MNLSE, not only the leading-order, but the next-to-leading-order $\left(\mathcal{O}\left(t^{-1 / 2}\right)\right)$ term as well is derived; in particular, besides inducing an $\mathcal{O}(1)$ position and phase shift on the multisoliton solution, this $\mathcal{O}\left(t^{-1 / 2}\right)$ term represents the evolution of the continuum component (dispersive wavetrain $[1,2,3]$ ) as well as the nontrivial interaction (overlap) of the soliton and continuum components of the solution. It is worth mentioning that, even though there have been several papers $[13,14]$ devoted to studying the soliton solutions of the MNLSE, to the best of our knowledge, very little, if anything, was known about its solution(s) for the class of nonreflectionless initial data until very recently [15]. In
the framework of the ISM, an asymptotic analysis of the aforementioned solution for the MNLSE can be divided into two stages: (1) the investigation of the continuum (solitonless) component of the solution $[16,17,18,19,20,21]$; and (2) the inclusion of the (multi)soliton component via the application of a "dressing" procedure [22, 23] to the continuum background. In this paper, the abovementioned asymptotic paradigm is carried out systematically for the MNLSE: the results obtained in this paper are formulated as Theorems 2.1-2.3.

This paper is organized as follows. In section 2, a matrix RH problem for the solution of an NLEE gauge-equivalent to equation (2) is stated, and the results of this paper are summarized as Theorems 2.1-2.3. In section 3, an extended RH problem is formulated and shown to be equivalent to the original one stated in section 2, and as $t \rightarrow+\infty$, it is shown that the solution of the extended RH problem converges, modulo exponentially decreasing terms, to the solution of a model RH problem. In section 4, the Beals-Coifman [24, 25] formulation for the solution of an RH problem on an oriented contour is succinctly recapitulated, and the model RH problem is solved asymptotically as $t \rightarrow+\infty$ for the Schwartz class of nonreflectionless generic potentials. In section 5 , a phase integral which is associated with the nonstandard normalization of the abovementioned RH problem is evaluated asymptotically as $t \rightarrow+\infty$. Finally, in section 6 the asymptotic analysis as $t \rightarrow-\infty$ is presented.
2. The RH problem and summary of results. In this section, the matrix RH problem is stated, and the main results of the paper are formulated as Theorems 2.12.3. Before doing so, however, it is necessary to introduce some notation and definitions which are used throughout the paper.

Notational conventions.
(1) $e_{\alpha \beta}, \alpha, \beta \in\{1,2\}$, denote $2 \times 2$ matrices with entry 1 in $(\alpha \beta),\left(e_{\alpha \beta}\right)_{i j}:=\delta_{\alpha i} \delta_{\beta j}$, $i, j \in\{1,2\}$, where $\delta_{i j}$ is the Kronecker delta;
(2) $\mathrm{I}:=e_{11}+e_{22}=\operatorname{diag}(1,1)$ denotes the $2 \times 2$ identity matrix;
(3) $\sigma_{3}:=e_{11}-e_{22}=\operatorname{diag}(1,-1), \sigma_{-}:=e_{21}, \sigma_{+}:=e_{12}$, and $\sigma_{1}:=\sigma_{-}+\sigma_{+}$;
(4) for a scalar $\varpi$ and a $2 \times 2$ matrix $\Upsilon$, $\varpi^{\operatorname{ad}\left(\sigma_{3}\right)} \Upsilon:=\varpi^{\sigma_{3}} \Upsilon \varpi^{-\sigma_{3}}$;
(5) $\overline{(\bullet)}$ denotes complex conjugation of $(\bullet)$;
(6) $M_{2}(\mathbb{C})$ denotes the $2 \times 2$ complex matrix algebra with the following inner product $\left((\cdot, \cdot): M_{2}(\mathbb{C}) \times M_{2}(\mathbb{C}) \rightarrow \mathbb{C}\right), \forall a, b \in M_{2}(\mathbb{C}),(a, b):=\operatorname{tr}(\bar{b} a)$, and (for $a \in M_{2}(\mathbb{C})$ ) the norm on $M_{2}(\mathbb{C})$ is defined as $|a|:=\sqrt{(a, a)}$;
(7) $\mathcal{L}^{p}\left(D ; M_{2}(\mathbb{C})\right):=\left\{f ; f: D \rightarrow M_{2}(\mathbb{C}), \|\left. f\right|_{\mathcal{L}^{p}\left(D ; M_{2}(\mathbb{C})\right)}:=\left(\int_{D}|f(\varrho)|^{p}|d \varrho|\right)^{1 / p}<\right.$ $\infty, p \in\{1,2\}\} ;$
(8) $\mathcal{L}^{\infty}\left(D ; M_{2}(\mathbb{C})\right):=\left\{g ; g: D \rightarrow M_{2}(\mathbb{C}),\|g\|_{\mathcal{L}^{\infty}\left(D ; M_{2}(\mathbb{C})\right)}:=\max _{1 \leq i, j \leq 2} \sup _{\varrho \in D}\right.$ $\left.\left|g_{i j}(\varrho)\right|<\infty\right\}$
(9) for $D$ an unbounded domain of $\mathbb{R} \cup i \mathbb{R}$, let $\mathcal{S}(D ; \mathbb{C})$ (resp., $\mathcal{S}\left(D ; M_{2}(\mathbb{C})\right.$ )) denote the Schwartz class on $D$, i.e., the class of smooth $\mathbb{C}$-valued (resp., $M_{2}(\mathbb{C})$ valued) functions $f(x): D \rightarrow \mathbb{C}$ (resp., $F(x): D \rightarrow M_{2}(\mathbb{C})$ ) which together with all derivatives tend to zero faster than any positive power of $|x|^{-1}$ as $|x| \rightarrow \infty$.
In this paper, as in [15], along with the MNLSE, the following NLEEs are studied:

$$
\begin{equation*}
i \partial_{t} Q+\partial_{x}^{2} Q+i Q^{2} \partial_{x} \bar{Q}+\frac{1}{2} Q|Q|^{4}=0 \tag{3}
\end{equation*}
$$

with initial condition $Q(x, 0) \in \mathcal{S}(\mathbb{R} ; \mathbb{C})$, and the derivative nonlinear Schrödinger equation (DNLSE),

$$
\begin{equation*}
i \partial_{t} q+\partial_{x}^{2} q-i \partial_{x}\left(|q|^{2} q\right)=0 \tag{4}
\end{equation*}
$$

with initial condition $q(x, 0) \in \mathcal{S}(\mathbb{R} ; \mathbb{C})$. To recall the relations between the solutions of these NLEEs, the following propositions are formulated.

Proposition 2.1 (see [26]). The necessary and sufficient condition for the compatibility of the following system of linear ODEs (the Lax pair) for arbitrary $\lambda \in \mathbb{C}$ :

$$
\begin{equation*}
\partial_{x} \Psi(x, t ; \lambda)=U(x, t ; \lambda) \Psi(x, t ; \lambda), \quad \partial_{t} \Psi(x, t ; \lambda)=V(x, t ; \lambda) \Psi(x, t ; \lambda) \tag{5}
\end{equation*}
$$

where

$$
\begin{gathered}
U(x, t ; \lambda)=-i \lambda^{2} \sigma_{3}+\lambda\left(\bar{Q} \sigma_{-}+Q \sigma_{+}\right)-\frac{i}{2}|Q|^{2} \sigma_{3} \\
V(x, t ; \lambda)=2 \lambda^{2} U(x, t ; \lambda)-i \lambda\left(\left(\partial_{x} \bar{Q}\right) \sigma_{-}-\left(\partial_{x} Q\right) \sigma_{+}\right)+\left(\frac{i}{4}|Q|^{4}+\frac{1}{2}\left(\bar{Q} \partial_{x} Q-Q \partial_{x} \bar{Q}\right)\right) \sigma_{3}
\end{gathered}
$$

is that $Q(x, t)$ satisfies $(3)$.
Proof. Equation (3) is the Frobenius compatibility condition for system (5).
Proposition 2.2. Let $Q(x, t)$ be a solution of (3). Then there exists a corresponding solution of system (5) such that $\Psi(x, t ; 0)$ is a diagonal matrix.

Proof. For given $Q(x, t)$, let $\widehat{\Psi}(x, t ; \lambda)$ be a solution of system (5) which exists in accordance with Proposition 2.1. Setting $\lambda=0$ in system (5), one gets that $\widehat{\Psi}(x, t ; 0)=$ $\exp \left\{-\frac{i \sigma_{3}}{2} \int_{x_{0}}^{x}|Q(\varrho, t)|^{2} d \varrho\right\} \widehat{\mathcal{K}}(\lambda)$, for some $x_{0} \in \mathbb{R}$ and nondegenerate matrix $\widehat{\mathcal{K}}(\lambda)$ which is independent of $x$ and $t$. The function $\Psi(x, t ; \lambda):=\widehat{\Psi}(x, t ; \lambda)(\widehat{\mathcal{K}}(\lambda))^{-1}$ is the solution of system (5) which is diagonal at $\lambda=0$.

Proposition 2.3 (see [27]). Let $Q(x, t)$ be a solution of $(3)$ and $\Psi(x, t ; \lambda)$ the corresponding solution of system (5) given in Proposition 2.2. Set $\Psi_{q}(x, t ; \lambda):=\Psi^{-1}(x, t ; 0)$ $\Psi(x, t ; \lambda)$. Then
(6) $\partial_{x} \Psi_{q}(x, t ; \lambda)=\mathcal{U}_{q}(x, t ; \lambda) \Psi_{q}(x, t ; \lambda), \quad \partial_{t} \Psi_{q}(x, t ; \lambda)=\mathcal{V}_{q}(x, t ; \lambda) \Psi_{q}(x, t ; \lambda)$,
where

$$
\begin{gather*}
\mathcal{U}_{q}(x, t ; \lambda)=-i \lambda^{2} \sigma_{3}+\lambda\left(\bar{q} \sigma_{-}+q \sigma_{+}\right)  \tag{7}\\
\mathcal{V}_{q}(x, t ; \lambda)=\left(\begin{array}{cc}
-2 i \lambda^{4}-i \lambda^{2}|q|^{2} & 2 \lambda^{3} q+i \lambda \partial_{x} q+\lambda|q|^{2} q \\
2 \lambda^{3} \bar{q}-i \lambda \partial_{x} \bar{q}+\lambda|q|^{2} \bar{q} & 2 i \lambda^{4}+i \lambda^{2}|q|^{2}
\end{array}\right), \tag{8}
\end{gather*}
$$

with $q(x, t)$ defined by

$$
\begin{equation*}
q(x, t):=Q(x, t)\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2} \tag{9}
\end{equation*}
$$

being the "Kaup-Newell" [28] Lax pair for the DNLSE.
Proof. Differentiating $\Psi_{q}(x, t ; \lambda):=\Psi^{-1}(x, t ; 0) \Psi(x, t ; \lambda)$ with respect to $x$ and $t$ and using the fact that $\Psi(x, t ; 0)=\exp \left\{-\frac{i \sigma_{3}}{2} \int_{x_{0}}^{x}|Q(\varrho, t)|^{2} d \varrho\right\}$, for some $x_{0} \in \mathbb{R}$, and $\Psi(x, t ; \lambda)$ satisfy system (5) for $\lambda=0$ and $\lambda \in \mathbb{C} \backslash\{0\}$, resp., defining $q(x, t)$ as in (9), one gets that $\Psi_{q}(x, t ; \lambda)$ satisfies system $(6)$, where $\mathcal{U}_{q}(x, t ; \lambda)$ and $\mathcal{V}_{q}(x, t ; \lambda)$ are given by (7) and (8): (4) is the Frobenius compatibility condition for system (6).

Proposition 2.4. If $q(x, t)$ is a solution of the $D N L S E$ such that $q(x, 0) \in \mathcal{S}(\mathbb{R}$; $\mathbb{C})$, then

$$
\begin{equation*}
u(x, t):=\frac{1}{\sqrt{2 s}} \exp \left\{\frac{i}{s}\left(x-\frac{t}{2 s}\right)\right\} q\left(\frac{t}{s}-x, \frac{t}{2}\right) \tag{10}
\end{equation*}
$$



FIG. 1. Continuous spectrum $\widehat{\Gamma}$.
satisfies the MNLSE with initial condition $u(x, 0) \in \mathcal{S}(\mathbb{R} ; \mathbb{C})$.
Proof. The proof is by direct substitution.
Remark 2.1. A convention is now adopted which is adhered to strictly throughout the paper: for each segment of an oriented contour, according to the given orientation, the " + " side is to the left and the "-" side is to the right as one traverses the contour in the direction of the orientation; hence, $(\bullet)_{+}$and $(\bullet)_{-}$denote, resp., the nontangential limits (boundary values) of $(\bullet)$ on an oriented contour from the "+" (left) and "-" (right) sides.

Before stating the matrix RH problem which is investigated asymptotically (as $t \rightarrow \pm \infty$ ) in this paper (see Lemma 2.1), it will be convenient to introduce the following notation: let $\mathcal{Z}_{d}:=\cup_{i=1}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)$ and $\widehat{\Gamma}:=\left\{\lambda ; \Im\left(\lambda^{2}\right)=0\right\}$ (oriented as in Figure 1) denote, resp., the discrete and continuous spectra of the operator $\partial_{x}-U(x, t ; \lambda)$, and $\sigma_{\notin}:=\operatorname{Spec}\left(\partial_{x}-U\right)=\mathcal{Z}_{d} \cup \widehat{\Gamma}\left(\mathcal{Z}_{d} \cap \widehat{\Gamma}=\emptyset\right)$.

Lemma 2.1. Let $Q(x, t)$, as a function of $x, \in \mathcal{S}(\mathbb{R} ; \mathbb{C})$. Set

$$
m(x, t ; \lambda):=\Psi(x, t ; \lambda) \exp \left\{i\left(\lambda^{2} x+2 \lambda^{4} t\right) \sigma_{3}\right\} .
$$

Then (1) the bounded discrete set $\mathcal{Z}_{d}$ is finite $\left(\operatorname{card}\left(\mathcal{Z}_{d}\right)<\infty\right) ;(2)$ the poles of $m(x, t ; \lambda)$ are simple; (3) the first (resp., second) column of $m(x, t ; \lambda)$ has poles at $\left\{ \pm \lambda_{i}\right\}_{i=1}^{N}$ (resp., $\left.\left\{ \pm \overline{\lambda_{i}}\right\}_{i=1}^{N}\right)$; and (4) for all $t \in \mathbb{R}$ the function $m(x, t ; \lambda): \mathbb{C} \backslash\left(\mathcal{Z}_{d} \cup \widehat{\Gamma}\right) \rightarrow \operatorname{SL}(2, \mathbb{C})$ solves the following RH problem:
a. $m(x, t ; \lambda)$ is meromorphic for all $\lambda \in \mathbb{C} \backslash \widehat{\Gamma}$;
b. $m(x, t ; \lambda)$ satisfies the following jump conditions:

$$
m_{+}(x, t ; \lambda)=m_{-}(x, t ; \lambda) v(x, t ; \lambda), \quad \lambda \in \widehat{\Gamma}
$$

where

$$
v(x, t ; \lambda):=\exp \left\{-i\left(\lambda^{2} x+2 \lambda^{4} t\right) \operatorname{ad}\left(\sigma_{3}\right)\right\}\left(\begin{array}{cc}
1-r(\lambda) \overline{r(\bar{\lambda})} & r(\lambda) \\
-\overline{r(\bar{\lambda})} & 1
\end{array}\right)
$$

$r(\lambda)$, the reflection coefficient associated with the direct scattering problem for the operator $\partial_{x}-U(x, t ; \lambda)$, satisfies $r(-\lambda)=-r(\lambda)$, and $r(\lambda) \in \mathcal{S}(\widehat{\Gamma} ; \mathbb{C})$;
c. for the simple poles of $m(x, t ; \lambda)$ at $\left\{ \pm \lambda_{j}\right\}_{j=1}^{N}$ and $\left\{ \pm \overline{\lambda_{j}}\right\}_{j=1}^{N}$, there exist nilpotent matrices $\left\{v_{j}(x, t) \sigma_{-}\right\}_{j=1}^{N}$ and $\left\{\overline{v_{j}(x, t)} \sigma_{+}\right\}_{j=1}^{N}$, resp., such that the residues, for $1 \leq j \leq N$, satisfy the (Beals-Coifman $[24,25]$ ) polar conditions

$$
\begin{aligned}
& \operatorname{res}\left(m(x, t ; \lambda) ; \lambda_{j}\right)=\lim _{\lambda \rightarrow \lambda_{j}} m(x, t ; \lambda) v_{j}(x, t) \sigma_{-} \\
& \operatorname{res}\left(m(x, t ; \lambda) ;-\lambda_{j}\right)=-\sigma_{3} \operatorname{res}\left(m(x, t ; \lambda) ; \lambda_{j}\right) \sigma_{3} \\
& \operatorname{res}\left(m(x, t ; \lambda) ; \overline{\lambda_{j}}\right)=\lim _{\lambda \rightarrow \overline{\lambda_{j}}} m(x, t ; \lambda) \overline{v_{j}(x, t)} \sigma_{+} \\
& \operatorname{res}\left(m(x, t ; \lambda) ;-\overline{\lambda_{j}}\right)=-\sigma_{3} \operatorname{res}\left(m(x, t ; \lambda) ; \overline{\lambda_{j}}\right) \sigma_{3}
\end{aligned}
$$

where $v_{j}(x, t):=C_{j} \exp \left\{2 i\left(\lambda_{j}^{2} x+2 \lambda_{j}^{4} t\right)\right\}$, and $C_{j}$ are complex constants associated with the direct scattering problem for the operator $\partial_{x}-U(x, t ; \lambda)$;
d. as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\mathcal{Z}_{d} \cup \widehat{\Gamma}\right)$,

$$
m(x, t ; \lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right)
$$

Proof. Conditions (1)-(4) follow from the results given in [15, 24, 29, 30].
Lemma 2.2. Let $\|r\|_{\mathcal{L}^{\infty}(\mathbb{R} ; \mathbb{C})}:=\sup _{\lambda \in \mathbb{R}}|r(\lambda)|<1$. Then (1) the RH problem formulated in Lemma 2.1 is uniquely solvable; (2) $\Psi(x, t ; \lambda)=m(x, t ; \lambda) \exp \left\{-i\left(\lambda^{2} x+\right.\right.$ $\left.\left.2 \lambda^{4} t\right) \sigma_{3}\right\}$ is the solution of system (5) with

$$
\begin{equation*}
Q(x, t):=2 i \lim _{\lambda \rightarrow \infty}(\lambda m(x, t ; \lambda))_{12} \tag{11}
\end{equation*}
$$

(3) the function $Q(x, t)$ defined by (11) satisfies equation (3), and

$$
\begin{equation*}
q(x, t):=Q(x, t)\left(\left(m^{-1}(x, t ; 0)\right)_{11}\right)^{2} \tag{12}
\end{equation*}
$$

satisfies the $D N L S E$; and (4) $m(x, t ; \lambda)$ possesses the following symmetry reductions: $m(x, t ; \lambda)=\sigma_{3} m(x, t ;-\lambda) \sigma_{3}$ and $m(x, t ; \lambda)=\sigma_{1} \overline{m(x, t ; \bar{\lambda})} \sigma_{1}$.

If $r(\lambda) \in \mathcal{S}(\widehat{\Gamma} ; \mathbb{C})$, then, for any $t \in \mathbb{R}, Q(x, t)($ resp., $q(x, t))$, as a function of $x$, $\in \mathcal{S}(\mathbb{R} ; \mathbb{C})$.

Proof. The solvability of the RH problem (formulated in Lemma 2.1) is a consequence of Theorem 9.3 in [31] and the vanishing winding number of $1-r(\lambda) \overline{r(\bar{\lambda})}$, $\int_{\widehat{\Gamma}} d(\arg (1-r(\lambda) \overline{r(\bar{\lambda})}))=\sum_{l \in\{\geq\}} \mathrm{s}(l) \mathrm{n}(l)=0$, where $\mathrm{s}(>)=-\mathrm{s}(<)=1$, and $\mathrm{n}\binom{>}{<}:=$ $\operatorname{card}\left(\left\{\lambda_{j} ; \Im\left(\lambda_{j}^{2}\right) \geq 0\right\}\right)$; items (2) and (4) can be verified through straightforward calculations, and the fact that $q(x, t)$ (equation (12)) satisfies the DNLSE follows from Proposition 2.3 and the definition of $m(x, t ; \lambda)$.

Remark 2.2. In fact, in this paper, the solvability of the RH problem for $\|r\|_{\mathcal{L}^{\infty}(\mathbb{R} ; \mathbb{C})}$ $<1$ is proved for all sufficiently large $|t|$ : the solvability of the RH problem for $\|r\|_{\mathcal{L}^{\infty}(\widehat{\Gamma})}<1$ in the solitonless sector, $\mathcal{Z}_{d} \equiv \emptyset$, for all sufficiently large $|t|$ was proved in [15]. Note: the condition $\|r\|_{\mathcal{L}^{\infty}(\widehat{\Gamma})}<1$, which appears in [15], is restrictive and can be replaced by the weaker condition $\|r\|_{\mathcal{L}^{\infty}(\mathbb{R} ; \mathbb{C})}<1$.

Before summarizing the main results of this paper, namely, Theorems 2.1-2.3, some further preamble is required: (1) the Kaup-Newell parametrization [28] is adopted for the discrete eigenvalues, $\lambda_{j}:=\Delta_{j} \exp \left\{\frac{i}{2}\left(\pi-\gamma_{j}\right)\right\}, \Delta_{j}>0, \gamma_{j} \in(0, \pi), 1 \leq j \leq N$, and $\lambda_{j}^{2}:=\xi_{j}+i \eta_{j}$, where $\xi_{j}=-\Delta_{j}^{2} \cos \gamma_{j}$ and $\eta_{j}=\Delta_{j}^{2} \sin \gamma_{j}$ (note that, with this parametrization, $\left\{ \pm \lambda_{i}\right\}_{i=1}^{N}$ (resp., $\left\{ \pm \overline{\lambda_{i}}\right\}_{i=1}^{N}$ ) lie in the 1st and 3rd quadrants (resp., 2nd and 4 th quadrants) of the complex plane of the auxiliary spectral parameter, $\lambda$ ); and (2) it is
supposed throughout that $\xi_{i} \neq \xi_{j}, 1 \leq i \neq j \leq N$, so that it is convenient to choose the following enumeration for the points of the discrete spectrum (ordering of the solitons), $\xi_{1}>\cdots>\xi_{n}>\cdots>\xi_{N}$.

Remark 2.3. Even though the "symbol" ("notation") $C(z)$ appearing in the various final error estimations is not the same and should be properly denoted as $C_{1}(z)$, $C_{2}(z)$, etc., the simplified "notation" $C(z)$ is retained throughout since the principal concern here is not its explicit functional $z$-dependence but rather the functional class(es) to which it belongs. Throughout the paper, $M \in \mathbb{R}_{>0}$ is a fixed constant.

Remark 2.4. In Theorems 2.1-2.3 (see below), one should keep the upper signs as $t \rightarrow+\infty$ and the lower signs as $t \rightarrow-\infty$ everywhere.

ThEOREM 2.1. Let $m(x, t ; \lambda)$ be the solution of the RH problem formulated in Lemma 2.1 with the condition $\|r\|_{\mathcal{L}^{\infty}(\mathbb{R} ; \mathbb{C})}<1$ and $Q(x, t)$ be defined by (11). Then as $t \rightarrow \pm \infty$ and $x \rightarrow \mp \infty$ such that $\lambda_{0}:=\frac{1}{2} \sqrt{-\frac{x}{t}}>M$ and $(x, t) \in \Omega_{n}:=\{(x, t) ; x-$ $\left.4 t \Delta_{n}^{2} \cos \gamma_{n}:=l_{n}(t)=\mathcal{O}(1)\right\}$, for those $\gamma_{n} \in\left(\frac{\pi}{2}, \pi\right)$,

$$
\begin{equation*}
Q(x, t)=Q_{\mathrm{as}}^{ \pm}(x, t)+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right) \ln |t|}{t}\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{\mathrm{as}}^{ \pm}(x, t):=Q_{ \pm}^{\mathcal{S}}(x, t)+Q_{ \pm}^{\mathcal{C}}(x, t)+Q_{ \pm}^{\mathcal{S C}}(x, t) \tag{14}
\end{equation*}
$$

with

$$
\begin{gather*}
\delta^{+}(\lambda ; z)=\exp \left\{\int_{0}^{z} \frac{\varrho \ln \left(1-|r(\varrho)|^{2}\right)}{\left(\varrho^{2}-\lambda^{2}\right)} \frac{d \varrho}{\pi i}-\int_{0}^{\infty} \frac{\varrho \ln \left(1+|r(i \varrho)|^{2}\right)}{\left(\varrho^{2}+\lambda^{2}\right)} \frac{d \varrho}{\pi i}\right\}  \tag{18}\\
\delta^{-}(\lambda ; z)=\exp \left\{\int_{z}^{\infty} \frac{\varrho \ln \left(1-|r(\varrho)|^{2}\right)}{\left(\varrho^{2}-\lambda^{2}\right)} \frac{d \varrho}{\pi i}\right\}  \tag{19}\\
Q_{ \pm}^{\mathcal{C}}(x, t)=\sqrt{ \pm \frac{\nu\left(\lambda_{0}\right)}{2 \lambda_{0}^{2} t}} \exp \left\{i\left(\phi^{ \pm}\left(\lambda_{0}\right)+\widehat{\Phi}^{ \pm}\left(\lambda_{0} ; t\right)+\frac{\pi}{2}\right)\right\} \\
\nu(z)=-\frac{1}{2 \pi} \ln \left(1-|r(z)|^{2}\right)
\end{gather*}
$$

$$
\begin{equation*}
\phi^{-}(z)=\frac{1}{\pi} \int_{z}^{\infty} \ln \left|\varrho^{2}-z^{2}\right| d \ln \left(1-|r(\varrho)|^{2}\right) \tag{23}
\end{equation*}
$$

$$
\begin{align*}
\phi^{+}(z)= & \frac{1}{\pi} \int_{0}^{z} \ln \left|\varrho^{2}-z^{2}\right| d \ln \left(1-|r(\varrho)|^{2}\right) \\
& -\frac{1}{\pi} \int_{0}^{\infty} \ln \left|\varrho^{2}+z^{2}\right| d \ln \left(1+|r(i \varrho)|^{2}\right) \tag{22}
\end{align*}
$$

$$
\widehat{\Phi}^{ \pm}\left(\lambda_{0} ; t\right)=4 \lambda_{0}^{4} t \mp \nu\left(\lambda_{0}\right) \ln |t| \pm \arg \Gamma\left(i \nu\left(\lambda_{0}\right)\right)+\arg r\left(\lambda_{0}\right) \mp 3 \nu\left(\lambda_{0}\right) \ln 2
$$

$$
\begin{equation*}
+(2 \pm 1) \frac{\pi}{4}+2 \sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\lambda_{0}-\overline{\lambda_{l}}\right)\left(\lambda_{0}+\overline{\lambda_{l}}\right)}{\left(\lambda_{0}-\lambda_{l}\right)\left(\lambda_{0}+\lambda_{l}\right)}\right) \tag{24}
\end{equation*}
$$

$$
Q_{ \pm}^{\mathcal{S C}}(x, t)=-\frac{4\left(\Xi^{ \pm}\right)^{2} \overline{g_{n}^{ \pm}}\left|g_{n}^{ \pm}\right|}{\eta_{n}} \sqrt{ \pm \frac{\nu\left(\lambda_{0}\right)}{2 \lambda_{0}^{2} t}}\left\{\exp \left(i \varphi_{n}^{ \pm}\left(\lambda_{0} ; t\right)\right)\right.
$$

$$
\begin{equation*}
\left.+2 i \cot \left(\gamma_{n}\right) \cos \left(\varphi_{n}^{ \pm}\left(\lambda_{0} ; t\right)\right)\right\} \tag{25}
\end{equation*}
$$

$$
g_{n}^{ \pm}:=\left|g_{n}^{ \pm}\right| \exp \left\{i \arg g_{n}^{ \pm}\right\}
$$

$$
\left|g_{n}^{ \pm}\right|=\left|C_{n} \| \delta^{ \pm}\left(\lambda_{n} ; \lambda_{0}\right)\right|^{-2} \exp \left\{-2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) l_{n}(t)\right\}
$$

$$
\begin{equation*}
\cdot \exp \left\{2 \sum_{l \in L_{ \pm}} \ln \left(\frac{\left|\lambda_{n}-\lambda_{l}\right|\left|\lambda_{n}+\lambda_{l}\right|}{\left|\lambda_{n}-\overline{\lambda_{l}}\right|\left|\lambda_{n}+\overline{\lambda_{l}}\right|}\right)\right\} \tag{26}
\end{equation*}
$$

$$
\arg g_{n}^{ \pm}=\arg C_{n}-2 \arg \delta^{ \pm}\left(\lambda_{n} ; \lambda_{0}\right)+2 \sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\lambda_{n}-\lambda_{l}\right)\left(\lambda_{n}+\lambda_{l}\right)}{\left(\lambda_{n}-\overline{\lambda_{l}}\right)\left(\lambda_{n}+\overline{\lambda_{l}}\right)}\right)
$$

$$
\begin{equation*}
-2 \Delta_{n}^{2}\left(2 t \Delta_{n}^{2}+l_{n}(t) \cos \gamma_{n}\right) \tag{27}
\end{equation*}
$$

$$
\begin{equation*}
\Xi^{ \pm}=\frac{\exp \left\{\frac{i \gamma_{n}}{2}\right\} \exp \left\{2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) l_{n}(t)-\widehat{x}_{n}^{ \pm}\right\}}{2 \cosh \left(\frac{i \gamma_{n}}{2}+2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) l_{n}(t)-\widehat{x}_{n}^{ \pm}\right)} \tag{28}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{n}^{ \pm}\left(\lambda_{0} ; t\right):=\arg g_{n}^{ \pm}+\phi^{ \pm}\left(\lambda_{0}\right)+\widehat{\Phi}^{ \pm}\left(\lambda_{0} ; t\right) \tag{29}
\end{equation*}
$$

$\sum_{l \in L_{+}}:=\sum_{l=n+1}^{N}, \sum_{l \in L_{-}}:=\sum_{l=1}^{n-1}, \Gamma(\cdot)$ is the gamma function [32], and $C\left(\lambda_{0}\right) \in$ $\mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$, and, as $t \rightarrow \pm \infty$ and $x \rightarrow \pm \infty$ such that $\mu_{0}:=\frac{1}{2} \sqrt{\frac{x}{t}}>M$ and $(x, t) \in \mho_{n}:=$ $\left\{(x, t) ;-x+4 t \Delta_{n}^{2} \cos \gamma_{n}:=-l_{n}(t)=\mathcal{O}(1)\right\}$, for those $\gamma_{n} \in\left(0, \frac{\pi}{2}\right)$,

$$
\begin{equation*}
Q(x, t)=Q_{\mathrm{as}}^{ \pm \prime}(x, t)+\mathcal{O}\left(\frac{C\left(\mu_{0}\right) \ln |t|}{t}\right) \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{\mathrm{as}}^{ \pm \prime}(x, t):=Q_{ \pm}^{\mathcal{S} \prime}(x, t)+Q_{ \pm}^{\mathcal{C} \prime}(x, t)+Q_{ \pm}^{\mathcal{S} \mathcal{C}}(x, t) \tag{31}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{ \pm}^{\mathcal{S}^{\prime}}(x, t)=\frac{2 \Delta_{n} \sin \left(\gamma_{n}\right) \exp \left\{-\frac{i \gamma_{n}}{2}\right\} \exp \left\{2 i\left(\Delta_{n}^{2}\left(2 t \Delta_{n}^{2}+l_{n}(t) \cos \gamma_{n}\right)+\widehat{\phi}_{n}^{ \pm \prime}\right)\right\}}{\sinh \left(\frac{i \gamma_{n}}{2}+2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) l_{n}(t)+\widehat{x}_{n}^{ \pm \prime}\right)} \tag{32}
\end{equation*}
$$

$$
\begin{align*}
& \widehat{\Phi}^{ \pm \prime}\left(\mu_{0} ; t\right)= 4 \mu_{0}^{4} t \mp \nu\left(i \mu_{0}\right) \ln |t| \pm \arg \Gamma\left(i \nu\left(i \mu_{0}\right)\right)+\arg r\left(i \mu_{0}\right) \mp 3 \nu\left(i \mu_{0}\right) \ln 2 \\
&-(2 \mp 1) \frac{\pi}{4}-2 \sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\mu_{0}-\overline{\lambda_{l}}\right)\left(\mu_{0}+\overline{\lambda_{l}}\right)}{\left(\mu_{0}-\lambda_{l}\right)\left(\mu_{0}+\lambda_{l}\right)}\right)  \tag{41}\\
& Q_{ \pm}^{\mathcal{S C}^{\prime}}(x, t)=-\frac{4 i\left(\Xi^{ \pm \prime}\right)^{2} \overline{g_{n}^{ \pm \prime}}\left|g_{n}^{ \pm \prime}\right|}{\eta_{n}} \sqrt{\mp \frac{\nu\left(i \mu_{0}\right)}{2 \mu_{0}^{2} t}}\left\{\exp \left(i \varphi_{n}^{ \pm \prime}\left(\mu_{0} ; t\right)\right)\right. \\
&\left.-2 i \cot \left(\gamma_{n}\right) \cos \left(\varphi_{n}^{ \pm \prime}\left(\mu_{0} ; t\right)\right)\right\},  \tag{42}\\
&\left|g_{n}^{ \pm \prime}\right|=\left|C_{n}\right|\left|\delta_{b}^{ \pm}\left(\overline{\lambda_{n}} ; \mu_{0}\right)\right|^{-2} \exp \left\{2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) l_{n}(t)\right\} \\
& \cdot \exp \left\{2 \sum_{l \in L_{ \pm}} \ln \left(\frac{\left|\lambda_{n}-\lambda_{l}\right|\left|\lambda_{n}+\lambda_{l}\right|}{\left|\lambda_{n}-\overline{\lambda_{l}}\right|\left|\lambda_{n}+\overline{\lambda_{l}}\right|}\right)\right\}
\end{align*}
$$

$$
\begin{align*}
& \arg g_{n}^{ \pm \prime}= \arg C_{n}-2 \arg \delta_{b}^{ \pm}\left(\overline{\lambda_{n}} ; \mu_{0}\right)-2 \sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\lambda_{n}-\lambda_{l}\right)\left(\lambda_{n}+\lambda_{l}\right)}{\left(\lambda_{n}-\overline{\lambda_{l}}\right)\left(\lambda_{n}+\overline{\lambda_{l}}\right)}\right) \\
&-2 \Delta_{n}^{2}\left(2 t \Delta_{n}^{2}+l_{n}(t) \cos \gamma_{n}\right),  \tag{44}\\
& \Xi^{ \pm \prime}=-\frac{\exp \left\{-\frac{i \gamma_{n}}{2}\right\} \exp \left\{-2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) l_{n}(t)-\widehat{x}_{n}^{ \pm \prime}\right\}}{2 \sinh \left(\frac{i_{n}}{2}+2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) l_{n}(t)+\widehat{x}_{n}^{ \pm \prime}\right)},  \tag{45}\\
& \varphi_{n}^{ \pm \prime}\left(\mu_{0} ; t\right):=\arg g_{n}^{ \pm^{\prime}}+\phi^{ \pm \prime}\left(\mu_{0}\right)+\widehat{\Phi}^{ \pm \prime}\left(\mu_{0} ; t\right), \tag{46}
\end{align*}
$$

and $C\left(\mu_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Theorem 2.2. Let $m(x, t ; \lambda)$ be the solution of the RH problem formulated in Lemma 2.1 with the condition $\|r\|_{\mathcal{L}^{\infty}(\mathbb{R} ; \mathbb{C})}<1$ and $q(x, t)$, the solution of the DNLSE (equation (4)) be defined by (12) in terms of the function $Q(x, t)$ given in Theorem 2.1. Then as $t \rightarrow \pm \infty$ and $x \rightarrow \mp \infty$ such that $\lambda_{0}:=\frac{1}{2} \sqrt{-\frac{x}{t}}>M$ and $(x, t) \in \Omega_{n}:=$ $\left\{(x, t) ; x-4 t \Delta_{n}^{2} \cos \gamma_{n}:=l_{n}(t)=\mathcal{O}(1)\right\}$, for those $\gamma_{n} \in\left(\frac{\pi}{2}, \pi\right)$,

$$
\begin{equation*}
q(x, t)=Q_{\mathrm{as}}^{ \pm}(x, t) \exp \left\{i \arg q_{\mathrm{as}}^{ \pm}(x, t)\right\}+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)(\ln |t|)^{2}}{t}\right) \tag{47}
\end{equation*}
$$

where $Q_{\text {as }}^{ \pm}(x, t)$ are given in Theorem 2.1, (14)-(29),

$$
\begin{align*}
& \arg q_{\mathrm{as}}^{ \pm}(x, t)=-4 \sum_{l \in L_{ \pm}} \gamma_{l}+4 \arctan \left(\eta_{n}\left|g_{n}^{ \pm}\right|^{-2}+\cot \gamma_{n}\right)+\mathcal{Y}_{ \pm}\left(\lambda_{0}\right) \\
& +4 \sqrt{ \pm \frac{\nu\left(\lambda_{0}\right)}{2 \lambda_{0}^{2} t}} \frac{\left|g_{n}^{ \pm}\right| \sin \left(\gamma_{n}\right)\left(\left|g_{n}^{ \pm}\right|^{2} \cos \left(\varphi_{n}^{ \pm}\left(\lambda_{0} ; t\right)-\gamma_{n}\right)-\eta_{n} \sin \left(\gamma_{n}\right) \cos \left(\varphi_{n}^{ \pm}\left(\lambda_{0} ; t\right)\right)\right)}{\left(\left(\eta_{n} \sin \gamma_{n}+\left|g_{n}^{ \pm}\right|^{2} \cos \gamma_{n}\right)^{2}+\left|g_{n}^{ \pm}\right|^{4} \sin ^{2} \gamma_{n}\right)}  \tag{48}\\
& -\sqrt{ \pm \frac{2}{t}} \int_{\lambda_{0}}^{\infty} \frac{\sqrt{\nu(\mu)}}{\mu^{2}}\left(\Re\left\{R^{ \pm}(0)\right\} \cos \left(\widehat{\Theta}^{ \pm}(\mu ; t)\right)+\Im\left\{R^{ \pm}(0)\right\} \sin \left(\widehat{\Theta}^{ \pm}(\mu ; t)\right)\right) \frac{d \mu}{\pi},  \tag{50}\\
& \mathcal{Y}_{+}(z)=\frac{2}{\pi} \int_{0}^{z} \frac{\ln \left(1-|r(\varrho)|^{2}\right)}{\varrho} d \varrho-\frac{2}{\pi} \int_{0}^{\infty} \frac{\ln \left(1+|r(i \varrho)|^{2}\right)}{\varrho} d \varrho,  \tag{51}\\
& \mathcal{Y}_{-}(z)=\frac{2}{\pi} \int_{z}^{\infty} \frac{\ln \left(1-|r(\varrho)|^{2}\right)}{\varrho} d \varrho, \\
& R^{ \pm}(0):=\left(\left.\frac{d\left(\left.r(z)\right|_{z \in \mathbb{R}}\right)}{d z}\right|_{z=0}-\left.\frac{d\left(\left.r(z)\right|_{z \in i \mathbb{R})}\right.}{d z}\right|_{z=0}\right) \exp \left\{4 i \sum_{l \in L_{ \pm}} \gamma_{l}\right\}, \\
& \widehat{\Theta}^{ \pm}\left(\lambda_{0} ; t\right):=\widehat{\Phi}^{ \pm}\left(\lambda_{0} ; t\right)+\phi^{ \pm}\left(\lambda_{0}\right)+\mathcal{Y}_{ \pm}\left(\lambda_{0}\right),
\end{align*}
$$

with $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$, and, as $t \rightarrow \pm \infty$ and $x \rightarrow \pm \infty$ such that $\mu_{0}:=\frac{1}{2} \sqrt{\frac{x}{t}}>M$ and $(x, t) \in \mho_{n}:=\left\{(x, t) ;-x+4 t \Delta_{n}^{2} \cos \gamma_{n}:=-l_{n}(t)=\mathcal{O}(1)\right\}$, for those $\gamma_{n} \in\left(0, \frac{\pi}{2}\right)$,

$$
\begin{equation*}
q(x, t)=Q_{\mathrm{as}}^{ \pm \prime}(x, t) \exp \left\{i \arg q_{\mathrm{as}}^{ \pm^{\prime}}(x, t)\right\}+\mathcal{O}\left(\frac{C\left(\mu_{0}\right)(\ln |t|)^{2}}{t}\right), \tag{52}
\end{equation*}
$$

where $Q_{\text {as }}^{ \pm \prime}(x, t)$ are given in Theorem 2.1, (31)-(46),

$$
\begin{align*}
& \arg q_{\mathrm{as}}^{ \pm \prime}(x, t)=4 \sum_{l \in L_{ \pm}} \gamma_{l}+4 \arctan \left(\eta_{n}\left|g_{n}^{ \pm \prime}\right|^{-2}-\cot \gamma_{n}\right)+\mathcal{Y}_{ \pm}^{\prime}\left(\mu_{0}\right) \\
& -4 \sqrt{\mp \frac{\nu\left(i \mu_{0}\right)}{2 \mu_{0}^{2} t} \frac{\left|g_{n}^{ \pm \prime}\right| \sin \left(\gamma_{n}\right)\left(\left|g_{n}^{ \pm \prime}\right|^{2} \cos \left(\varphi_{n}^{ \pm \prime}\left(\mu_{0} ; t\right)+\gamma_{n}\right)+\eta_{n} \sin \left(\gamma_{n}\right) \cos \left(\varphi_{n}^{ \pm \prime}\left(\mu_{0} ; t\right)\right)\right)}{\left(\left(\eta_{n} \sin \gamma_{n}-\left|g_{n}^{ \pm}\right|^{2} \cos \gamma_{n}\right)^{2}+\left|g_{n}^{ \pm \prime}\right|^{4} \sin ^{2} \gamma_{n}\right)}} \\
& -\sqrt{ \pm \frac{2}{t}} \int_{\mu_{0}}^{\infty} \frac{\sqrt{-\nu(i \mu)}}{\mu^{2}}  \tag{53}\\
& R^{ \pm \prime}(0):=\left(\left.\frac{d\left(\left.r(z)\right|_{z \in \mathbb{R}}\right)}{d z}\right|_{z=0}-\left.\frac{d\left(\left.r(z)\right|_{z \in i \mathbb{R}}\right)}{d z}\right|_{z=0}\right) \exp \left\{-4 i \sum_{l \in L_{ \pm}} \gamma_{l}\right\},  \tag{55}\\
& \widehat{\Theta}^{ \pm \prime}\left(\mu_{0} ; t\right):=\widehat{\Phi}^{ \pm \prime}\left(\mu_{0} ; t\right)+\phi^{ \pm \prime}\left(\mu_{0}\right)+\mathcal{Y}_{ \pm}^{\prime}\left(\mu_{0}\right), \tag{56}
\end{align*}
$$

and $C\left(\mu_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Theorem 2.3. Let $m(x, t ; \lambda)$ be the solution of the RH problem formulated in Lemma 2.1 with the condition $\|r\|_{\mathcal{L}^{\infty}(\mathbb{R} ; \mathbb{C})}<1$ and $u(x, t)$, the solution of the MNLSE (equation (2)), be defined by (10) in terms of the function $q(x, t)$ given in Theorem 2.2. Then as $t \rightarrow \pm \infty$ and $x \rightarrow \pm \infty$ such that $\widehat{\lambda}_{0}:=\sqrt{\frac{1}{2}\left(\frac{x}{t}-\frac{1}{s}\right)}>M, \frac{x}{t}>\frac{1}{s}, s \in \mathbb{R}_{>0}$, and $(x, t) \in \widetilde{\Omega}_{n}:=\left\{(x, t) ;-x+t\left(\frac{1}{s}-2 \Delta_{n}^{2} \cos \gamma_{n}\right):=\widehat{l}_{n}(t)=\mathcal{O}(1)\right\}$, for those $\gamma_{n} \in\left(\frac{\pi}{2}, \pi\right)$,

$$
\begin{equation*}
u(x, t)=v_{\mathrm{as}}^{ \pm}(x, t) w_{\mathrm{as}}^{ \pm}(x, t)+\mathcal{O}\left(\frac{C\left(\widehat{\lambda}_{0}\right)(\ln |t|)^{2}}{t}\right) \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{\mathrm{as}}^{ \pm}(x, t):=v_{ \pm}^{\mathcal{S}}(x, t)+v_{ \pm}^{\mathcal{C}}(x, t)+v_{ \pm}^{\mathcal{S}}(x, t), \tag{58}
\end{equation*}
$$

with

$$
\begin{equation*}
v_{ \pm}^{\mathcal{S}}(x, t)=\frac{\sqrt{2} i \Delta_{n} \sin \left(\gamma_{n}\right) \exp \left\{\frac{i \gamma_{n}}{2}\right\} \exp \left\{2 i\left(\Delta_{n}^{2}\left(t \Delta_{n}^{2}+\widehat{l}_{n}(t) \cos \gamma_{n}\right)+\widetilde{\phi}_{n}^{ \pm}\right)\right\}}{\sqrt{s} \cosh \left(\frac{i \gamma_{n}}{2}+2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) \widehat{l}_{n}(t)-\widetilde{x}_{n}^{ \pm}\right)}, \tag{59}
\end{equation*}
$$

(60) $\widetilde{\phi}_{n}^{ \pm}=-\frac{1}{2} \arg C_{n}+\arg \delta^{ \pm}\left(\lambda_{n} ; \hat{\lambda}_{0}\right)+\sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\lambda_{n}-\overline{\lambda_{l}}\right)\left(\lambda_{n}+\overline{\lambda_{l}}\right)}{\left(\lambda_{n}-\lambda_{l}\right)\left(\lambda_{n}+\lambda_{l}\right)}\right)$,

$$
\begin{equation*}
+(2 \pm 1) \frac{\pi}{4}+2 \sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\widehat{\lambda}_{0}-\overline{\lambda_{l}}\right)\left(\widehat{\lambda}_{0}+\overline{\lambda_{l}}\right)}{\left(\widehat{\lambda}_{0}-\lambda_{l}\right)\left(\hat{\lambda}_{0}+\lambda_{l}\right)}\right) \tag{63}
\end{equation*}
$$

$$
v_{ \pm}^{\mathcal{S C}}(x, t)=-\frac{4\left(\widetilde{\Xi}^{ \pm}\right)^{2} \overline{\widetilde{g}}_{n}^{ \pm}\left|\widetilde{g}_{n}^{ \pm}\right|}{\eta_{n}} \sqrt{ \pm \frac{\nu\left(\widehat{\lambda}_{0}\right)}{2 \widehat{\lambda}_{0}^{2} s t}}\left\{\exp \left(i \widetilde{\varphi}_{n}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right)\right)\right.
$$

$$
\begin{equation*}
\left.+2 i \cot \left(\gamma_{n}\right) \cos \left(\widetilde{\varphi}_{n}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right)\right)\right\} \tag{64}
\end{equation*}
$$

$$
\widetilde{g}_{n}^{ \pm}:=\left|\widetilde{g}_{n}^{ \pm}\right| \exp \left\{i \arg \widetilde{g}_{n}^{ \pm}\right\}
$$

$$
\left|\widetilde{g}_{n}^{ \pm}\right|=\left|C_{n} \| \delta^{ \pm}\left(\lambda_{n} ; \widehat{\lambda}_{0}\right)\right|^{-2} \exp \left\{-2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) \widehat{l}_{n}(t)\right\}
$$

$$
\begin{equation*}
\cdot \exp \left\{2 \sum_{l \in L_{ \pm}} \ln \left(\frac{\left|\lambda_{n}-\lambda_{l}\right|\left|\lambda_{n}+\lambda_{l}\right|}{\left|\lambda_{n}-\overline{\lambda_{l}}\right|\left|\lambda_{n}+\overline{\lambda_{l}}\right|}\right)\right\} \tag{65}
\end{equation*}
$$

$$
\arg \widetilde{g}_{n}^{ \pm}=\arg C_{n}-2 \arg \delta^{ \pm}\left(\lambda_{n} ; \widehat{\lambda}_{0}\right)+2 \sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\lambda_{n}-\lambda_{l}\right)\left(\lambda_{n}+\lambda_{l}\right)}{\left(\lambda_{n}-\overline{\lambda_{l}}\right)\left(\lambda_{n}+\overline{\lambda_{l}}\right)}\right)
$$

$$
\begin{equation*}
-2 \Delta_{n}^{2}\left(t \Delta_{n}^{2}+\widehat{l}_{n}(t) \cos \gamma_{n}\right) \tag{66}
\end{equation*}
$$

$$
\widetilde{\Phi}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right)=2 \widehat{\lambda}_{0}^{4} t \mp \nu\left(\widehat{\lambda}_{0}\right) \ln |t| \pm \arg \Gamma\left(i \nu\left(\widehat{\lambda}_{0}\right)\right)+\arg r\left(\widehat{\lambda}_{0}\right) \mp 2 \nu\left(\widehat{\lambda}_{0}\right) \ln 2
$$

$$
\begin{equation*}
\widetilde{\Xi}^{ \pm}=\frac{\exp \left\{\frac{i \gamma_{n}}{2}\right\} \exp \left\{2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) \widehat{l}_{n}(t)-\widetilde{x}_{n}^{ \pm}\right\}}{2 \cosh \left(\frac{i \gamma_{n}}{2}+2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) \widehat{l}_{n}(t)-\widetilde{x}_{n}^{ \pm}\right)} \tag{67}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{\varphi}_{n}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right):=\arg \widetilde{g}_{n}^{ \pm}+\phi^{ \pm}\left(\widehat{\lambda}_{0}\right)+\widetilde{\Phi}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right) \tag{68}
\end{equation*}
$$

$$
\begin{align*}
& \quad w_{\mathrm{as}}^{ \pm}(x, t) \\
& :=\exp \left\{i \left(-4 \sum_{l \in L_{ \pm}} \gamma_{l}+4 \arctan \left(\eta_{n}\left|\widetilde{g}_{n}^{ \pm}\right|^{-2}+\cot \gamma_{n}\right)+\mathcal{Y}_{ \pm}\left(\widehat{\lambda}_{0}\right)+\frac{t}{2 s^{2}}\left(4 \widehat{\lambda}_{0}^{2} s+1\right)\right.\right. \\
& \quad+4 \sqrt{ \pm \frac{\nu\left(\widehat{\lambda}_{0}\right)}{\widehat{\lambda}_{0}^{2} t} \frac{\left|\widetilde{g}_{n}^{ \pm}\right| \sin \left(\gamma_{n}\right)\left(\left|\widetilde{g}_{n}^{ \pm}\right|^{2} \cos \left(\widetilde{\varphi}_{n}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right)-\gamma_{n}\right)-\eta_{n} \sin \left(\gamma_{n}\right) \cos \left(\widetilde{\varphi}_{n}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right)\right)\right)}{\left(\left(\eta_{n} \sin \gamma_{n}+\left|\widetilde{g}_{n}^{ \pm}\right|^{2} \cos \gamma_{n}\right)^{2}+\left|\widetilde{g}_{n}^{ \pm}\right|^{4} \sin ^{2} \gamma_{n}\right)}} \\
& \left.\left.(69)-\frac{2}{\sqrt{ \pm t}} \int_{\widehat{\lambda}_{0}}^{\infty} \frac{\sqrt{\nu(\mu)}}{\mu^{2}}\left(\Re\left\{R^{ \pm}(0)\right\} \cos \left(\widetilde{\Theta}^{ \pm}(\mu ; t)\right)+\Im\left\{R^{ \pm}(0)\right\} \sin \left(\widetilde{\Theta}^{ \pm}(\mu ; t)\right)\right) \frac{d \mu}{\pi}\right)\right\}, \\
& \text { (70) }  \tag{70}\\
& \widetilde{\Theta}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right):=\widetilde{\Phi}^{ \pm}\left(\widehat{\lambda}_{0} ; t\right)+\phi^{ \pm}\left(\widehat{\lambda}_{0}\right)+\mathcal{Y}_{ \pm}\left(\widehat{\lambda}_{0}\right),
\end{align*}
$$

and $C\left(\widehat{\lambda}_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$, and, as $t \rightarrow \pm \infty$ and $x \rightarrow \mp \infty$ or $\pm \infty$ such that $\widehat{\mu}_{0}:=$ $\sqrt{\frac{1}{2}\left(\frac{1}{s}-\frac{x}{t}\right)}>M, \frac{x}{t}<\frac{1}{s}, s \in \mathbb{R}_{>0}$, and $(x, t) \in \widetilde{\mho}_{n}:=\left\{(x, t) ; x-t\left(\frac{1}{s}-2 \Delta_{n}^{2} \cos \gamma_{n}\right):=\right.$ $\left.-\widehat{l}_{n}(t)=\mathcal{O}(1)\right\}$, for those $\gamma_{n} \in\left(0, \frac{\pi}{2}\right)$,

$$
\begin{equation*}
u(x, t)=v_{\mathrm{as}}^{ \pm \prime}(x, t) w_{\mathrm{as}}^{ \pm \prime}(x, t)+\mathcal{O}\left(\frac{C\left(\widehat{\mu}_{0}\right)(\ln |t|)^{2}}{t}\right) \tag{71}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{\mathrm{as}}^{ \pm \prime}(x, t):=v_{ \pm}^{\mathcal{S}^{\prime}}(x, t)+v_{ \pm}^{\mathcal{C}}(x, t)+v_{ \pm}^{\mathcal{S C}}(x, t) \tag{72}
\end{equation*}
$$

with

$$
\begin{align*}
& \widetilde{\phi}_{n}^{ \pm \prime}=-\frac{1}{2} \arg C_{n}+\arg \delta_{b}^{ \pm}\left(\overline{\lambda_{n}} ; \widehat{\mu}_{0}\right)-\sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\lambda_{n}-\overline{\lambda_{l}}\right)\left(\lambda_{n}+\overline{\lambda_{l}}\right)}{\left(\lambda_{n}-\lambda_{l}\right)\left(\lambda_{n}+\lambda_{l}\right)}\right),  \tag{74}\\
& \widetilde{x}_{n}^{ \pm \prime}=-\ln \left(\Delta_{n} \sin \gamma_{n}\right)+\ln \left|C_{n}\right|-2 \ln \left|\delta_{b}^{ \pm}\left(\overline{\lambda_{n}} ; \widehat{\mu}_{0}\right)\right| \\
& +2 \sum_{l \in L_{ \pm}} \ln \left(\frac{\left|\lambda_{n}-\lambda_{l}\right|\left|\lambda_{n}+\lambda_{l}\right|}{\left|\lambda_{n}-\overline{\lambda_{l}}\right|\left|\lambda_{n}+\overline{\lambda_{l}}\right|}\right),  \tag{75}\\
& v_{ \pm}^{\mathcal{C} \prime}(x, t)=\sqrt{\mp \frac{\nu\left(i \widehat{\mu}_{0}\right)}{2 \widehat{\mu}_{0}^{2} s t}} \exp \left\{i\left(\phi^{ \pm \prime}\left(\widehat{\mu}_{0}\right)+\widetilde{\Phi}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right)+\pi\right)\right\},  \tag{76}\\
& \widetilde{\Phi}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right)=2 \widehat{\mu}_{0}^{4} t \mp \nu\left(i \widehat{\mu}_{0}\right) \ln |t| \pm \arg \Gamma\left(i \nu\left(i \widehat{\mu}_{0}\right)\right)+\arg r\left(i \widehat{\mu}_{0}\right) \mp 2 \nu\left(i \widehat{\mu}_{0}\right) \ln 2 \\
& -(2 \mp 1) \frac{\pi}{4}-2 \sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\widehat{\mu}_{0}-\overline{\lambda_{l}}\right)\left(\widehat{\mu}_{0}+\overline{\lambda_{l}}\right)}{\left(\widehat{\mu}_{0}-\lambda_{l}\right)\left(\widehat{\mu}_{0}+\lambda_{l}\right)}\right),  \tag{77}\\
& v_{ \pm}^{\mathcal{S C \prime}}(x, t)=-\frac{4 i\left(\widetilde{\Xi}^{ \pm \prime}\right)^{2} \overline{\widetilde{g}_{n}^{ \pm \prime}}\left|\widetilde{g}_{n}^{ \pm \prime}\right|}{\eta_{n}} \sqrt{\mp \frac{\nu\left(i \widehat{\mu}_{0}\right)}{2 \widehat{\mu}_{0}^{2} s t}}\left\{\exp \left(i \widetilde{\varphi}_{n}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right)\right)\right. \\
& \left.-2 i \cot \left(\gamma_{n}\right) \cos \left(\widetilde{\varphi}_{n}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right)\right)\right\},  \tag{78}\\
& \widetilde{g}_{n}^{ \pm \prime}:=\left|\widetilde{g}_{n}^{ \pm \prime}\right| \exp \left\{i \arg \widetilde{g}_{n}^{ \pm \prime}\right\}, \\
& \left|\widetilde{g}_{n}^{ \pm \prime}\right|=\left|C_{n}\right|\left|\delta_{b}^{ \pm}\left(\overline{\lambda_{n}} ; \widehat{\mu}_{0}\right)\right|^{-2} \exp \left\{2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) \widehat{l}_{n}(t)\right\} \\
& \cdot \exp \left\{2 \sum_{l \in L_{ \pm}} \ln \left(\frac{\left|\lambda_{n}-\lambda_{l}\right|\left|\lambda_{n}+\lambda_{l}\right|}{\left|\lambda_{n}-\overline{\lambda_{l}}\right|\left|\lambda_{n}+\overline{\lambda_{l}}\right|}\right)\right\},  \tag{79}\\
& \arg \widetilde{g}_{n}^{ \pm \prime}=\arg C_{n}-2 \arg \delta_{b}^{ \pm}\left(\overline{\lambda_{n}} ; \widehat{\mu}_{0}\right)-2 \sum_{l \in L_{ \pm}} \arg \left(\frac{\left(\lambda_{n}-\lambda_{l}\right)\left(\lambda_{n}+\lambda_{l}\right)}{\left(\lambda_{n}-\overline{\lambda_{l}}\right)\left(\lambda_{n}+\overline{\lambda_{l}}\right)}\right) \\
& -2 \Delta_{n}^{2}\left(t \Delta_{n}^{2}+\widehat{l}_{n}(t) \cos \gamma_{n}\right),  \tag{80}\\
& \widetilde{\Xi}^{ \pm \prime}=-\frac{\exp \left\{-\frac{i \gamma_{n}}{2}\right\} \exp \left\{-2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) \widehat{l}_{n}(t)-\widetilde{x}_{n}^{ \pm \prime}\right\}}{2 \sinh \left(\frac{i \gamma_{n}}{2}+2 \Delta_{n}^{2} \sin \left(\gamma_{n}\right) \widehat{l}_{n}(t)+\widetilde{x}_{n}^{ \pm \prime}\right)}, \tag{81}
\end{align*}
$$

$$
\begin{equation*}
\widetilde{\varphi}_{n}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right):=\arg \widetilde{g}_{n}^{ \pm \prime}+\phi^{ \pm \prime}\left(\widehat{\mu}_{0}\right)+\widetilde{\Phi}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right) \tag{82}
\end{equation*}
$$

$w_{\mathrm{as}}^{ \pm \prime}(x, t)$
$:=\exp \left\{i\left(4 \sum_{l \in L_{ \pm}} \gamma_{l}+4 \arctan \left(\eta_{n}\left|\widetilde{g}_{n}^{ \pm \prime}\right|^{-2}-\cot \gamma_{n}\right)+\mathcal{Y}_{ \pm}^{\prime}\left(\widehat{\mu}_{0}\right)+\frac{t}{2 s^{2}}\left(-4 \widehat{\mu}_{0}^{2} s+1\right)\right.\right.$
$-4 \sqrt{\mp \frac{\nu\left(i \widehat{\mu}_{0}\right)}{\widehat{\mu}_{0}^{2} t} \frac{\left|\widetilde{g}_{n}^{ \pm \prime}\right| \sin \left(\gamma_{n}\right)\left(\left|\widetilde{g}_{n}^{ \pm \prime}\right|^{2} \cos \left(\widetilde{\varphi}_{n}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right)+\gamma_{n}\right)+\eta_{n} \sin \left(\gamma_{n}\right) \cos \left(\widetilde{\varphi}_{n}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right)\right)\right)}{\left(\left(\eta_{n} \sin \gamma_{n}-\left|\widetilde{g}_{n}^{ \pm \prime}\right|^{2} \cos \gamma_{n}\right)^{2}+\left|\widetilde{g}_{n}^{ \pm \prime}\right|^{4} \sin ^{2} \gamma_{n}\right)}}$
$-\frac{2}{\sqrt{ \pm t}} \int_{\widehat{\mu}_{0}}^{\infty} \frac{\sqrt{-\nu(i \mu)}}{\mu^{2}}\left(\Re\left\{R^{ \pm \prime}(0)\right\} \cos \left(\widetilde{\Theta}^{ \pm \prime}(\mu ; t)\right)\right.$

$$
\begin{array}{r}
\left.\left.\left.+\Im\left\{R^{ \pm \prime}(0)\right\} \sin \left(\widetilde{\Theta}^{ \pm \prime}(\mu ; t)\right)\right) \frac{d \mu}{\pi}\right)\right\}  \tag{83}\\
\widetilde{\Theta}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right):=\widetilde{\Phi}^{ \pm \prime}\left(\widehat{\mu}_{0} ; t\right)+\phi^{ \pm \prime}\left(\widehat{\mu}_{0}\right)+\mathcal{Y}_{ \pm}^{\prime}\left(\widehat{\mu}_{0}\right),
\end{array}
$$

and $C\left(\widehat{\mu}_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
One possible application of the asymptotic results obtained in Theorems 2.12.3 is associated with the so-called "soliton scattering," namely, the calculation of the position and phase shifts of the $n$th soliton $(1 \leq n \leq N)$ for $Q(x, t), q(x, t)$, and $u(x, t)$ in the presence of the continuous spectrum: other physical applications of these asymptotic results include, for example, the calculation of the temporal and spectral intensities for the solutions of the DNLSE and MNLSE.

Corollary 2.1.
(A) $Q(x, t)$ :

$$
\begin{aligned}
\Delta x_{n}^{Q^{\mathcal{S}}} & :=\left(2 \eta_{n}\right)^{-1}\left(\widehat{x}_{n}^{+}-\widehat{x}_{n}^{-}\right) \\
& =\eta_{n}^{-1}\left\{\sum_{\substack{l=1 \\
\neq n}}^{N} \operatorname{sgn}(l-n) \ln \left(\frac{\left|\lambda_{n}-\lambda_{l}\right|\left|\lambda_{n}+\lambda_{l}\right|}{\left|\lambda_{n}-\overline{\lambda_{l}}\right|\left|\lambda_{n}+\overline{\lambda_{l}}\right|}\right)-\ln \left(\frac{\left|\delta^{+}\left(\lambda_{n} ; \lambda_{0}\right)\right|}{\left|\delta^{-}\left(\lambda_{n} ; \lambda_{0}\right)\right|}\right)\right\} \\
\Delta \phi_{n}^{Q^{\mathcal{S}}} & :=2\left(\widehat{\phi}_{n}^{+}-\widehat{\phi}_{n}^{-}\right) \\
& =2\left\{\sum_{\substack{l=1 \\
\neq n}}^{N} \operatorname{sgn}(l-n) \arg \left(\frac{\left(\lambda_{n}-\overline{\lambda_{l}}\right)\left(\lambda_{n}+\overline{\lambda_{l}}\right)}{\left(\lambda_{n}-\lambda_{l}\right)\left(\lambda_{n}+\lambda_{l}\right)}\right)+\arg \left(\frac{\delta^{+}\left(\lambda_{n} ; \lambda_{0}\right)}{\delta^{-}\left(\lambda_{n} ; \lambda_{0}\right)}\right)\right\}, \\
\Delta x_{n}^{Q^{\mathcal{S} \prime}} & :=\left(2 \eta_{n}\right)^{-1}\left(\widehat{x}_{n}^{+\prime}-\widehat{x}_{n}^{-\prime}\right) \\
& =\eta_{n}^{-1}\left\{\sum_{\substack{l=1 \\
\neq n}}^{N} \operatorname{sgn}(l-n) \ln \left(\frac{\left|\lambda_{n}-\lambda_{l}\right|\left|\lambda_{n}+\lambda_{l}\right|}{\left|\lambda_{n}-\overline{\lambda_{l}}\right|\left|\lambda_{n}+\overline{\lambda_{l}}\right|}\right)-\ln \left(\frac{\left|\delta_{b}^{+}\left(\overline{\lambda_{n}} ; \mu_{0}\right)\right|}{\left|\delta_{b}^{-}\left(\overline{\lambda_{n}} ; \mu_{0}\right)\right|}\right)\right\} \\
\Delta \phi_{n}^{Q^{\mathcal{S}}} & :=2\left(\widehat{\phi}_{n}^{+\prime}-\widehat{\phi}_{n}^{-\prime}\right) \\
& =-2\left\{\sum_{\substack{l=1 \\
\neq n}}^{N} \operatorname{sgn}(l-n) \arg \left(\frac{\left(\lambda_{n}-\overline{\lambda_{l}}\right)\left(\lambda_{n}+\overline{\lambda_{l}}\right)}{\left(\lambda_{n}-\lambda_{l}\right)\left(\lambda_{n}+\lambda_{l}\right)}\right)-\arg \left(\frac{\delta_{b}^{+}\left(\overline{\lambda_{n}} ; \mu_{0}\right)}{\delta_{b}^{-}\left(\overline{\lambda_{n}} ; \mu_{0}\right)}\right)\right\}
\end{aligned}
$$

(B) $q(x, t)($ DNLSE $):$

$$
\begin{gathered}
\Delta x_{n}^{q^{\mathcal{S}}}=\Delta x_{n}^{Q^{\mathcal{S}}} \\
\Delta \phi_{n}^{q^{\mathcal{S}}}=\Delta \phi_{n}^{Q^{\mathcal{S}}}-4 \sum_{\substack{l=1 \\
\neq n}}^{N} \operatorname{sgn}(l-n) \gamma_{l}+\mathcal{Y}_{+}\left(\lambda_{0}\right)-\mathcal{Y}_{-}\left(\lambda_{0}\right) \\
\Delta x_{n}^{q^{\mathcal{S}}}=\Delta x_{n}^{Q^{\mathcal{S}^{\prime}}} \\
\Delta \phi_{n}^{q^{\mathcal{S}^{\prime}}}=\Delta \phi_{n}^{Q^{\mathcal{S}}}+4 \sum_{\substack{l=1 \\
\neq n}}^{N} \operatorname{sgn}(l-n) \gamma_{l}+\mathcal{Y}_{+}^{\prime}\left(\mu_{0}\right)-\mathcal{Y}_{-}^{\prime}\left(\mu_{0}\right)
\end{gathered}
$$

(C) $u(x, t)($ MNLSE $):$

$$
\begin{aligned}
\Delta x_{n}^{u^{\mathcal{S}}} & =\left.\Delta x_{n}^{Q^{\mathcal{S}}}\right|_{\lambda_{0} \rightarrow \widehat{\lambda}_{0}} \\
\Delta \phi_{n}^{u^{\mathcal{S}}} & =\left.\Delta \phi_{n}^{q^{\mathcal{S}}}\right|_{\lambda_{0} \rightarrow \widehat{\lambda}_{0}} \\
\Delta x_{n}^{u^{\mathcal{S}}} & =\left.\Delta x_{n}^{Q^{\mathcal{\prime}}}\right|_{\mu_{0} \rightarrow \widehat{\mu}_{0}} \\
\Delta \phi_{n}^{u^{\mathcal{S}}} & =\left.\Delta \phi_{n}^{q^{\mathcal{S}}}\right|_{\mu_{0} \rightarrow \widehat{\mu}_{0}}
\end{aligned}
$$

Proof. The proof follows from the definition of soliton position and phase shifts given in [4] and Theorems 2.1-2.3, equations (16), (17), (33), (34), (48), (53), (60), (61), (69), (74), (75), and (83).

Remark 2.5. The expressions for the soliton phase shifts given in Corollary 2.1, namely, $\Delta \phi_{n}^{Q^{\mathcal{S}}}, \Delta \phi_{n}^{Q^{\mathcal{S}}}, \Delta \phi_{n}^{q^{\mathcal{S}}}, \Delta \phi_{n}^{q^{\mathcal{S}}}, \Delta \phi_{n}^{u^{\mathcal{S}}}$, and $\Delta \phi_{n}^{u^{\mathcal{S}}}, 1 \leq n \leq N$, are to be understood $\bmod (2 \pi)$.

Remark 2.6. For the asymptotics of the $\mathbb{C}$-valued functions $Q(x, t), q(x, t)$, and $u(x, t)$, one must actually consider four different cases, depending, resp., on the quadrant of the $(x, t)$-plane. In this paper, the proof of the asymptotic expansions for $Q(x, t)$ and $q(x, t)$ (resp., $u(x, t))$ is presented for the cases $(x, t) \rightarrow(\mp \infty, \pm \infty)$ (resp., $(x, t) \rightarrow( \pm \infty, \pm \infty))$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$ (resp., $\widehat{\lambda}_{0}>M$ and $\left.(x, t) \in \widetilde{\Omega}_{n}\right)$ for those $\gamma_{n} \in\left(\frac{\pi}{2}, \pi\right)$ : the results for the remaining domains of the $(x, t)$ plane are obtained analogously. If the conditions on $\gamma_{n}$ stated in Theorems $2.1-2.3$ are violated, then $(x, t) \in\left\{\mathbb{R}^{2} \backslash \Omega_{n}, \mathbb{R}^{2} \backslash \widetilde{\Omega}_{n}, \mathbb{R}^{2} \backslash \mho_{n}, \mathbb{R}^{2} \backslash \widetilde{\mho}_{n}\right\}$, but the asymptotic results stated still remain valid although the second terms on the right-hand sides of the asymptotic expansions become the leading-order terms of the corresponding asymptotic expansions, while the remaining terms are exponentially small and negligible with respect to the given error estimations.
3. The model RH problem. In order to simplify the asymptotic analysis of the original RH problem formulated in Lemma 2.1, a simpler, model RH problem (see Lemma 3.3) is derived in this section. As an intermediate step towards the formulation of the model RH problem, it will be convenient to derive an "extended" RH problem (see Lemma 3.2): the general idea pertaining to the transformations from the original RH problem to the model one is elucidated in the paragraph following Lemma 3.1 (see below).

Proposition 3.1 (see [15]). In the solitonless sector $\left(\mathcal{Z}_{d} \equiv \emptyset\right)$, as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}:=\frac{1}{2} \sqrt{-\frac{x}{t}}>M$,

$$
m(x, t ; \lambda)=\Delta(\lambda)+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)}{\sqrt{t}}\right)
$$

where $\Delta(\lambda):=\left(\delta^{+}\left(\lambda ; \lambda_{0}\right)\right)^{\sigma_{3}}$,

$$
\begin{gathered}
\delta^{+}\left(\lambda ; \lambda_{0}\right)=\left(\left(\frac{\lambda-\lambda_{0}}{\lambda}\right)\left(\frac{\lambda+\lambda_{0}}{\lambda}\right)\right)^{i \nu} \exp \left\{\sum_{l \in\{ \pm\}}\left(\rho_{l}(\lambda)+\widehat{\rho}_{l}(\lambda)\right)\right\}, \\
\rho_{ \pm}(\lambda)=\frac{1}{2 \pi i} \int_{0}^{ \pm \lambda_{0}} \ln \left(\frac{1-|r(\varsigma)|^{2}}{1-\left|r\left(\lambda_{0}\right)\right|^{2}}\right) \frac{d \varsigma}{(\varsigma-\lambda)}, \quad \hat{\rho}_{ \pm}(\lambda)=\int_{ \pm i \infty}^{i 0} \frac{\ln (1-r(\varsigma) \overline{r(\bar{\varsigma})})}{(\varsigma-\lambda)} \frac{d \varsigma}{2 \pi i},
\end{gathered}
$$

$\nu:=\nu\left(\lambda_{0}\right)$ is given by $(21), \|\left.\left(\delta^{+}\left(\cdot ; \lambda_{0}\right)\right)^{ \pm 1}\right|_{\mathcal{L}^{\infty}(\mathbb{C} ; \mathbb{C})}:=\sup _{\lambda \in \mathbb{C}}\left|\left(\delta^{+}\left(\lambda ; \lambda_{0}\right)\right)^{ \pm 1}\right|<\infty$, $\left(\overline{\delta^{+}\left( \pm \bar{\lambda} ; \lambda_{0}\right)}\right)^{-1}=\delta^{+}\left(\lambda ; \lambda_{0}\right)$, the principal branch of the logarithmic function is taken, $\ln (\mu-\lambda):=\ln |\mu-\lambda|+i \arg (\mu-\lambda), \arg (\mu-\lambda) \in(-\pi, \pi)$, and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)$.

Remark 3.1. For notational convenience, until the end of section 5, all explicit $x, t$ dependencies are suppressed, except where absolutely necessary, and $\delta^{+}\left(\lambda ; \lambda_{0}\right):=$ $\delta(\lambda)$.

LEmmA 3.1. There exists a unique solution $m^{\Delta}(\lambda): \mathbb{C} \backslash\left(\mathcal{Z}_{d} \cup \widehat{\Gamma}\right) \rightarrow \mathrm{SL}(2, \mathbb{C})$ of the following RH problem:

1. $m^{\Delta}(\lambda)$ is meromorphic for all $\lambda \in \mathbb{C} \backslash \widehat{\Gamma}$,
2. 

$$
m_{+}^{\Delta}(\lambda)=m_{-}^{\Delta}(\lambda) v^{\Delta}(\lambda), \quad \lambda \in \widehat{\Gamma}
$$

where

$$
v^{\Delta}(\lambda)=e^{-i \theta(\lambda) \operatorname{ad}\left(\sigma_{3}\right)}\left(\begin{array}{cc}
(1-r(\lambda) \overline{r(\bar{\lambda})}) \delta_{-}(\lambda)\left(\delta_{+}(\lambda)\right)^{-1} & r(\lambda) \delta_{-}(\lambda) \delta_{+}(\lambda) \\
-\overline{r(\bar{\lambda})}\left(\delta_{-}(\lambda)\right)^{-1}\left(\delta_{+}(\lambda)\right)^{-1} & \left(\delta_{-}(\lambda)\right)^{-1} \delta_{+}(\lambda)
\end{array}\right)
$$

and $\theta(\lambda):=\lambda^{2} x+2 \lambda^{4} t$,
3. $m^{\Delta}(\lambda)$ has simple poles at $\left\{ \pm \lambda_{i}, \pm \overline{\lambda_{i}}\right\}_{i=1}^{N}$ with $(1 \leq i \leq N)$,

$$
\begin{aligned}
& \operatorname{res}\left(m^{\Delta}(\lambda) ; \lambda_{i}\right)=\lim _{\lambda \rightarrow \lambda_{i}} m^{\Delta}(\lambda) v_{i}\left(\delta\left(\lambda_{i}\right)\right)^{-2} \sigma_{-} \\
& \quad \operatorname{res}\left(m^{\Delta}(\lambda) ;-\lambda_{i}\right)=-\sigma_{3} \operatorname{res}\left(m^{\Delta}(\lambda) ; \lambda_{i}\right) \sigma_{3} \\
& \operatorname{res}\left(m^{\Delta}(\lambda) ; \overline{\lambda_{i}}\right)=\lim _{n} m^{\Delta}(\lambda) \overline{v_{i}}\left(\delta\left(\overline{\lambda_{i}}\right)\right)^{2} \sigma_{+} \\
& \operatorname{res}\left(m^{\Delta}(\lambda) ;-\overline{\lambda_{i}}\right) \stackrel{\lambda \rightarrow \sigma_{3}}{=} \operatorname{res}\left(m^{\Delta}(\lambda) ; \overline{\lambda_{i}}\right) \sigma_{3}
\end{aligned}
$$

4. as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\mathcal{Z}_{d} \cup \widehat{\Gamma}\right)$,

$$
m^{\Delta}(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right)
$$

moreover, $Q(x, t)=2 i \lim _{\lambda \rightarrow \infty}\left(\lambda m^{\Delta}(x, t ; \lambda)\right)_{12}$ is equal to $Q(x, t)$ in Lemma 2.2, (11).
Proof. Let $m(\lambda)$ be the solution of the RH problem formulated in Lemma 2.1. Define $m^{\Delta}(\lambda):=m(\lambda)(\Delta(\lambda))^{-1}$.

In order to motivate Proposition 3.2 and Lemma 3.2 (see below), consider the trajectory of the $n$th soliton with $\gamma_{n} \in\left(\frac{\pi}{2}, \pi\right)$ in the $(x, t)$-plane which belongs to
the set $\Omega_{n}:=\left\{(x, t) ; x-4 t \Delta_{n}^{2} \cos \gamma_{n}=\mathcal{O}(1)\right\}$, and note from Lemma 2.1 and the soliton ordering in section 2 that, as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}:(1) \Re\left(\left.v_{i}\right|_{\Omega_{n}}\right) \sim \mathcal{O}\left(\exp \left\{-8 t \eta_{i}\left(\xi_{i}-\xi_{n}\right)\right\}\right) \rightarrow 0 \forall i<n(i \in\{1,2, \ldots, n-1\}) ;$ (2) $\Re\left(\left.v_{i}\right|_{\Omega_{n}}\right) \rightarrow \infty \forall i>n(i \in\{n+1, n+2, \ldots, N\})$; and (3) $\Re\left(\left.v_{i}\right|_{\Omega_{n}}\right) \sim \mathcal{O}(1)$ for $i=n$. Thus, along the trajectory of the arbitrarily fixed $n$th soliton, there are exponentially growing polar conditions for solitons $i$ with $n+1 \leq i \leq N$. One must effectively deal with such growing polar conditions in a self-consistent manner. In a recent paper [33] devoted to the asymptotics of the Toda rarefaction problem, Deift et al. showed how this could be done: they noticed that it is possible to replace the poles with the exponentially growing polar conditions by jump matrices on small, mutually disjoint (and disjoint with respect to $\widehat{\Gamma}$ ) circles such that these jump matrices behave like $\mathrm{I}+$ exponentially decreasing terms as $t \rightarrow+\infty$. Thus, instead of the original RH problem, one gets a new, "extended" RH problem with $4(N-n)$ fewer poles, and $4(N-n)$ additional circles with jump conditions stated on them. Finally, by removing the added circles from the specification of the extended RH problem, one arrives at the model RH problem: the estimation of the "difference" between the extended and model RH problems shows that the solution of the model RH problem approximates the solution of the original one modulo terms which are decaying exponentially as $t \rightarrow+\infty$.

Proposition 3.2. Introduce arbitrarily small, clockwise and counterclockwiseoriented, mutually disjoint (and disjoint with respect to $\widehat{\Gamma}$ ) circles $K_{j}^{ \pm}$and $L_{j}^{ \pm}, n+1 \leq$ $j \leq N$, around the eigenvalues $\left\{ \pm \lambda_{j}\right\}_{j=n+1}^{N}$ and $\left\{ \pm \overline{\lambda_{j}}\right\}_{j=n+1}^{N}$, resp., and define

$$
m^{b}(\lambda):=\left\{\begin{array}{l}
m^{\Delta}(\lambda), \quad \lambda \in \mathbb{C} \backslash\left(\widehat{\Gamma} \cup\left(\bigcup_{i=n+1}^{N}\left(K_{i}^{ \pm} \cup L_{i}^{ \pm}\right)\right)\right),  \tag{85}\\
m^{\Delta}(\lambda)\left(\mathrm{I}-\frac{v_{i}\left(\delta\left( \pm \lambda_{i}\right)\right)^{-2}}{\left(\lambda \mp \lambda_{i}\right)} \sigma_{-}\right), \quad \lambda \in \operatorname{int} K_{i}^{ \pm}, \quad n+1 \leq i \leq N, \\
m^{\Delta}(\lambda)\left(\mathrm{I}+\frac{\overline{v_{i}\left(\delta\left( \pm \overline{\lambda_{i}}\right)\right)^{2}}}{\left(\lambda \mp \bar{\lambda}_{i}\right)} \sigma_{+}\right), \quad \lambda \in \operatorname{int} L_{i}^{ \pm}, \quad n+1 \leq i \leq N .
\end{array}\right.
$$

Then $m^{b}(\lambda)$ solves a RH problem on $\left(\sigma_{£} \backslash \cup_{i=n+1}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right) \cup\left(\cup_{i=n+1}^{N}\left(K_{i}^{ \pm} \cup L_{i}^{ \pm}\right)\right)$ with the same jumps as $m^{\Delta}(\lambda)$ on $\widehat{\Gamma}, m_{+}^{b}(\lambda)=m_{-}^{b}(\lambda) v^{\Delta}(\lambda)$, and

$$
m_{+}^{b}(\lambda)=\left\{\begin{array}{lll}
m_{-}^{b}(\lambda)\left(\mathrm{I}+\frac{v_{i}\left(\delta\left( \pm \lambda_{i}\right)\right)^{-2}}{\left(\lambda \mp \lambda_{i}\right)} \sigma_{-}\right), & \lambda \in K_{i}^{ \pm}, & n+1 \leq i \leq N \\
m_{-}^{b}(\lambda)\left(\mathrm{I}+\frac{\overline{v_{i}}\left(\delta\left( \pm \overline{\lambda_{i}}\right)\right)^{2}}{\left(\lambda \mp \overline{\lambda_{i}}\right)} \sigma_{+}\right), & \lambda \in L_{i}^{ \pm}, & n+1 \leq i \leq N
\end{array}\right.
$$

Proof. The proof follows from Lemma 3.1 and the definition of $m^{b}(\lambda) . \quad \square$
Remark 3.2. The superscripts $\pm$ on $\left\{K_{i}^{ \pm}\right\}_{i=n+1}^{N}$ and $\left\{L_{i}^{ \pm}\right\}_{i=n+1}^{N}$, which are related to $\left\{ \pm \lambda_{i}\right\}_{i=n+1}^{N}$ and $\left\{ \pm \overline{\lambda_{i}}\right\}_{i=n+1}^{N}$, resp., should not be confused with the subscripts $\pm$ appearing in the various RH problems in sections $3-5$, namely, $m_{ \pm}(\lambda), m_{ \pm}^{\Delta}(\lambda), m_{ \pm}^{b}(\lambda)$, $m_{ \pm}^{\sharp}(\lambda), \chi_{ \pm}(\lambda), E_{ \pm}(\lambda)$, and $\chi_{ \pm}^{c}(\lambda)$.

Remark 3.3. Even though the exponentially growing polar (residue) conditions have been replaced by jump matrices, it should be noted that, along the trajectory of soliton $n$, these jump matrices are also exponentially growing as $t \rightarrow+\infty$. These lower/upper diagonal, exponentially growing jump matrices are now replaced, through a sequence of $N-n$ similar transformations, by upper/lower diagonal jump matrices which converge, along the trajectory of soliton $n$, to I as $t \rightarrow+\infty$.

Lemma 3.2. Set

$$
m^{\sharp}(\lambda):=\left\{\begin{array}{l}
m^{b}(\lambda) \prod_{l=n+1}^{N}\left(d_{l_{+}}(\lambda)\right)^{-\sigma_{3}}, \quad \lambda \in \mathbb{C} \backslash\left(\widehat{\Gamma} \cup\left(\bigcup_{i=n+1}^{N}\left(K_{i}^{ \pm} \cup L_{i}^{ \pm}\right)\right)\right),  \tag{86}\\
m^{b}(\lambda)\left(J_{K_{i}^{ \pm}}(\lambda)\right)^{-1} \prod_{l=n+1}^{N}\left(d_{l_{-}}(\lambda)\right)^{-\sigma_{3}}, \quad \lambda \in \operatorname{int} K_{i}^{ \pm}, \quad n+1 \leq i \leq N, \\
m^{b}(\lambda)\left(J_{L_{i}^{ \pm}}(\lambda)\right)^{-1} \prod_{l=n+1}^{N}\left(d_{l_{-}}(\lambda)\right)^{-\sigma_{3}}, \quad \lambda \in \operatorname{int} L_{i}^{ \pm}, \quad n+1 \leq i \leq N,
\end{array}\right.
$$

where

$$
\begin{align*}
& d_{l_{+}}(\lambda):=\frac{\left(\lambda-\overline{\lambda_{l}}\right)\left(\lambda+\overline{\lambda_{l}}\right)}{\left(\lambda-\lambda_{l}\right)\left(\lambda+\lambda_{l}\right)}, \quad \lambda \in \mathbb{C} \backslash\left(\bigcup_{i=n+1}^{N}\left(K_{i}^{ \pm} \cup L_{i}^{ \pm}\right)\right), \quad n+1 \leq l \leq N \\
& d_{l_{-}}(\lambda):=\left\{\begin{array}{ll}
\frac{\left(\lambda-\overline{\lambda_{l}}\right)\left(\lambda+\overline{\lambda_{l}}\right)}{\left(\lambda \pm \lambda_{l}\right)}, & \lambda \in \bigcup_{i=n+1}^{N} \operatorname{int} K_{i}^{ \pm},
\end{array} \quad n+1 \leq l \leq N\right.  \tag{87}\\
& \frac{\left(\lambda \pm \overline{\lambda_{l}}\right)}{\left(\lambda-\lambda_{l}\right)\left(\lambda+\lambda_{l}\right)}, \quad \lambda \in \bigcup_{i=n+1}^{N} \operatorname{int} L_{i}^{ \pm}, \quad n+1 \leq l \leq N
\end{align*}
$$

and the $\mathrm{SL}(2, \mathbb{C})$-valued, holomorphic in $\operatorname{int} K_{i}^{ \pm}$and $\operatorname{int} L_{i}^{ \pm}$, resp., functions $J_{K_{i}^{ \pm}}(\lambda)$ and $J_{L_{i}^{ \pm}}(\lambda), n+1 \leq i \leq N$, are given by

$$
\begin{aligned}
& J_{K_{i}^{ \pm}}(\lambda)=\left(\begin{array}{ccc}
\begin{array}{c}
\prod_{\substack{l=n+1 \\
\neq i}}^{N} \frac{d_{l_{-}(\lambda)}^{-1}(\lambda)}{d_{l_{+}}^{-1}(\lambda)}-\frac{v_{i}\left(\delta\left( \pm \lambda_{i}\right)\right)^{-2} C_{i}^{\sharp}}{\left(d_{i_{-}}(\lambda)\right)^{2}}
\end{array} \prod_{\substack{l=n++1 \\
\neq i}}^{N} \frac{d_{l_{-}}^{-1}(\lambda)}{d_{l_{+}}(\lambda)} \\
\left(\lambda \mp \lambda_{i}\right)
\end{array}, ~ \frac{C_{i}^{\sharp}}{\left(d_{i_{-}-}(\lambda)\right)^{2}} \prod_{\substack{l=n+1 \\
\neq i}}^{N} \frac{d_{l_{-}}^{-1}(\lambda)}{d_{l_{+}}(\lambda)}\right), \\
& J_{L_{i}^{ \pm}}(\lambda)=\left(\begin{array}{cc}
\left(\lambda \mp \overline{\lambda_{i}}\right) \prod_{\substack{l=n+1 \\
\neq i}}^{N} \frac{d_{l_{-}}^{-1}(\lambda)}{d_{l_{+}}^{-1}(\lambda)}, & \overline{v_{i}}\left(\delta\left( \pm \overline{\lambda_{i}}\right)\right)^{2} \prod_{\substack{l=n+1 \\
\neq i}}^{N} \frac{d_{l_{-}}^{-1}(\lambda)}{d_{l_{+}}^{-1}(\lambda)} \\
-\frac{\overline{C_{i}^{\sharp}}}{\left(d_{i_{-}}(\lambda)\right)^{-2}} \prod_{\substack{l=n+1 \\
\neq i}}^{N} \frac{d_{l_{-}}(\lambda)}{d_{l_{+}}^{-1}(\lambda)}, & \frac{\substack{l=n+1 \\
\neq i}}{N} \frac{d_{l_{-}}(\lambda)}{d_{l_{+}}(\lambda)}-\frac{\overline{v_{i}\left(\delta\left( \pm \overline{\left.\lambda_{i}\right)}\right)^{2} \overline{C_{i}^{\sharp}}\right.}}{\left(d_{i_{-}}(\lambda)\right)^{-2}} \prod_{\substack{l=n+1 \\
\neq i}}^{N} \frac{d_{l_{-}}(\lambda)}{d_{l_{+}}^{-1}(\lambda)}
\end{array}\right),
\end{aligned}
$$

with

$$
\begin{equation*}
C_{i}^{\sharp}=\left(v_{i}\right)^{-1}\left(\delta\left( \pm \lambda_{i}\right)\right)^{2}\left(d_{i_{-}}\left( \pm \lambda_{i}\right)\right)^{2} \prod_{\substack{l=n++1 \\ \neq i}}^{N}\left(d_{l_{+}}\left( \pm \lambda_{i}\right)\right)^{2}, \quad n+1 \leq i \leq N . \tag{88}
\end{equation*}
$$

Then $m^{\sharp}(\lambda): \mathbb{C} \backslash\left(\left(\mathcal{Z}_{d} \backslash \cup_{i=n+1}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right) \cup\left(\widehat{\Gamma}\left(\cup_{i=n+1}^{N}\left(K_{i}^{ \pm} \cup L_{i}^{ \pm}\right)\right)\right)\right) \rightarrow \mathrm{SL}(2, \mathbb{C})$ solves the following, extended RH problem on $\left(\sigma_{£} \backslash \cup_{i=n+1}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right) \cup\left(\cup_{i=n+1}^{N}\left(K_{i}^{ \pm} \cup\right.\right.$ $\left.\left.L_{i}^{ \pm}\right)\right)$:

$$
m_{+}^{\sharp}(\lambda)=m_{-}^{\sharp}(\lambda) e^{-i \theta(\lambda) \operatorname{ad}\left(\sigma_{3}\right)} v^{\sharp}(\lambda),
$$

where
$\left.v^{\sharp}(\lambda)\right|_{\widehat{\Gamma}}=\left(\begin{array}{ccc}(1-r(\lambda) \overline{r(\bar{\lambda})}) \frac{\delta_{-}(\lambda)}{\delta_{+}(\lambda)}, & \frac{r(\lambda)}{\left(\delta_{-}(\lambda) \delta_{+}(\lambda)\right)^{-1}} & \prod_{l=n+1}^{N}\left(\frac{\left(\lambda-\overline{\lambda_{l}}\right)\left(\lambda+\overline{\lambda_{l}}\right)}{\left(\lambda-\lambda_{l}\right)\left(\lambda+\lambda_{l}\right)}\right)^{2} \\ \frac{\overline{r(\bar{\lambda})}}{\delta_{-}(\lambda) \delta_{+}(\lambda)} \prod_{l=n+1}^{N}\left(\frac{\left(\lambda-\overline{\lambda_{l}}\right)\left(\lambda+\overline{\lambda_{l}}\right)}{\left(\lambda-\lambda_{l}\right)\left(\lambda+\lambda_{l}\right)}\right)^{-2}, & \frac{\delta_{+}(\lambda)}{\delta_{-}(\lambda)}\end{array}\right)$,

$$
v^{\sharp}(\lambda)= \begin{cases}\mathrm{I}+\frac{\left(v_{i}\right)^{-1}\left(\delta\left( \pm \lambda_{i}\right)\right)^{2}}{\left(\lambda \mp \lambda_{i}\right)}\left(\frac{\lambda_{i}^{2}-{\overline{\lambda_{i}}}^{2}}{2 \lambda_{i}}\right)^{2} \prod_{\substack{l=n+1 \\ \neq i}}^{N}\left(\frac{{\overline{\lambda_{l}}}^{2}-\lambda_{i}^{2}}{{\lambda_{l}^{2}-\lambda_{i}^{2}}^{2}}\right)^{2} \sigma_{+}, \quad \lambda \in \bigcup_{i=n+1}^{N} K_{i}^{ \pm}  \tag{89}\\ \mathrm{I}+\frac{\left(\overline{v_{i}}\right)^{-1}\left(\delta\left( \pm \overline{\lambda_{i}}\right)\right)^{-2}}{\left(\lambda \mp \overline{\lambda_{i}}\right)}\left(\frac{\lambda_{i}^{2}-{\overline{\lambda_{i}}}^{2}}{2{\overline{\lambda_{i}}}^{2}}\right)^{2} \prod_{\substack{l=n+1 \\ \neq i}}^{N}\left(\frac{\lambda_{l}^{2}-{\overline{\lambda_{i}}}^{2}-{\overline{\lambda_{i}}}^{2}}{}\right)^{2} \sigma_{-}, \quad \lambda \in \bigcup_{i=n+1}^{N} L_{i}^{ \pm}\end{cases}
$$

with polar (residue) conditions,

$$
\begin{aligned}
\operatorname{res}\left(m^{\sharp}(\lambda) ; \lambda_{i}\right)= & \lim _{\lambda \rightarrow \lambda_{i}} m^{\sharp}(\lambda) v_{i}\left(\delta\left(\lambda_{i}\right)\right)^{-2} \prod_{l=n+1}^{N}\left(\frac{\left(\lambda_{i}-\lambda_{l}\right)\left(\lambda_{i}+\lambda_{l}\right)}{\left(\lambda_{i}-\overline{\lambda_{l}}\right)\left(\lambda_{i}+\overline{\lambda_{l}}\right)}\right)^{2} \sigma_{-}, \quad 1 \leq i \leq n, \\
& \operatorname{res}\left(m^{\sharp}(\lambda) ;-\lambda_{i}\right)=-\sigma_{3} \operatorname{res}\left(m^{\sharp}(\lambda) ; \lambda_{i}\right) \sigma_{3}, \quad 1 \leq i \leq n, \\
\operatorname{res}\left(m^{\sharp}(\lambda) ; \overline{\lambda_{i}}\right)= & \lim _{\lambda \rightarrow \overline{\lambda_{i}}} m^{\sharp}(\lambda) \overline{v_{i}}\left(\delta\left(\overline{\lambda_{i}}\right)\right)^{2} \prod_{l=n+1}^{N}\left(\frac{\left(\overline{\lambda_{i}}-\overline{\lambda_{l}}\right)\left(\overline{\lambda_{i}}+\overline{\lambda_{l}}\right)}{\left(\overline{\lambda_{i}}-\lambda_{l}\right)\left(\overline{\lambda_{i}}+\lambda_{l}\right)}\right)^{2} \sigma_{+}, \quad 1 \leq i \leq n, \\
& \operatorname{res}\left(m^{\sharp}(\lambda) ;-\overline{\lambda_{i}}\right)=-\sigma_{3} \operatorname{res}\left(m^{\sharp}(\lambda) ; \overline{\lambda_{i}}\right) \sigma_{3}, \quad 1 \leq i \leq n,
\end{aligned}
$$

and, as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\left(\mathcal{Z}_{d} \backslash \cup_{i=n+1}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right) \cup\left(\widehat{\Gamma} \cup\left(\cup_{i=n+1}^{N}\left(K_{i}^{ \pm} \cup L_{i}^{ \pm}\right)\right)\right)\right)$,

$$
m^{\sharp}(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right) ;
$$

moreover, $Q(x, t)=2 i \lim _{\lambda \rightarrow \infty}\left(\lambda m^{\sharp}(x, t ; \lambda)\right)_{12}$ is equal to $Q(x, t)$ in Lemma 2.2, (11).
Proof. The proof is presented for the eigenvalues $\left\{\lambda_{i}\right\}_{i=n+1}^{N}$, around which are defined the small, clockwise-oriented, mutually disjoint circles $\left\{K_{i}^{+}\right\}_{i=n+1}^{N}$ : the proof for the eigenvalues $\left\{-\lambda_{i}\right\}_{i=n+1}^{N}$ and $\left\{ \pm \overline{\lambda_{i}}\right\}_{i=n+1}^{N}$ follows in an analogous manner. From the definition of $m^{\sharp}(\lambda)$ and Proposition 3.2, one sees that, on $\left\{K_{i}^{+}\right\}_{i=n+1}^{N}, m^{\sharp}(\lambda)$ solves the following RH problem $\left(\lambda \in \cup_{i=n+1}^{N} K_{i}^{+}\right)$:

$$
m_{+}^{\sharp}(\lambda)=m_{-}^{\sharp}(\lambda) \underbrace{\prod_{l=n+1}^{N}\left(d_{l_{-}}(\lambda)\right)^{\sigma_{3}} J_{K_{i}^{+}}(\lambda)\left(\mathrm{I}+\frac{v_{i}\left(\delta\left(\lambda_{i}\right)\right)^{-2}}{\left(\lambda-\lambda_{i}\right)} \sigma_{-}\right) \prod_{l=n+1}^{N}\left(d_{l_{+}}(\lambda)\right)^{-\sigma_{3}}}_{\text {jump matrix }} .
$$

Demanding that the above "jump matrix" be equal to the following upper triangular form, $\mathrm{I}+\frac{C_{i}^{\sharp}}{\left(\lambda-\lambda_{i}\right)} \sigma_{+}, n+1 \leq i \leq N$, one shows that

Note that $\operatorname{det}\left(J_{K_{i}^{+}}(\lambda)\right)=1(n+1 \leq i \leq N)$. Defining, for $n+1 \leq l \leq N, d_{l_{+}}(\lambda)$ and $d_{l_{-}}(\lambda)$ as in (87), and choosing $C_{i}^{\sharp}, n+1 \leq i \leq N$, as in (88) (with $+\lambda_{i}$ ), one gets the expression for $J_{K_{i}^{+}}(\lambda)$ (which is holomorphic for all $\lambda \in \cup_{i=n+1}^{N} \operatorname{int} K_{i}^{+}$) given in the lemma; also, because of the symmetry properties of $\delta(\lambda)$ (Proposition 3.1), $\overline{C_{i}^{\sharp}}=\left(\overline{v_{i}}\right)^{-1}\left(\delta\left( \pm \overline{\lambda_{i}}\right)\right)^{-2}$ $\cdot\left(d_{i_{-}}\left( \pm \overline{\lambda_{i}}\right)\right)^{-2} \prod_{\substack{l=n+1 \\ \neq i}}^{N}\left(d_{l_{+}}\left( \pm \overline{\lambda_{i}}\right)\right)^{-2}$. The remainder of the proof is a consequence of Lemma 3.1, Proposition 3.2, and the definition of $m^{\sharp}(\lambda)$.

Remark 3.4. Even though, along the trajectory of soliton $n$, all the initial, exponentially growing nilpotent residue matrices have been replaced by jump matrices which tend to I as $t \rightarrow+\infty$, i.e., $\exists \varepsilon \in \mathbb{R}_{>0}$ such that $\forall i \in\{n+1, n+2, \ldots, N\}$ $\left|\left(\left.v_{i}\right|_{\Omega_{n}}\right)^{-1}\right| \sim \mathcal{O}(\exp \{-\varepsilon t\})$, it does not necessarily follow that elements in the solution of the extended RH problem for $m^{\sharp}(\lambda)$ cannot grow exponentially; for example, note that the (21)-elements of $J_{K_{i}^{ \pm}}(\lambda)$ and the (12)-elements of $J_{L_{i}^{ \pm}}(\lambda), n+1 \leq i \leq N$, grow exponentially.

By estimating the error, along the trajectory of soliton $n(1 \leq n \leq N)$, when the jump matrices on $\left\{K_{i}^{ \pm}, L_{i}^{ \pm}\right\}_{i=n+1}^{N}$ are removed from the specification of the RH problem for $m^{\sharp}(\lambda)$, one gets the following-asymptotically solvable - model RH problem.

Lemma 3.3. Let $\chi(\lambda)$ solve the following RH problem on $\sigma_{£} \backslash \cup_{i=n+1}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\right.$ $\left.\left\{ \pm \overline{\overline{\lambda_{i}}}\right\}\right)$ :

$$
\chi_{+}(\lambda)=\left.\chi_{-}(\lambda) e^{-i \theta(\lambda) \operatorname{ad}\left(\sigma_{3}\right)} v^{\sharp}(\lambda)\right|_{\widehat{\Gamma}}, \quad \lambda \in \widehat{\Gamma}
$$

with polar (residue) conditions

$$
\begin{aligned}
\operatorname{res}\left(\chi(\lambda) ; \lambda_{i}\right)= & \lim _{\lambda \rightarrow \lambda_{i}} \chi(\lambda) v_{i}\left(\delta\left(\lambda_{i}\right)\right)^{-2} \prod_{l=n+1}^{N}\left(\frac{\left(\lambda_{i}-\lambda_{l}\right)\left(\lambda_{i}+\lambda_{l}\right)}{\left(\lambda_{i}-\overline{\lambda_{l}}\right)\left(\lambda_{i}+\overline{\lambda_{l}}\right)}\right)^{2} \sigma_{-}, \quad 1 \leq i \leq n, \\
& \operatorname{res}\left(\chi(\lambda) ;-\lambda_{i}\right)=-\sigma_{3} \operatorname{res}\left(\chi(\lambda) ; \lambda_{i}\right) \sigma_{3}, \quad 1 \leq i \leq n \\
\operatorname{res}\left(\chi(\lambda) ; \overline{\lambda_{i}}\right)= & \lim _{\lambda \rightarrow \overline{\lambda_{i}}} \chi(\lambda) \overline{v_{i}}\left(\delta\left(\overline{\lambda_{i}}\right)\right)^{2} \prod_{l=n+1}^{N}\left(\frac{\left(\overline{\lambda_{i}}-\overline{\lambda_{l}}\right)\left(\overline{\lambda_{i}}+\overline{\lambda_{l}}\right)}{\left(\overline{\lambda_{i}}-\lambda_{l}\right)\left(\overline{\lambda_{i}}+\lambda_{l}\right)}\right)^{2} \sigma_{+}, \quad 1 \leq i \leq n, \\
& \operatorname{res}\left(\chi(\lambda) ;-\overline{\lambda_{i}}\right)=-\sigma_{3} \operatorname{res}\left(\chi(\lambda) ; \overline{\lambda_{i}}\right) \sigma_{3}, \quad 1 \leq i \leq n,
\end{aligned}
$$

and, as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\cup_{i=1}^{n}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right) \cup \widehat{\Gamma}\right)$,

$$
\chi(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right)
$$

Then as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$, and $(x, t) \in \Omega_{n}$, the function $E(\lambda):=m^{\sharp}(\lambda)(\chi(\lambda))^{-1}$ has the following asymptotics:

$$
\begin{equation*}
E(\lambda)=\mathrm{I}+\mathcal{O}\left(F\left(\lambda ; \lambda_{0}\right) \exp \{-a b t\}\right) \tag{90}
\end{equation*}
$$

where $\left\|F\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{L}^{\infty}\left(\mathbb{C} ; M_{2}(\mathbb{C})\right)}<\infty,\|F(\lambda ; \cdot)\|_{\mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)}<\infty, F\left(\lambda ; \lambda_{0}\right) \sim \mathcal{O}\left(\frac{C\left(\lambda_{0}\right)}{\lambda}\right)$ as $\lambda \rightarrow \infty$ with $C\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)$, $a:=8 \min \left\{\eta_{i}\right\}_{i=n+1}^{N}(>0)$, and $b:=\min \left\{\mid \xi_{n}-\right.$ $\left.\xi_{i} \mid\right\}_{i=n+1}^{N}$.

Proof. Writing, for $n+1 \leq i \leq N$, (89) in the following form:

$$
v^{\sharp}(\lambda):= \begin{cases}\mathrm{I}+\left(v_{i}\right)^{-1} \widetilde{\mathcal{W}}_{K_{i}^{ \pm}}(\lambda) \sigma_{+}, & \lambda \in \bigcup_{i=n+1}^{N} K_{i}^{ \pm}, \\ \mathrm{I}+\left(\overline{v_{i}}\right)^{-1} \widetilde{\mathcal{W}}_{L_{i}^{ \pm}}(\lambda) \sigma_{-}, & \lambda \in \bigcup_{i=n+1}^{N} L_{i}^{ \pm},\end{cases}
$$

consider the "error function" $E(\lambda)$ defined in the lemma. One notes that $(1) \operatorname{det}(E(\lambda))$ $=1$; (2) $E(\lambda)$ has no poles; and (3) $E(\lambda)$ solves the following RH problem on the oriented contour $\Sigma_{E}:=\cup_{i=n+1}^{N}\left(K_{i}^{+} \cup K_{i}^{-} \cup L_{i}^{+} \cup L_{i}^{-}\right)$:

$$
\begin{aligned}
& E_{+}(\lambda)=E_{-}(\lambda)\left(\mathrm{I}+\left(v_{i}\right)^{-1} \widetilde{\mathcal{W}}_{K_{i}^{ \pm}}(\lambda)\left(\begin{array}{cc}
-\chi_{11}(\lambda) \chi_{21}(\lambda) & \left(\chi_{11}(\lambda)\right)^{2} \\
-\left(\chi_{21}(\lambda)\right)^{2} & \chi_{11}(\lambda) \chi_{21}(\lambda)
\end{array}\right)\right), \quad \lambda \in K_{i}^{ \pm} \\
& E_{+}(\lambda)=E_{-}(\lambda)\left(\mathrm{I}+\left(\bar{v}_{i}\right)^{-1} \widetilde{\mathcal{W}}_{L_{i}^{ \pm}}(\lambda)\left(\begin{array}{cc}
\chi_{12}(\lambda) \chi_{22}(\lambda) & -\left(\chi_{12}(\lambda)\right)^{2} \\
\left(\chi_{22}(\lambda)\right)^{2} & -\chi_{12}(\lambda) \chi_{22}(\lambda)
\end{array}\right)\right), \quad \lambda \in L_{i}^{ \pm}
\end{aligned}
$$

$n+1 \leq i \leq N$, and, as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash \Sigma_{E}, E(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right)$. Now, writing the RH problem for $E(\lambda)$ on the oriented contour $\Sigma_{E}$ in terms of an equivalent system of linear singular integral equations, using the explicit asymptotic solution of the model RH problem for $\chi(\lambda)$ given in section 4 , recalling that, as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n},\left(\left.v_{i}\right|_{\Omega_{n}}\right)^{-1} \sim \mathcal{O}\left(\exp \left\{-8 t \eta_{i}\left|\xi_{n}-\xi_{i}\right|\right\}\right), n+1 \leq i \leq N$, and proceeding as in the proof of Lemma 3.3 in [33], one deduces the estimate in (90).
4. Asymptotic solution of the model RH problem. In this section, the asymptotic (as $t \rightarrow+\infty$ and $x / t \sim \mathcal{O}(1))$ solution of the model RH problem (Lemma 3.3) for the Schwartz class of nonreflectionless generic potentials $(r(\lambda) \in \mathcal{S}(\widehat{\Gamma} ; \mathbb{C}))$ is presented. Before doing so, however, recall the following well-known fact from the matrix RH theory [22, 24].

Proposition 4.1. The solution of the model RH problem (Lemma 3.3), $\chi(\lambda): \mathbb{C} \backslash$ $\left(\widehat{\Gamma} \cup\left(\cup_{i=1}^{n}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right)\right) \rightarrow \mathrm{SL}(2, \mathbb{C})$, has the following representation:

$$
\begin{equation*}
\chi(\lambda)=\chi_{d}(\lambda)+\int_{\widehat{\Gamma}} \frac{\chi_{-}(\varrho)\left(\left.v^{\sharp}(\varrho)\right|_{\widehat{\Gamma}}-\mathrm{I}\right)}{(\varrho-\lambda)} \frac{d \varrho}{2 \pi i}, \tag{91}
\end{equation*}
$$

where

$$
\begin{align*}
\chi_{d}(\lambda)=\mathrm{I}+\sum_{i=1}^{n}( & \frac{\operatorname{res}\left(\chi(\lambda) ; \lambda_{i}\right)}{\left(\lambda-\lambda_{i}\right)}-\frac{\sigma_{3} \operatorname{res}\left(\chi(\lambda) ; \lambda_{i}\right) \sigma_{3}}{\left(\lambda+\lambda_{i}\right)} \\
& \left.+\frac{\operatorname{res}\left(\chi(\lambda) ; \overline{\lambda_{i}}\right)}{\left(\lambda-\overline{\lambda_{i}}\right)}-\frac{\sigma_{3} \operatorname{res}\left(\chi(\lambda) ; \overline{\lambda_{i}}\right) \sigma_{3}}{\left(\lambda+\overline{\lambda_{i}}\right)}\right) . \tag{92}
\end{align*}
$$

The solution of (91) can be written as the following ordered product:

$$
\begin{equation*}
\chi(\lambda)=\chi_{d}(\lambda) \chi^{c}(\lambda) \tag{93}
\end{equation*}
$$

where $\chi_{d}(\lambda)$ is given by (92), and $\chi^{c}(\lambda)$ solves the following RH problem: $(1) \chi^{c}(\lambda)$ is piecewise holomorphic for all $\lambda \in \mathbb{C} \backslash \widehat{\Gamma} ;(2) \chi_{+}^{c}(\lambda)=\chi_{-}^{c}(\lambda) \exp \left\{-i \theta(\lambda) \operatorname{ad}\left(\sigma_{3}\right)\right\}\left(v^{\sharp}(\lambda) \mid \widehat{\Gamma}\right)$, $\lambda \in \widehat{\Gamma}$; and (3) as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash \widehat{\Gamma}, \chi^{c}(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right)$.

Remark 4.1. From Proposition 4.1, (93), it is seen that, in order to solve the model RH problem, explicit knowledge of $\chi_{d}(\lambda)$ and $\chi^{c}(\lambda)$ is necessary. The determination of $\chi^{c}(\lambda)$ is technically the more complicated of the two: actually, the determination of $\chi_{d}(\lambda)$ depends on the explicit knowledge of $\chi^{c}(\lambda)$ (see Proposition 4.2); hence, the asymptotic solution of $\chi^{c}(\lambda)$ is presented first (see Lemma 4.1).

In order to more fully comprehend certain elements of the proof of Lemma 4.1 given below, the Beals-Coifman [24, 25] formulation for the solution of a (matrix) RH problem on an oriented contour is requisite: a self-contained synopsis of this
formulation as it applies to the solution of the RH problem for $\chi^{c}(\lambda)$ stated in Proposition 4.1 now follows. Writing the jump matrix in the following factorized form: $\left.v^{\sharp}(\lambda)\right|_{\widehat{\Gamma}}:=\left(\mathrm{I}-w_{x, t}^{-}(\lambda)\right)^{-1}\left(\mathrm{I}+w_{x, t}^{+}(\lambda)\right), \lambda \in \widehat{\Gamma}$, where $w_{x, t}^{ \pm}(\lambda) \in \cap_{k \in\{2, \infty\}} \mathcal{L}^{k}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right.$ ) (with $\left.\left\|w_{x, t}^{ \pm}(\cdot)\right\|_{\cap_{k \in\{2, \infty\}} \mathcal{L}^{k}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right)}:=\sum_{k \in\{2, \infty\}}\left\|w_{x, t}^{ \pm}(\cdot)\right\|_{\mathcal{L}^{k}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right)}\right)$, resp., are nilpotent offdiagonal upper/lower triangular matrices, define $w_{x, t}(\lambda):=w_{x, t}^{-}(\lambda)+w_{x, t}^{+}(\lambda)$, and introduce the operator $C_{w_{x, t}}$ on $\mathcal{L}^{2}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right)$ as $C_{w_{x, t}} f:=C_{+}\left(f w_{x, t}^{-}\right)+C_{-}\left(f w_{x, t}^{+}\right)$, where $f \in \mathcal{L}^{2}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right)$, and $C_{ \pm}: \mathcal{L}^{2}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right) \rightarrow \mathcal{L}^{2}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right)$ denote the Cauchy operators

$$
\left(C_{ \pm} f\right)(\lambda):=\lim _{\substack{\lambda^{\prime} \rightarrow \lambda \\ \lambda^{\prime} \in \pm \text { side of } \widehat{\Gamma}}} \int_{\widehat{\Gamma}} \frac{f(\varrho)}{\left(\varrho-\lambda^{\prime}\right)} \frac{d \varrho}{2 \pi i}
$$

THEOREM 4.1 (see [24]). If $\mu^{c}(\lambda) \in \mathrm{I} \oplus \mathcal{L}^{2}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right)$ solves the following linear singular integral equation:

$$
\left(\underline{\mathbf{I d}}-C_{w_{x, t}}\right) \mu^{c}=\mathrm{I},
$$

where Id is the identity operator on $\mathrm{I} \oplus \mathcal{L}^{2}\left(\widehat{\Gamma} ; M_{2}(\mathbb{C})\right)$, then the solution of the $R H$ problem for $\chi^{c}(\lambda)$ is

$$
\chi^{c}(\lambda)=\mathrm{I}+\int_{\widehat{\Gamma}} \frac{\mu^{c}(\varrho) w_{x, t}(\varrho)}{(\varrho-\lambda)} \frac{d \varrho}{2 \pi i}, \quad \lambda \in \mathbb{C} \backslash \widehat{\Gamma}
$$

where $\mu^{c}(\lambda)=\chi_{+}^{c}(\lambda)\left(\mathrm{I}+w_{x, t}^{+}(\lambda)\right)^{-1}=\chi_{-}^{c}(\lambda)\left(\mathrm{I}-w_{x, t}^{-}(\lambda)\right)^{-1}$.
Lemma 4.1. Let $\epsilon_{0}$ denote an arbitrarily fixed, sufficiently small positive real number. For $\aleph \in\left\{0, \pm \lambda_{0}\right\}$, set $\mathcal{N}\left(\aleph ; \epsilon_{0}\right):=\left\{\lambda ;|\lambda-\aleph| \leq \epsilon_{0}\right\}$. Then as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $\lambda \in \mathbb{C} \backslash \cup_{\aleph \in\left\{0, \pm \lambda_{0}\right\}} \mathcal{N}\left(\aleph ; \epsilon_{0}\right)$, $\chi^{c}(\lambda)$ has the following asymptotic expansion:

$$
\begin{aligned}
\chi^{c}(\lambda)=\mathrm{I} & +\frac{1}{4} \sqrt{\frac{\nu\left(\lambda_{0}\right)}{2 \lambda_{0}^{2} t}}\left(\frac{1}{\lambda-\lambda_{0}}+\frac{1}{\lambda+\lambda_{0}}\right)\left(\exp \left\{-i\left(\phi^{+}\left(\lambda_{0}\right)+\widehat{\Phi}^{+}\left(\lambda_{0} ; t\right)\right)\right\} \sigma_{-}\right. \\
& \left.+\exp \left\{i\left(\phi^{+}\left(\lambda_{0}\right)+\widehat{\Phi}^{+}\left(\lambda_{0} ; t\right)\right)\right\} \sigma_{+}\right)+\mathcal{O}\left(\frac{G\left(\lambda ; \lambda_{0}\right) \ln t}{t}\right),
\end{aligned}
$$

where $\nu\left(\lambda_{0}\right), \phi^{+}\left(\lambda_{0}\right)$, and $\widehat{\Phi}^{+}\left(\lambda_{0} ; t\right)$ are given in Theorem 2.1, equations (21), (22), and $(24),\left\|G\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{L}^{\infty}\left(\mathbb{C} \backslash \cup_{\mathbb{N} \in\left\{0, \pm \lambda_{0}\right\}} \mathcal{N}\left(\aleph ; \epsilon_{0}\right) ; M_{2}(\mathbb{C})\right)}<\infty, G(\lambda ; \cdot) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right), G\left(\lambda ; \lambda_{0}\right) \sim$ $\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)}{\lambda}\right)$ as $\lambda \rightarrow \infty$ with $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right.$ ), and satisfies the following involutions: $\chi^{c}(-\lambda)=\sigma_{3} \chi^{c}(\lambda) \sigma_{3}$ and $\chi^{c}(\lambda)=\sigma_{1} \overline{\chi^{c}(\bar{\lambda})} \sigma_{1}$.

Proof. In sections 5 and 6 of [15], it was shown that, for $\lambda \in \mathbb{C} \backslash \cup_{\aleph \in\left\{0, \pm \lambda_{0}\right\}} \mathcal{N}\left(\aleph ; \epsilon_{0}\right)$, as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$, for arbitrary $l^{\prime} \in \mathbb{Z}_{\geq 1}$,

$$
\begin{aligned}
\chi^{c}(\lambda)=\mathrm{I} & +\sum_{\vec{m}_{3} \in \mathbb{M}_{3}} \int_{a_{l}\left(\vec{m}_{3}\right)}^{a_{u}\left(\vec{m}_{3}\right)} \frac{\left.m_{3} \mu^{c}(\varsigma)\right|_{\operatorname{sgn}\left(m_{3}\right)}(\delta(\varsigma))^{2 m_{3}} e^{-2 i m_{3} t \theta(\varsigma)} \mathcal{R}^{\vec{m}_{3}}(\varsigma) \sigma_{\operatorname{sgn}\left(m_{3}\right)}}{(\varsigma-\lambda)} \frac{d \varsigma}{2 \pi i} \\
& +\sum_{\vec{m}_{2} \in \mathbb{M}_{2}} \int_{0}^{b\left(\vec{m}_{2}\right)} \frac{\left.m_{2} \mu^{c}(\varsigma)\right|_{\operatorname{sgn}\left(m_{2}\right)}(\delta(\varsigma))^{2 m_{2}} e^{-2 i m_{2} t \theta(\varsigma)} \mathcal{R}^{\vec{m}_{2}}(\varsigma) \sigma_{\operatorname{sgn}\left(m_{2}\right)}}{(\varsigma-\lambda)} \frac{d \varsigma}{2 \pi i} \\
& +\mathcal{O}\left(\frac{c\left(\lambda_{0}\right)}{\left(\lambda_{0}^{2} t\right)^{l^{\prime}}}\right),
\end{aligned}
$$

where (1) $\vec{m}_{k} \in \mathbb{M}_{k}$ denotes the set of vectors with $k$ components, each of which take the values $\pm 1\left(\operatorname{card}\left(\mathbb{M}_{k}\right)=2^{k}\right) ;(2) a_{l}\left(\vec{m}_{3}\right)=m_{1} \lambda_{0}+m_{2} \varepsilon \exp \left\{-\frac{i \pi m_{3}}{4}\right\}, a_{u}\left(\vec{m}_{3}\right)=m_{1} \lambda_{0}$, and $b\left(\vec{m}_{2}\right)=m_{1} \varepsilon \exp \left\{\frac{i \pi m_{2}}{4}\right\}$, where $\varepsilon$ is an arbitrarily fixed, sufficiently small positive real number; (3) $\left.\mu^{c}(\varsigma)\right|_{+}:=\left.\mu^{c}(\varsigma)\right|_{L^{\prime}},\left.\mu^{c}(\varsigma)\right|_{-}:=\left.\mu^{c}(\varsigma)\right|_{\overline{L^{\prime}}}$, with $L^{\prime}=\{\lambda ; \lambda=$ $\left.\widehat{u} \exp \left\{\frac{i \pi}{4}\right\}, \widehat{u} \in(-\varepsilon, \varepsilon)\right\} \cup\left(\cup_{l \in\{ \pm 1\}}\left\{\lambda ; \lambda=l \lambda_{0}+\widehat{u} \exp \left\{-\frac{i \pi}{4}\right\}, \widehat{u} \in(-\varepsilon, \varepsilon)\right\}\right)$, and where $\mu^{c}(\cdot)$ is the solution of the Beals-Coifman [24] linear singular integral equation (Theo$\operatorname{rem} 4.1) ;(4) \theta(\varsigma)=2 \varsigma^{2}\left(\varsigma^{2}-2 \lambda_{0}^{2}\right) ;(5) \delta(\varsigma)=\left(\left(\frac{\varsigma-\lambda_{0}}{\varsigma}\right)\left(\frac{\varsigma+\lambda_{0}}{\varsigma}\right)\right)^{i \nu} \exp \left\{\sum_{l \in\{ \pm\}}\left(\rho_{l}(\varsigma)+\widehat{\rho}_{l}(\varsigma)\right)\right\}$, $\nu:=\nu\left(\lambda_{0}\right), \rho_{ \pm}(\varsigma)=\frac{1}{2 \pi i} \int_{0}^{ \pm \lambda_{0}} \ln \left(\frac{1-|r(\varrho)|^{2}}{1-\left|r\left(\lambda_{0}\right)\right|^{2}}\right) \frac{d \varrho}{(\varrho-\varsigma)}$, and $\widehat{\rho}_{ \pm}(\varsigma)=\int_{ \pm i \infty}^{i 0} \frac{\ln (1-r(\varrho) r(\bar{\varrho})}{(\varrho-\varsigma)} \frac{d \varrho}{2 \pi i}$; (6) $\mathcal{R}^{-1,-1,1}(\varsigma)=\mathcal{R}^{1,1,1}(\varsigma)=-r(\varsigma) \mathcal{P}(\varsigma), \mathcal{R}^{-1,1,1} \quad(\varsigma)=\mathcal{R}^{1,-1,1}(\varsigma)=\frac{r(\varsigma) \mathcal{P}(\varsigma)}{(1-r(\varsigma) r(\bar{\varsigma})}$, $\mathcal{R}^{-1,-1,-1}(\varsigma)=\mathcal{R}^{1,1,-1}(\varsigma)=\left(\mathcal{R}^{1,1,1}(\varsigma)\right)^{*}$, and $\mathcal{R}^{-1,1,-1}(\varsigma)=\mathcal{R}^{1,-1,-1}(\varsigma)=\left(\mathcal{R}^{1,-1,1}\right.$ $(\varsigma))^{*}$, where $\mathcal{P}(z):=\prod_{l=n+1}^{N}\left(\frac{\left(z-\overline{\lambda_{l}}\right)\left(z+\overline{\lambda_{l}}\right)}{\left(z-\lambda_{l}\right)\left(z+\lambda_{l}\right)}\right)^{2}$, and $\alpha(\cdot)=(\beta(\cdot))^{*}$ means that $\alpha(\cdot)$ is the same piecewise-rational function as $\beta(\cdot)$ except with the complex conjugated coefficients; (7) $\mathcal{R}^{1,1}(\varsigma)=\mathcal{R}^{-1,1}(\varsigma)=\frac{r(\varsigma) \mathcal{P}(\varsigma)}{\left(1-|r(\varsigma)|^{2}\right)}-\frac{r(i \varsigma) \mathcal{P}(i \varsigma)}{\left(1+|r(i \varsigma)|^{2}\right)}$ and $\mathcal{R}^{1,-1}(\varsigma)=\mathcal{R}^{-1,-1}(\varsigma)=$ $-\left(\mathcal{R}^{1,1}(\varsigma)\right)^{*}$; and (8) $\underline{c}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)$. Since, in the above expression for $\chi^{c}(\lambda)$, the estimation of all the integrals is analogous, without loss of generality, the following integral is considered:

$$
I_{0}:=\int_{\lambda_{0}+\varepsilon e^{-\frac{i \pi}{4}}}^{\lambda_{0}} \mathcal{A}_{0}(\varsigma) \mathcal{B}_{0}(\varsigma) \frac{d \varsigma}{2 \pi i}
$$

where $\mathcal{A}_{0}(\varsigma):=\left.\mu^{c}(\varsigma)\right|_{L^{\prime}}$, and $\mathcal{B}_{0}(\varsigma):=-\frac{\delta^{2}(\varsigma) \exp \{-2 i t \theta(\varsigma)\} r(\varsigma) \mathcal{P}(\varsigma)}{(\varsigma-\lambda)} \sigma_{+}$. Begin by estimating $\mathcal{B}_{0}(\varsigma) \frac{d \varsigma}{2 \pi i}$ : (1) expand $\mathcal{B}_{0}(\varsigma)$ in a Taylor series about $\lambda_{0} ;(2)$ make the following change of variable [15]: $\varsigma:=\varsigma(\widetilde{w})=\lambda_{0}+\widetilde{w}\left(16 \lambda_{0}^{2} t\right)^{-1 / 2}$, and express the expansion obtained in (1) above in terms of $\widetilde{w}$; and (3) use the following identity: $a b=(a-1)(b-1)+(a-1)+(b-1)+1$. Carrying out steps $(1)-(3)$, one gets that

$$
\begin{aligned}
\left.\mathcal{B}_{0}(\varsigma) \frac{d \varsigma}{2 \pi i}\right|_{\varsigma(\widetilde{w})}= & -\frac{(\widetilde{w})^{2 i \nu} \lambda_{0}^{-4 i \nu} t^{-i \nu} 2^{-2 i \nu} e^{2 s\left(\lambda_{0}\right)} e^{4 i \lambda_{0}^{4} t} e^{-i \widetilde{w}^{2}} d \widetilde{w} \sigma_{+}}{\left(\lambda-\lambda_{0}\right)(2 \pi i) \sqrt{16 \lambda_{0}^{2} t}} \mathcal{R}\left(\lambda_{0}\right) \\
& \left.+\left(\mathcal{R}^{\prime}\left(\lambda_{0}\right)-\frac{3 i \nu \mathcal{R}\left(\lambda_{0}\right)}{\lambda_{0}}\right) \frac{\widetilde{w}}{\sqrt{16 \lambda_{0}^{2} t}}\right\} \sum_{\vec{l}_{4} \in \mathbb{L}_{4}} \prod_{k=1}^{4}\left(p_{k}(\widetilde{w})\right)^{l_{k}} \\
& -\frac{(\widetilde{w})^{2 i \nu+1} \lambda_{0}^{-4 i \nu} t^{-i \nu} 2^{-2 i \nu} e^{2 s\left(\lambda_{0}\right)} e^{4 i \lambda_{0}^{4} t} e^{-i \widetilde{w}^{2}} d \widetilde{w} \sigma_{+}}{\left(\lambda-\lambda_{0}\right)^{2}(2 \pi i)\left(16 \lambda_{0}^{2} t\right)}
\end{aligned}
$$

$$
\times \mathcal{R}\left(\lambda_{0}\right) \sum_{\vec{l}_{4} \in \mathbb{L}_{4}} \prod_{k=1}^{4}\left(p_{k}(\widetilde{w})\right)^{l_{k}}+\mathcal{O}\left(\left\{\frac{C_{1}^{b}\left(\lambda_{0}\right)}{\left(\lambda-\lambda_{0}\right)}+\frac{C_{2}^{b}\left(\lambda_{0}\right)}{\left(\lambda-\lambda_{0}\right)^{2}}\right\} \frac{e^{4 i \lambda_{0}^{4} t} \widetilde{w}^{2 i \nu+2} e^{-i \widetilde{w}^{2}} d \widetilde{w} \sigma_{+}}{t^{3 / 2+i \nu}}\right)
$$

where $\vec{l}_{k} \in \mathbb{L}_{k}$ denotes the set of vectors with $k$ components, each of which take the values 0 and $1\left(\operatorname{card}\left(\mathbb{L}_{k}\right)=2^{k}\right), s\left(\lambda_{0}\right):=\sum_{l \in\{ \pm\}}\left(\rho_{l}\left(\lambda_{0}\right)+\widehat{\rho}_{l}\left(\lambda_{0}\right)\right), \mathcal{R}\left(\lambda_{0}\right):=-r\left(\lambda_{0}\right) \mathcal{P}\left(\lambda_{0}\right)$, $\mathcal{R}^{\prime}\left(\lambda_{0}\right)=-r^{\prime}\left(\lambda_{0}\right) \mathcal{P}\left(\lambda_{0}\right)-r\left(\lambda_{0}\right) \mathcal{P}\left(\lambda_{0}\right) \sum_{k=n+1}^{N}\left\{\frac{4 i \sin \left(\arg \left(\lambda_{0}-\lambda_{k}\right)\right)}{\left|\lambda_{0}-\lambda_{k}\right|}+\frac{4 i \sin \left(\arg \left(\lambda_{0}+\lambda_{k}\right)\right)}{\left|\lambda_{0}+\lambda_{k}\right|}\right\}$, $(\bullet)^{\prime}\left(\lambda_{0}\right):=\left.\frac{d(\bullet)(z)}{d z}\right|_{z=\lambda_{0}}$,

$$
p_{k}(\widetilde{w}):=\exp \left\{2 \widetilde{\Delta}_{k}\left(\lambda_{0}+\frac{\widetilde{w}}{\sqrt{16 \lambda_{0}^{2} t}}\right)\right\}-1, \quad k \in\{1,2\}
$$

$$
\begin{gathered}
p_{3}(\widetilde{w}):=\exp \left\{-\frac{i \widetilde{w}^{3}}{\lambda_{0} \sqrt{16 \lambda_{0}^{2} t}}\right\}-1, \quad p_{4}(\widetilde{w}):=\exp \left\{-\frac{i \widetilde{w}^{4}}{4^{3} \lambda_{0}^{4} t}\right\}-1 \\
\widetilde{\Delta}_{1}\left(\lambda_{0}+\frac{\widetilde{w}}{\sqrt{16 \lambda_{0}^{2} t}}\right)=\sum_{l \in\{ \pm\}}\left(\rho_{l}\left(\lambda_{0}+\frac{\widetilde{w}}{\sqrt{16 \lambda_{0}^{2} t}}\right)-\rho_{l}\left(\lambda_{0}\right)\right) \\
\widetilde{\Delta}_{2}\left(\lambda_{0}+\frac{\widetilde{w}}{\sqrt{16 \lambda_{0}^{2} t}}\right)=\sum_{l \in\{ \pm\}}\left(\widehat{\rho}_{l}\left(\lambda_{0}+\frac{\widetilde{w}}{\sqrt{16 \lambda_{0}^{2} t}}\right)-\widehat{\rho}_{l}\left(\lambda_{0}\right)\right)
\end{gathered}
$$

and $C_{i}^{b}\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right), i \in\{1,2\}$. Now, proceed to estimate $\left.\mu^{c}(\varsigma)\right|_{L^{\prime}}$ for $\varsigma \in$ $\left(\lambda_{0}, \lambda_{0}+\varepsilon \exp \left\{-\frac{i \pi}{4}\right\}\right)$ : for this, the Beals-Coifman [24] formulation for the solution of a RH problem on an oriented contour is necessary (Theorem 4.1 and the paragraph preceding it for discussion and notation); in particular, one has to estimate the functions $w_{x, t}^{ \pm}(\varsigma)$ on $L^{\prime} \cup \overline{L^{\prime}}$. In section 5 of [15], it was shown that, on $\left(\lambda_{0}, \lambda_{0}+\varepsilon \exp \left\{-\frac{i \pi}{4}\right\}\right)$, $w_{x, t}^{+}(\varsigma)=-(\delta(\varsigma))^{\operatorname{ad}\left(\sigma_{3}\right)} \exp \left\{-i t \theta(\varsigma) \operatorname{ad}\left(\sigma_{3}\right)\right\} r(\varsigma) \mathcal{P}(\varsigma) \sigma_{+}$and $w_{x, t}^{-}(\varsigma)=0$; hence, from the Beals-Coifman [24] formulation, for any $f \in \mathcal{L}^{2}\left(L^{\prime} ; M_{2}(\mathbb{C})\right), C_{w_{x, t}} f=C_{-}\left(f w_{x, t}^{+}\right)$. To estimate $w_{x, t}^{+}(\varsigma)$, one proceeds as follows: (1) recalling that $r(\varsigma) \in \mathcal{S}(\widehat{\Gamma} ; \mathbb{C})$ and $\|r\|_{\mathcal{L}^{\infty}(\mathbb{R} ; \mathbb{C})}<1$, expand $(\delta(\varsigma))^{\operatorname{ad}\left(\sigma_{3}\right)}$, for $\varsigma \in\left(\lambda_{0}, \lambda_{0}+\varepsilon \exp \left\{-\frac{i \pi}{4}\right\}\right)$, via an integration by parts argument; (2) expand $\exp \left\{-i t \theta(\varsigma) \operatorname{ad}\left(\sigma_{3}\right)\right\} r(\varsigma) \mathcal{P}(\varsigma)$ in a Taylor series about $\lambda_{0}$; and (3) change variables [15], $\varsigma:=\varsigma(\widetilde{w})$. Carrying out steps (1)-(3), one shows that

$$
\begin{aligned}
&\left.w_{x, t}^{+}(\varsigma)\right|_{\varsigma(\widetilde{w})} \\
&=e^{i\left\{4 \lambda_{0}^{4} t-\widetilde{w}^{2}+2 \nu \ln (\widetilde{w} / 2)-\nu \ln t+2 \phi\left(\lambda_{0}\right)\right\}}\left(v_{00}\left(\widetilde{w} ; \lambda_{0}\right)+\frac{v_{10}\left(\widetilde{w} ; \lambda_{0}\right)+v_{11}\left(\widetilde{w} ; \lambda_{0}\right) \ln t}{\sqrt{t}}\right) \\
&+\mathcal{O}\left(\frac{v_{22}\left(\widetilde{w} ; \lambda_{0}\right)(\ln t)^{2}}{t}\right)
\end{aligned}
$$

where $\phi\left(\lambda_{0}\right)=2 \nu \ln \lambda_{0}+\frac{1}{2 \pi} \int_{0}^{\lambda_{0}} \ln \left|z^{2}-\lambda_{0}^{2}\right| d \ln \left(1-|r(z)|^{2}\right)-\frac{1}{2 \pi} \int_{0}^{\infty} \ln \left|z^{2}+\lambda_{0}^{2}\right| d \ln (1+$ $\left.|r(i z)|^{2}\right), v_{00}\left(\widetilde{w} ; \lambda_{0}\right):=\mathcal{R}\left(\lambda_{0}\right), v_{10}\left(\widetilde{w} ; \lambda_{0}\right), v_{11}\left(\widetilde{w} ; \lambda_{0}\right)$, and $v_{22}\left(\widetilde{w} ; \lambda_{0}\right)$ are nilpotent matrix polynomials whose elements are sums of products of terms of the type $\widetilde{w}^{j}$ and $(\ln \widetilde{w})^{k}$, $j \in \mathbb{Z}_{\geq 1}, k \in \mathbb{Z}_{\geq 0}$, with $\lambda_{0}$-dependent coefficients, and, for $0 \leq j \leq 2,0 \leq k \leq j$,

$$
\left\|\exp \left\{-i(\cdot)^{2}\right\} \exp \{2 i \nu \ln (\cdot)\} v_{j k}\left(\cdot ; \lambda_{0}\right)\right\|_{\cap_{l \in\{1,2, \infty\}} \mathcal{L}^{l}\left(L_{s}^{\prime} \backslash\{0\} ; \mathbb{C}\right)}<\infty
$$

with $\|(\cdot)\|_{\cap_{l \in\{1,2, \infty\}} \mathcal{L}^{l}\left(L_{s}^{\prime} \backslash\{0\} ; \mathbb{C}\right)}:=\sum_{l \in\{1,2, \infty\}}\|(\cdot)\|_{\mathcal{L}^{l}\left(L_{s}^{\prime} \backslash\{0\} ; \mathbb{C}\right)}$, where $L_{s}^{\prime} \backslash\{0\}$ denotes the scaled and shifted version of $L^{\prime} \backslash\left\{\lambda_{0}\right\}$. Hence, for any $f \in \mathcal{L}^{l}\left(L_{s}^{\prime} ; M_{2}(\mathbb{C})\right), l \in\{2, \infty\}$,

$$
\left(C_{w_{x, t}} f\right)\left(\widetilde{w} ; \lambda_{0}\right)=\sum_{j=0}^{1} \sum_{k=0}^{j} \frac{(\ln t)^{k}}{t^{j / 2}}\left(C_{j k}^{\natural} f\right)\left(\widetilde{w} ; \lambda_{0}\right)+\mathcal{O}\left(\frac{(\ln t)^{2}}{t}\left(C_{22}^{\natural} f\right)\left(\widetilde{w} ; \lambda_{0}\right)\right),
$$

where

$$
\begin{aligned}
\frac{\exp \{2 i \nu \ln 2\}}{\exp \left\{2 i \phi\left(\lambda_{0}\right)\right\}}\left(C_{j k}^{\natural} f\right)\left(\widetilde{w} ; \lambda_{0}\right):= & \lim _{\substack{\lambda^{\prime} \rightarrow \widetilde{w} \\
\lambda^{\prime} \in-\text { side of } L_{s}^{\prime}}} \int_{L_{s}^{\prime}} \frac{f(z) \exp \left\{-i z^{2}\right\} z^{2 i \nu} v_{j k}\left(z ; \lambda_{0}\right)}{\left(z-\lambda^{\prime}\right)} \frac{d z}{2 \pi i} \\
& 0 \leq j \leq 2,0 \leq k \leq j
\end{aligned}
$$

and $\left\|C_{j k}^{\natural}\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{M}\left(L_{s}^{\prime} \backslash\{0\} ; M_{2}(\mathbb{C})\right)} \leq \mathcal{K}_{1}^{\natural}\left(\lambda_{0}\right)<\infty$, with $\mathcal{M}\left(\bullet ; M_{2}(\mathbb{C})\right)$ denoting the space of bounded linear operators acting from $\mathcal{L}^{l}\left(\bullet ; M_{2}(\mathbb{C})\right)$ into $\mathcal{L}^{2}\left(\bullet ; M_{2}(\mathbb{C})\right), l \in\{2, \infty\}$.

According to Theorem 4.1, $\mu^{c}(\cdot)$ satisfies the following linear singular integral equation on $L^{\prime} \cup \overline{L^{\prime}},\left(\underline{\mathbf{I d}}-C_{w_{x, t}}\right) \mu^{c}=\mathrm{I}$; hence, $\mu^{c}=\left(\underline{\mathbf{I d}}-C_{w_{x, t}}\right)^{-1} \mathrm{I}$. It was shown in [15] that, as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$, $\operatorname{ker}\left(\underline{\mathbf{I d}}-C_{w_{x, t}}\right)=\emptyset$ and $\left\|\left(\underline{\mathbf{I d}}-C_{00}^{\natural}\left(\cdot ; \lambda_{0}\right)\right)^{-1}\right\|_{\mathcal{M}\left(L_{s}^{\prime} \backslash\{0\} ; M_{2}(\mathbb{C})\right)} \leq \mathcal{K}_{2}^{\natural}\left(\lambda_{0}\right)<\infty$. Using the method of successive approximations, one shows that, as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M, \mu^{c}(\cdot)$ can be expanded in the following Neumann-type series (see also Part II of [23], and [34]):

$$
\begin{aligned}
\left.\mathcal{A}_{0}(\varsigma)\right|_{\varsigma(\widetilde{w})}=\left.\mu^{c}(\widetilde{w})\right|_{L_{s}^{\prime} \backslash\{0\}}= & \mu_{00}^{c}\left(\widetilde{w} ; \lambda_{0}\right)+\frac{\mu_{10}^{c}\left(\widetilde{w} ; \lambda_{0}\right)+\mu_{11}^{c}\left(\widetilde{w} ; \lambda_{0}\right) \ln t}{\sqrt{t}} \\
& +\mathcal{O}\left(\frac{\mu_{22}^{c}\left(\widetilde{w} ; \lambda_{0}\right)(\ln t)^{2}}{t}\right),
\end{aligned}
$$

where $\mu_{00}^{c}\left(\widetilde{w} ; \lambda_{0}\right):=\left(\underline{\mathbf{I d}}-C_{00}^{\natural}\left(\widetilde{w} ; \lambda_{0}\right)\right)^{-1} \mathrm{I},\left\|\left(\underline{\mathbf{I d}}-C_{00}^{\natural}\left(\cdot ; \lambda_{0}\right)\right)^{-1} \mathrm{I}\right\|_{\mathcal{L}^{2}\left(L_{s}^{\prime} \backslash\{0\} ; M_{2}(\mathbb{C})\right)}<\infty$, and $\left\|\mu_{j k}^{c}\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{L}^{2}\left(L_{s}^{\prime} \backslash\{0\} ; M_{2}(\mathbb{C})\right)}<\infty, 1 \leq j \leq 2,0 \leq k \leq j$ : an explicit expression for $\left(\underline{\mathbf{I d}}-C_{00}^{\natural}\left(\widetilde{w} ; \lambda_{0}\right)\right)^{-1} \mathrm{I}$ in terms of parabolic-cylinder functions was given in section 7 of [15] (see below). Making one more change of variable, $\varrho=\sqrt{2} \widetilde{w} \exp \left\{\frac{i \pi}{4}\right\}$, and recalling the definition of $I_{0}$, one shows that

$$
I_{0}-I_{1 / 2}=I_{0, a}+I_{0, b}+I_{0, c}+I_{0, d}+\mathcal{E}_{r}
$$

where

$$
\begin{aligned}
I_{1 / 2}:= & Y_{a}\left(\lambda, \lambda_{0} ; t\right) \int_{0}^{\widehat{\alpha}} \mu_{00}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right) \varrho^{2 i \nu} e^{-\varrho^{2} / 2} \sigma_{+} d \varrho, \\
I_{0, a}:= & Y_{a}\left(\lambda, \lambda_{0} ; t\right) \sum_{\vec{l}_{4} \in \mathbb{L}_{4}}^{\prime} \int_{0}^{\widehat{\alpha}} \mu_{00}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right) \prod_{k=1}^{4}\left(p_{k}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}}\right)\right)^{l_{k}} \varrho^{2 i \nu} e^{-\varrho^{2} / 2} \sigma_{+} d \varrho, \\
I_{0, b}:= & Y_{b}\left(\lambda, \lambda_{0} ; t\right) \sum_{\vec{l}_{4} \in \mathbb{L}_{4}} \int_{0}^{\widehat{\alpha}} \mu_{00}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right) \prod_{k=1}^{4}\left(p_{k}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}}\right)\right)^{l_{k}} \varrho^{2 i \nu+1} e^{-\varrho^{2} / 2} \sigma_{+} d \varrho, \\
I_{0, c}:= & Y_{c}\left(\lambda, \lambda_{0} ; t\right) \sum_{\vec{l}_{4} \in \mathbb{L}_{4}} \int_{0}^{\widehat{\alpha}}\left\{\mu_{10}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right)+\mu_{11}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right) \ln t\right\} \\
& \times \prod_{k=1}^{4}\left(p_{k}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}}\right)\right)^{l_{k}} \varrho^{2 i \nu} e^{-\varrho^{2} / 2} \sigma_{+} d \varrho, \\
I_{0, d}:= & Y_{d}\left(\lambda, \lambda_{0} ; t\right) \sum_{\vec{l}_{4} \in \mathbb{L}_{4}} \int_{0}^{\widehat{\alpha}} \mu_{00}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right) \prod_{k=1}^{4}\left(p_{k}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}}\right)\right)^{l_{k}} \varrho^{2 i \nu+1} e^{-\varrho^{2} / 2} \sigma_{+} d \varrho, \\
\mathcal{E}_{r}:= & \mathcal{O}\left(\frac { y ( \lambda _ { 0 } ; t ) } { \lambda _ { 0 } ^ { 3 } t ^ { 3 / 2 } } \left\{\sum_{k=1}^{2} \frac{C_{k}^{\sharp}\left(\lambda_{0}\right)}{\left.\left.\left(\lambda-\lambda_{0}\right)^{k}\right\} \int_{0}^{\widehat{\alpha}} \mu_{00}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right) \varrho^{2 i \nu+2} e^{-\varrho^{2} / 2} \sigma_{+} d \varrho\right)}\right.\right. \\
& +\mathcal{O}\left(\frac { y ( \lambda _ { 0 } ; t ) } { \lambda _ { 0 } ^ { 2 } t ^ { 3 / 2 } } \{ \sum _ { k = 1 } ^ { 2 } \frac { C _ { k + 2 } ^ { \sharp } ( \lambda _ { 0 } ) } { ( \lambda - \lambda _ { 0 } ) ^ { k } } \} \int _ { 0 } ^ { \widehat { \alpha } } \left\{\mu_{10}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right)\right.\right. \\
& \left.\left.+\mu_{11}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right) \ln t\right\} \varrho^{2 i \nu+1} e^{-\varrho^{2} / 2} \sigma_{+} d \varrho\right)
\end{aligned}
$$

$\widehat{\alpha}:=\left(32 \varepsilon^{2} \lambda_{0}^{2} t\right)^{1 / 2}$, the prime on the summation in the expression for $I_{0, a}$ means that the term corresponding to $\left(l_{1}, l_{2}, l_{3}, l_{4}\right)=(0,0,0,0)$ is omitted from the sum,

$$
\begin{gathered}
Y_{a}\left(\lambda, \lambda_{0} ; t\right)=\frac{y\left(\lambda_{0} ; t\right) e^{-\frac{i \pi}{4}} \mathcal{R}\left(\lambda_{0}\right)}{\left(\lambda-\lambda_{0}\right) \sqrt{32 \lambda_{0}^{2} t}}, \quad Y_{b}\left(\lambda, \lambda_{0} ; t\right)=\frac{i y\left(\lambda_{0} ; t\right)\left\{3 i \nu \mathcal{R}\left(\lambda_{0}\right)-\lambda_{0} \mathcal{R}^{\prime}\left(\lambda_{0}\right)\right\}}{\left(\lambda-\lambda_{0}\right)\left(32 \lambda_{0}^{3} t\right)} \\
Y_{c}\left(\lambda, \lambda_{0} ; t\right)=\frac{y\left(\lambda_{0} ; t\right) e^{-\frac{i \pi}{4}} \mathcal{R}\left(\lambda_{0}\right)}{\left(\lambda-\lambda_{0}\right) \sqrt{32 \lambda_{0}^{2}} t}, \quad Y_{d}\left(\lambda, \lambda_{0} ; t\right)=-\frac{i y\left(\lambda_{0} ; t\right) \mathcal{R}\left(\lambda_{0}\right)}{\left(\lambda-\lambda_{0}\right)^{2}\left(32 \lambda_{0}^{2} t\right)}
\end{gathered}
$$

$y\left(\lambda_{0} ; t\right):=\frac{e^{\frac{\pi \nu}{2}} e^{2 s\left(\lambda_{0}\right)} e^{4 i \lambda} \lambda_{0}^{4} t}{(2 \pi i) \lambda_{0}^{4 i \nu} 2^{3 i \nu} t^{i \nu}}$, and $C_{i}^{\sharp}\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right), 1 \leq i \leq 4$. As will be shown below, $I_{1 / 2}$ gives rise to the leading-order $\left(\mathcal{O}\left(t^{-1 / 2}\right)\right)$ term: towards the proof of this statement, one proceeds by estimating the difference, $I_{0}-I_{1 / 2}$. Recall first the following inequality: $|\exp \{(\cdot)\}-1| \leq|(\cdot)| \sup _{s \in[0,1]}|\exp \{s(\cdot)\}|$; hence, $\left|\exp \left\{\widetilde{\Delta}_{i}^{b}\right\}-1\right| \leq$ $\left|\widetilde{\Delta}_{i}^{b}\right| \sup _{s \in[0,1]}\left|\exp \left\{s \widetilde{\Delta}_{i}^{b}\right\}\right|$, where

$$
\widetilde{\Delta}_{i}^{b}:=2 \widetilde{\Delta}_{i}\left(\lambda_{0}+\frac{\varrho \exp \left\{-\frac{i \pi}{4}\right\}}{\sqrt{32 \lambda_{0}^{2} t}}\right), \quad i \in\{1,2\}
$$

Since, as shown in [15], $\left\|(\delta(\cdot))^{ \pm 1}\right\|_{\mathcal{L}^{\infty}(\mathbb{C} ; \mathbb{C})}<\infty$, from the definitions of $\rho_{ \pm}\left(\lambda_{0}\right), \widehat{\rho}_{ \pm}\left(\lambda_{0}\right)$, and $\widetilde{\Delta}_{i}^{b}, i \in\{1,2\}$, it follows that $\sup _{s \in[0,1]}\left|\exp \left\{s \widetilde{\Delta}_{i}^{b}\right\}\right|<\infty$; furthermore, using the Lipschitz property of $\ln \left(\frac{1-|r(\lambda)|^{2}}{1-\left|r\left(\lambda_{0}\right)\right|^{2}}\right),|\lambda|<\lambda_{0}$, and the fact that $r(\lambda) \in \mathcal{S}(\widehat{\Gamma} ; \mathbb{C})$ and $\|r\|_{\mathcal{L}^{\infty}(\mathbb{R} ; \mathbb{C})}<1$, via an integration by parts argument, one deduces that

$$
\left|\widetilde{\Delta}_{1}^{b}\right| \leq \frac{K_{1}^{b}\left(\lambda_{0}\right) \varrho+K_{2}^{b}\left(\lambda_{0}\right) \varrho \ln \varrho+K_{3}^{b}\left(\lambda_{0}\right) \varrho \ln t}{\sqrt{\lambda_{0}^{2} t}}, \quad\left|\widetilde{\Delta}_{2}^{b}\right| \leq \frac{K_{4}^{b}\left(\lambda_{0}\right) \varrho}{\sqrt{\lambda_{0}^{2} t}}
$$

with $K_{i}^{b}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{R}_{>0}\right), i \in\{1,4\}$. Similarly, one gets that

$$
\begin{aligned}
& \left|\exp \left\{-\frac{i \varrho^{3} \exp \left(-\frac{3 \pi i}{4}\right)}{8 \sqrt{2} \lambda_{0}^{2} \sqrt{t}}\right\}-1\right| \leq \frac{\varrho^{3}}{8 \sqrt{2} \lambda_{0}^{2} \sqrt{t}} \underbrace{\sup _{s \in[0,1]}\left|\exp \left\{\frac{-s(1-i) \varrho^{3}}{16 \lambda_{0}^{2} \sqrt{t}}\right\}\right|}_{<\infty}:=\frac{\widetilde{K}_{1}\left(\lambda_{0}\right) \varrho^{3}}{\sqrt{\lambda_{0}^{2} t}} \\
& \left|\exp \left\{\frac{i \varrho^{4}}{4^{4} \lambda_{0}^{4} t}\right\}-1\right| \leq \frac{\varrho^{4}}{4^{4} \lambda_{0}^{4} t} \underbrace{\sup _{s \in[0,1]}\left|\exp \left\{\frac{i s \varrho^{4}}{4^{4} \lambda_{0}^{4} t}\right\}\right|:=\frac{\widetilde{K}_{2}\left(\lambda_{0}\right) \varrho^{4}}{\lambda_{0}^{2} t}}_{<\infty}
\end{aligned}
$$

with $\widetilde{K}_{i}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{R}_{>0}\right), i \in\{1,2\}$. Although the expression for the difference, $I_{0}-I_{1 / 2}$, contains many terms, estimations for the respective terms are analogous. Consider, say, the bound for the term corresponding to $\left(l_{1}, l_{2}, l_{3}, l_{4}\right)=(1,0,0,0)$ in $I_{0, a}$, which is denoted by $I_{0, a}^{1}$ :

$$
I_{0, a}^{1}:=Y_{a}\left(\lambda, \lambda_{0} ; t\right) \int_{0}^{\widehat{\alpha}} \mu_{00}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right) p_{1}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}}\right) \varrho^{2 i \nu} e^{-\varrho^{2} / 2} \sigma_{+} d \varrho .
$$

Using the fact that $0<\nu \leq \nu_{\max }:=-\frac{1}{2 \pi} \ln \left(1-\sup _{\lambda \in \mathbb{R}}|r(\lambda)|^{2}\right)<\infty$, and recalling the definitions of $s\left(\lambda_{0}\right)$ and $\mathcal{R}\left(\lambda_{0}\right)$, one gets that, for $\lambda \in \mathbb{C} \backslash \mathcal{N}\left(\lambda_{0} ; \epsilon_{0}\right),\left|Y_{a}\left(\lambda, \lambda_{0} ; t\right)\right| \leq$
$\frac{\exp \left\{\frac{\pi \nu_{\max }}{2}\right\}\left|r\left(\lambda_{0}\right)\right|}{2 \pi\left|\lambda-\lambda_{0}\right| \sqrt{32 \lambda_{0}^{2} t}}$; hence, letting the upper limit of integration tend to $+\infty$ (for brevity, the following notation is used: for matrices $A$ and $B$, the inequality $|A| \leq|B|$ means that $\left.\left|A_{i j}\right| \leq\left|B_{i j}\right| \forall i, j\right)$,

$$
\left|I_{0, a}^{1}\right| \leq \frac{\exp \left\{\frac{\pi \nu_{\max }}{2}\right\}\left|r\left(\lambda_{0}\right)\right|}{2 \pi\left|\lambda-\lambda_{0}\right| \sqrt{32 \lambda_{0}^{2} t}} \int_{0}^{\infty}\left|\mu_{00}^{c}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right)\right|\left|p_{1}\left(\frac{\varrho e^{-\frac{i \pi}{4}}}{\sqrt{2}}\right)\right| e^{-\varrho^{2} / 2} \sigma_{+} d \varrho
$$

In [15], it was shown that

$$
\mathcal{U}_{00}^{c}:=\left\|\mu_{00}^{c}\left(\frac{(\cdot) e^{-\frac{i \pi}{4}}}{\sqrt{2}} ; \lambda_{0}\right)\right\|_{\mathcal{L}^{2}\left(\mathbb{R}_{\geq 0} ; M_{2}(\mathbb{C})\right)}<\infty ;
$$

hence, from this estimate and the Cauchy-Schwarz inequality for integrals,

$$
\left|I_{0, a}^{1}\right| \leq \frac{\exp \left\{\frac{\pi \nu_{\max }}{2}\right\}\left|r\left(\lambda_{0}\right)\right| \mathcal{U}_{00}^{c} \sigma_{+}}{2 \pi\left|\lambda-\lambda_{0}\right| \sqrt{32 \lambda_{0}^{2} t}}\left\|p_{1}\left(\frac{(\cdot) e^{-\frac{i \pi}{4}}}{\sqrt{2}}\right) \exp \left\{-(\cdot)^{2} / 2\right\}\right\|_{\mathcal{L}^{2}\left(\mathbb{R}_{\geq 0} ; \mathbb{C}\right)}
$$

Recalling the estimate for $\left|\exp \left\{\widetilde{\Delta}_{1}^{b}\right\}-1\right|$, one shows that

$$
\left\|p_{1}\left(\frac{(\cdot) e^{-\frac{i \pi}{4}}}{\sqrt{2}}\right) \exp \left\{-(\cdot)^{2} / 2\right\}\right\|_{\mathcal{L}^{2}\left(\mathbb{R}_{\geq 0} ; \mathbb{C}\right)} \leq \frac{\widetilde{K}^{b}\left(\lambda_{0}\right) \ln t}{\sqrt{\lambda_{0}^{2} t}}
$$

where $\widetilde{K}^{b}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{R}_{>0}\right)$; hence, uniformly for $\lambda \in \mathbb{C} \backslash \mathcal{N}\left(\lambda_{0} ; \epsilon_{0}\right)$,

$$
\left|I_{0, a}^{1}\right| \leq \frac{\widetilde{K}_{1}^{\sharp}\left(\lambda_{0}\right) \ln t}{\left|\lambda-\lambda_{0}\right| \lambda_{0}^{2} t}
$$

with $\widetilde{K}_{1}^{\sharp}\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}\left(\mathbb{R}_{>0}\right)\right)$. Similarly, recalling the estimates for

$$
\left|\exp \left\{-\frac{i \varrho^{3} \exp \left(-\frac{3 \pi i}{4}\right)}{8 \sqrt{2} \lambda_{0}^{2} \sqrt{t}}\right\}-1\right|, \quad\left|\exp \left\{\frac{i \varrho^{4}}{4^{4} \lambda_{0}^{4} t}\right\}-1\right|, \quad \text { and } \quad\left|\exp \left\{\widetilde{\Delta}_{2}^{b}\right\}-1\right|
$$

and using the triangle inequality for $\mathcal{L}^{2}$-norms, one shows that the remaining terms for $I_{0, a}$ are of the type $\mathcal{O}\left(t^{-\frac{m}{2}}\right)$ and $\mathcal{O}\left(t^{-\frac{n}{2}} \ln t\right), 2 \leq m \leq 5,3 \leq n \leq 6$. Estimating the remaining terms of $I_{0}-I_{1 / 2}$ analogously, one shows that, as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$, uniformly for $\lambda \in \mathbb{C} \backslash \mathcal{N}\left(\lambda_{0} ; \epsilon_{0}\right)$,

$$
\left|I_{0}-I_{1 / 2}\right| \leq \frac{\widetilde{K}_{2}^{\sharp}\left(\lambda ; \lambda_{0}\right) \ln t}{\lambda_{0}^{2} t}
$$

where $\left\|\widetilde{K}_{2}^{\sharp}\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{L}^{\infty}\left(\mathbb{C} \backslash \mathcal{N}\left(\lambda_{0} ; \epsilon_{0}\right) ; M_{2}\left(\mathbb{R}_{>0}\right)\right)}<\infty, \widetilde{K}_{2}^{\sharp}(\lambda ; \cdot) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}\left(\mathbb{R}_{>0}\right)\right)$, and, as $\lambda \rightarrow \infty, \widetilde{K}_{2}^{\sharp}\left(\lambda ; \lambda_{0}\right) \sim \mathcal{O}\left(\widetilde{k}_{2}^{\sharp}\left(\lambda_{0}\right)|\lambda|^{-1}\right)$, with $\widetilde{k}_{2}^{\sharp}\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}\left(\mathbb{R}_{>0}\right)\right)$.

Repeating the whole of the above analysis mutatis mutandis for each term on the right-hand side of the original integral expression for $\chi^{c}(\lambda)$ which appears at the very beginning of the proof, one shows that, as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$, uniformly for $\lambda \in \mathbb{C} \backslash \cup_{\aleph \in\left\{0, \pm \lambda_{0}\right\}} \mathcal{N}\left(\aleph ; \epsilon_{0}\right)$,

$$
\left|\chi^{c}(\lambda)-\chi_{1 / 2}^{c}(\lambda)\right| \leq \frac{\left(h_{1}^{+}\left(\lambda ; \lambda_{0}\right)+h_{2}^{+}\left(\lambda ; \lambda_{0}\right)\right) \ln t}{\lambda_{0}^{2} t}
$$

where $h_{1}^{+}\left(\lambda ; \lambda_{0}\right):=\sum_{l^{\prime} \in\{0, i 0\}} e_{l^{\prime}}^{+}\left(\lambda ; \lambda_{0}\right)\left|r\left(l^{\prime}\right)\right|, h_{2}^{+}\left(\lambda ; \lambda_{0}\right):=\sum_{l \in\left\{ \pm \lambda_{0}\right\}} e_{l}^{+}\left(\lambda ; \lambda_{0}\right)$, and the functions $e_{l^{\prime}}^{+}\left(\lambda ; \lambda_{0}\right)$ and $e_{l}^{+}\left(\lambda ; \lambda_{0}\right)$ have the following property as $\lambda \rightarrow \infty$ :

$$
\begin{aligned}
h_{1}^{+}\left(\lambda ; \lambda_{0}\right)+h_{2}^{+}\left(\lambda ; \lambda_{0}\right) & \sim \mathcal{O}\left(\left\{\sum_{l^{\prime} \in\{0, i 0\}} e_{l^{\prime}}^{\sharp}\left(\lambda_{0}\right)\left|r\left(l^{\prime}\right)\right|+\sum_{l \in\left\{ \pm \lambda_{0}\right\}} e_{l}^{\sharp}\left(\lambda_{0}\right)\right\}|\lambda|^{-1}\right), \\
& e_{l^{\prime}}^{\sharp}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}\left(\mathbb{R}_{>0}\right)\right),
\end{aligned}
$$

$l^{\prime} \in\{0, i 0\}$, and $e_{l}^{\sharp}\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}\left(\mathbb{R}_{>0}\right)\right), l \in\left\{ \pm \lambda_{0}\right\} ;$ moreover,

$$
\begin{gathered}
\left\|h_{1}^{+}\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{L}^{\infty}\left(\mathbb{C} \backslash \mathcal{N}\left(0 ; \epsilon_{0}\right) ; M_{2}\left(\mathbb{R}_{>0}\right)\right)}<\infty \\
\left\|h_{2}^{+}\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{L}^{\infty}\left(\mathbb{C} \backslash \cup_{\mathcal{N} \in\left\{ \pm \lambda_{0}\right\}} \mathcal{N}\left(\aleph ; \epsilon_{0}\right) ; M_{2}\left(\mathbb{R}_{>0}\right)\right)}<\infty, h_{1}^{+}(\lambda ; \cdot) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}\left(\mathbb{R}_{>0}\right)\right), \\
h_{2}^{+}(\lambda ; \cdot) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}\left(\mathbb{R}_{>0}\right)\right),
\end{gathered}
$$

and $\chi_{1 / 2}^{c}(\lambda)$ represents the sum over all $I_{1 / 2}$-like terms in which the upper limits of integration tend to $+\infty$. One can write $\chi_{1 / 2}^{c}(\lambda)$ in the following form,

$$
\chi_{1 / 2}^{c}(\lambda)=\mathrm{I}+\frac{\left(\widetilde{\Lambda}^{0}\right)^{\operatorname{ad}\left(\sigma_{3}\right)}}{\sqrt{16 \lambda_{0}^{2} t}} \mathcal{X}^{\Sigma_{r}}(\lambda)+\frac{\left(\widehat{\Lambda}_{\mathcal{C}}^{0}\right)^{\operatorname{ad}\left(\sigma_{3}\right)}}{\sqrt{8 \lambda_{0}^{2} t}} \mathcal{X}^{\Sigma_{\mathcal{C}}}(\lambda)
$$

where

$$
\begin{aligned}
& \widetilde{\Lambda}^{0}=\frac{\exp \left\{2 i \lambda_{0}^{4} t\right\}}{\left(16 \lambda_{0}^{4} t\right)^{\frac{i \nu}{2}}} \exp \left\{\sum_{l \in\{ \pm\}}\left(\rho_{l}\left(\lambda_{0}\right)+\widehat{\rho}_{l}\left(\lambda_{0}\right)\right)\right\}, \\
& \rho_{ \pm}\left(\lambda_{0}\right)=\frac{1}{2 \pi i} \int_{0}^{ \pm \lambda_{0}} \ln \left(\frac{1-|r(\varsigma)|^{2}}{1-\left|r\left(\lambda_{0}\right)\right|^{2}}\right) \frac{d \varsigma}{\left(\varsigma-\lambda_{0}\right)}, \quad \widehat{\rho}_{ \pm}\left(\lambda_{0}\right)=\int_{ \pm i \infty}^{i 0} \frac{\ln (1-r(\varsigma) \overline{r(\bar{\varsigma})})}{\left(\varsigma-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}, \\
& \mathcal{X}_{11}^{\Sigma_{r}}(\lambda)=\frac{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)}}{2^{2 i \nu}} \int_{0}^{\varepsilon_{1}} \frac{\mathcal{X}_{+, 12}^{\Sigma_{B, r}}(\varsigma) \varsigma^{-2 i \nu} e^{i \varsigma^{2}}}{\left(\lambda-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}-\frac{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)} e^{2 \pi \nu}}{2^{2 i \nu}} \int_{0}^{\varepsilon_{2}} \frac{\mathcal{X}_{-, 12}^{\Sigma_{B, r}}(\varsigma) \varsigma^{-2 i \nu} e^{i \varsigma^{2}}}{\left(\lambda-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i} \\
& +\frac{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)}}{2^{2 i \nu}} \int_{0}^{\varepsilon_{1}} \frac{\mathcal{X}_{+, 12}^{\Sigma_{A, r}}(\varsigma) \varsigma^{-2 i \nu} e^{i \varsigma^{2}}}{\left(\lambda+\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}-\frac{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)} e^{2 \pi \nu}}{2^{2 i \nu}} \int_{0}^{\varepsilon_{2}} \frac{\mathcal{X}_{-, 12}^{\Sigma_{A, r}}(\varsigma) \varsigma^{-2 i \nu} e^{i \varsigma^{2}}}{\left(\lambda+\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}, \\
& \mathcal{X}_{12}^{\Sigma_{r}}(\lambda)=-\frac{r_{\mathcal{B}}\left(\lambda_{0}\right)}{2^{-2 i \nu}} \int_{0}^{\overline{\varepsilon_{1}}} \frac{\mathcal{X}_{-, 11}^{\Sigma_{B, r}}(\varsigma) \varsigma^{2 i \nu} e^{-i \varsigma^{2}}}{\left(\lambda-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}+\frac{r_{\mathcal{B}}\left(\lambda_{0}\right) e^{2 \pi \nu}}{2^{-2 i \nu}} \int_{0}^{\overline{\varepsilon_{2}}} \frac{\mathcal{X}_{+, 11}^{\Sigma_{B, r}}(\varsigma) \varsigma^{2 i \nu} e^{-i \varsigma^{2}}}{\left(\lambda-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i} \\
& -\frac{r_{\mathcal{B}}\left(\lambda_{0}\right)}{2^{-2 i \nu}} \int_{0}^{\overline{\varepsilon_{1}}} \frac{\mathcal{X}_{-, 11}^{\Sigma_{A, r}}(\varsigma) \varsigma^{2 i \nu} e^{-i \varsigma^{2}}}{\left(\lambda+\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}+\frac{r_{\mathcal{B}}\left(\lambda_{0}\right) e^{2 \pi \nu}}{2^{-2 i \nu}} \int_{0}^{\overline{\varepsilon_{2}}} \frac{\mathcal{X}_{+, 11}^{\Sigma_{A, r}}(\varsigma) \varsigma^{2 i \nu} e^{-i \varsigma^{2}}}{\left(\lambda+\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}, \\
& \mathcal{X}_{21}^{\Sigma_{r}}(\lambda)=\frac{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)}}{2^{2 i \nu}} \int_{0}^{\varepsilon_{1}} \frac{\mathcal{X}_{+, 22}^{\Sigma_{B, r}}(\varsigma) \varsigma^{-2 i \nu} e^{i \varsigma^{2}}}{\left(\lambda-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}-\frac{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)} e^{2 \pi \nu}}{2^{2 i \nu}} \int_{0}^{\varepsilon_{2}} \frac{\mathcal{X}_{-, 22}^{\Sigma_{B, r}}(\varsigma) \varsigma^{-2 i \nu} e^{i \varsigma^{2}}}{\left(\lambda-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i} \\
& +\frac{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)}}{2^{2 i \nu}} \int_{0}^{\varepsilon_{1}} \frac{\mathcal{X}_{+, 22}^{\Sigma_{A, r}}(\varsigma) \varsigma^{-2 i \nu} e^{i \varsigma^{2}}}{\left(\lambda+\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}-\frac{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)} e^{2 \pi \nu}}{2^{2 i \nu}} \int_{0}^{\varepsilon_{2}} \frac{\mathcal{X}_{-, 22}^{\Sigma_{A, r}}(\varsigma) \varsigma^{-2 i \nu} e^{i \varsigma^{2}}}{\left(\lambda+\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}, \\
& \mathcal{X}_{22}^{\Sigma_{r}}(\lambda)=-\frac{r_{\mathcal{B}}\left(\lambda_{0}\right)}{2^{-2 i \nu}} \int_{0}^{\overline{\varepsilon_{1}}} \frac{\mathcal{X}_{-, 21}^{\Sigma_{B, r}}(\varsigma) \varsigma^{2 i \nu} e^{-i \varsigma^{2}}}{\left(\lambda-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}+\frac{r_{\mathcal{B}}\left(\lambda_{0}\right) e^{2 \pi \nu}}{2^{-2 i \nu}} \int_{0}^{\overline{\varepsilon_{2}}} \frac{\mathcal{X}_{+, 21}^{\Sigma_{B, r}}(\varsigma) \varsigma^{2 i \nu} e^{-i \varsigma^{2}}}{\left(\lambda-\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i} \\
& -\frac{r_{\mathcal{B}}\left(\lambda_{0}\right)}{2^{-2 i \nu}} \int_{0}^{\overline{\varepsilon_{1}}} \frac{\mathcal{X}_{-, 21}^{\Sigma_{A, r}}(\varsigma) \varsigma^{2 i \nu} e^{-i \varsigma^{2}}}{\left(\lambda+\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}+\frac{r_{\mathcal{B}}\left(\lambda_{0}\right) e^{2 \pi \nu}}{2^{-2 i \nu}} \int_{0}^{\overline{\varepsilon_{2}}} \frac{\mathcal{X}_{+, 21}^{\Sigma_{A, r}}(\varsigma) \varsigma^{2 i \nu} e^{-i \varsigma^{2}}}{\left(\lambda+\lambda_{0}\right)} \frac{d \varsigma}{2 \pi i}, \\
& r_{\mathcal{B}}\left(\lambda_{0}\right):=r\left(\lambda_{0}\right) \prod_{l=n+1}^{N}\left(\frac{\left(\lambda_{0}-\overline{\lambda_{l}}\right)\left(\lambda_{0}+\overline{\lambda_{l}}\right)}{\left(\lambda_{0}-\lambda_{l}\right)\left(\lambda_{0}+\lambda_{l}\right)}\right)^{2},
\end{aligned}
$$

$$
\begin{aligned}
& \mathcal{X}_{-, 11}^{\Sigma_{B, r}}(\varsigma)=\frac{\varsigma^{-i \nu} e^{\frac{i \varsigma^{2}}{2}}}{2^{\frac{i \nu}{2}} e^{-\frac{\pi \nu}{4}}} D_{i \nu}\left(\sqrt{2} \varsigma e^{\frac{i \pi}{4}}\right), \quad \mathcal{X}_{+, 11}^{\Sigma_{B, r}}(\varsigma)=\frac{\varsigma^{-i \nu} e^{\frac{i \varsigma^{2}}{2}}}{2^{\frac{i \nu}{2}} e^{\frac{3 \pi \nu}{4}}} D_{i \nu}\left(\sqrt{2} \varsigma e^{-\frac{3 \pi i}{4}}\right), \\
& \mathcal{X}_{+, 12}^{\Sigma_{B, r}}(\varsigma)=\frac{2^{\frac{i \nu}{2}} \varsigma^{i \nu} e^{-\frac{i \varsigma^{2}}{2}} e^{\frac{\pi \nu}{4}}}{\beta_{21}}\left\{\partial_{\varsigma} D_{-i \nu}\left(\sqrt{2} \varsigma e^{-\frac{i \pi}{4}}\right)-i \varsigma D_{-i \nu}\left(\sqrt{2} \varsigma e^{-\frac{i \pi}{4}}\right)\right\}, \\
& \mathcal{X}_{-, 12}^{\Sigma_{B, r}}(\varsigma)=\frac{2^{\frac{i \nu}{2}} \varsigma^{i \nu} e^{-\frac{i \varsigma^{2}}{2}} e^{-\frac{3 \pi \nu}{4}}}{\beta_{21}}\left\{\partial_{\varsigma} D_{-i \nu}\left(\sqrt{2} \varsigma e^{\frac{3 \pi i}{4}}\right)-i \varsigma D_{-i \nu}\left(\sqrt{2} \varsigma e^{\frac{3 \pi i}{4}}\right)\right\}, \\
& \mathcal{X}_{-, 21}^{\Sigma_{B, r}}(\varsigma)=\frac{2^{-\frac{i \nu}{2}} \varsigma^{-i \nu} e^{\frac{i \varsigma^{2}}{2}} e^{\frac{\pi \nu}{4}}}{\beta_{12}}\left\{\partial_{\varsigma} D_{i \nu}\left(\sqrt{2} \varsigma e^{\frac{i \pi}{4}}\right)+i \varsigma D_{i \nu}\left(\sqrt{2} \varsigma e^{\frac{i \pi}{4}}\right)\right\}, \\
& \mathcal{X}_{+, 21}^{\Sigma_{B, r}}(\varsigma)=\frac{2^{-\frac{i \nu}{2}} \varsigma^{-i \nu} e^{\frac{i \varsigma^{2}}{2}} e^{-\frac{3 \pi \nu}{4}}}{\beta_{12}}\left\{\partial_{\varsigma} D_{i \nu}\left(\sqrt{2} \varsigma e^{-\frac{3 \pi i}{4}}\right)+i \varsigma D_{i \nu}\left(\sqrt{2} \varsigma e^{-\frac{3 \pi i}{4}}\right)\right\}, \\
& \mathcal{X}_{+, 22}^{\Sigma_{B, r}}(\varsigma)=\frac{\varsigma^{i \nu} e^{-\frac{i \varsigma^{2}}{2}}}{2^{-\frac{i \nu}{2}} e^{-\frac{\pi \nu}{4}}} D_{-i \nu}\left(\sqrt{2} \varsigma e^{-\frac{i \pi}{4}}\right), \quad \mathcal{X}_{-, 22}^{\Sigma_{B, r}}(\varsigma)=\frac{\varsigma^{i \nu} e^{-\frac{i \varsigma^{2}}{2}}}{2^{-\frac{i \nu}{2}} e^{\frac{3 \pi \nu}{4}}} D_{-i \nu}\left(\sqrt{2} \varsigma e^{\frac{3 \pi i}{4}}\right), \\
& \mathcal{X}_{ \pm, 11}^{\Sigma_{A, r}}(\varsigma)=\mathcal{X}_{ \pm, 11}^{\Sigma_{B, r}}(\varsigma), \quad \mathcal{X}_{ \pm, 12}^{\Sigma_{A, r}}(\varsigma)=-\mathcal{X}_{ \pm, 12}^{\Sigma_{B, r}}(\varsigma), \\
& \mathcal{X}_{ \pm, 21}^{\Sigma_{A, r}}(\varsigma)=-\mathcal{X}_{ \pm, 21}^{\Sigma_{B, r}}(\varsigma), \quad \mathcal{X}_{ \pm, 22}^{\Sigma_{A, r}}(\varsigma)=\mathcal{X}_{ \pm, 22}^{\Sigma_{B, r}}(\varsigma), \\
& \beta_{12}=-\frac{2^{1+i \nu} \sqrt{\pi} e^{-\frac{\pi \nu}{2}} e^{\frac{i \pi}{4}}}{\overline{r_{\mathcal{B}}\left(\lambda_{0}\right)} \Gamma(-i \nu)}, \quad \beta_{21}=\overline{\beta_{12}},
\end{aligned}
$$

the integrals are evaluated along the rays $\left(0, \varepsilon_{k}\right)$ (and their complex conjugates), $\varepsilon_{1}:=\infty \exp \left\{\frac{i \pi}{4}\right\}, \varepsilon_{2}:=\infty \exp \left\{-\frac{3 \pi i}{4}\right\}, D_{ \pm i \nu}(\cdot)$ is the parabolic-cylinder function [32], and

$$
\begin{aligned}
& \widehat{\Lambda}_{\mathcal{C}}^{0}=\exp \left\{\sum_{l \in\{ \pm\}}\left(\rho_{l}^{\mathcal{C}}(0)+\widehat{\rho}_{l}^{\mathcal{C}}(0)\right)\right\}, \\
& \rho_{ \pm}^{\mathcal{C}}(0)=-\frac{1}{2 \pi i} \int_{0}^{ \pm \lambda_{0}} \ln |\varsigma| d \ln \left(1-|r(\varsigma)|^{2}\right), \quad \widehat{\rho}_{ \pm}^{\mathcal{C}}(0)=\int_{ \pm \infty}^{0} \frac{\ln \left(1+|r(i \varsigma)|^{2}\right)}{\varsigma} \frac{d \varsigma}{2 \pi i}, \\
& \mathcal{X}_{11}^{\Sigma_{\mathcal{C}}}(\lambda)=\widehat{\mathcal{R}}_{\mathcal{C}}^{(-)}(0) \int_{0}^{\overline{\varepsilon_{1}}} \frac{\mathcal{X}_{-, 12}^{\Sigma_{, 1}^{2}}(\varsigma) e^{-i \varsigma^{2}}}{\lambda} \frac{d \varsigma}{2 \pi i}-\widehat{\mathcal{R}}_{\mathcal{C}}^{(-)}(0) \int_{0}^{\overline{\varepsilon_{2}}} \frac{\mathcal{X}_{-, 12}^{\Sigma_{\mathcal{C}, r}^{4}}(\varsigma) e^{-i \varsigma^{2}}}{\lambda} \frac{d \varsigma}{2 \pi i}, \\
& \mathcal{X}_{12}^{\Sigma_{C}}(\lambda)=-\widehat{\mathcal{R}}_{\mathcal{C}}^{(+)}(0) \int_{0}^{\varepsilon_{1}} \frac{\mathcal{X}_{-, 11}^{\Sigma_{\mathcal{C}}^{1}}(\varsigma) e^{i \varsigma^{2}}}{\lambda} \frac{d \varsigma}{2 \pi i}+\widehat{\mathcal{R}}_{\mathcal{C}}^{(+)}(0) \int_{0}^{\varepsilon_{2}} \frac{\mathcal{X}_{-, 11}^{\Sigma_{\mathcal{C}, r}}(\varsigma) e^{i \varsigma^{2}}}{\lambda} \frac{d \varsigma}{2 \pi i}, \\
& \mathcal{X}_{21}^{\Sigma_{\mathcal{C}}}(\lambda)=\widehat{\mathcal{R}}_{\mathcal{C}}^{(-)}(0) \int_{0}^{\bar{\varepsilon}_{1}} \frac{\mathcal{X}_{-, 22}^{\Sigma_{, 2}^{2}}(\varsigma) e^{-i \varsigma^{2}}}{\lambda} \frac{d \varsigma}{2 \pi i}-\widehat{\mathcal{R}}_{\mathcal{C}}^{(-)}(0) \int_{0}^{\overline{\varepsilon_{2}}} \frac{\mathcal{X}_{-, 22}^{\Sigma_{\mathcal{C}}^{4}}(\varsigma) e^{-i \varsigma^{2}}}{\lambda} \frac{d \varsigma}{2 \pi i}, \\
& \mathcal{X}_{22}^{\Sigma_{\mathcal{C}}}(\lambda)=-\widehat{\mathcal{R}}_{\mathcal{C}}^{(+)}(0) \int_{0}^{\varepsilon_{1}} \frac{\mathcal{X}_{-, 21}^{\Sigma_{\mathcal{C}}^{1}}(\varsigma) e^{i \varsigma^{2}}}{\lambda} \frac{d \varsigma}{2 \pi i}+\widehat{\mathcal{R}}_{\mathcal{C}}^{(+)}(0) \int_{0}^{\varepsilon_{2}} \frac{\mathcal{X}_{-, 21}^{\Sigma_{\mathcal{C}, r}^{3}}(\varsigma) e^{i \varsigma^{2}}}{\lambda} \frac{d \varsigma}{2 \pi i}, \\
& \widehat{\mathcal{R}}_{\mathcal{C}}^{(+)}(0)=(-1)^{2 i \nu} \lambda_{0}^{4 i \nu}\left\{\frac{r_{\mathcal{C}}(0)}{\left(1-|r(0)|^{2}\right)}-\frac{r_{\mathcal{C}}(i 0)}{\left(1+|r(i 0)|^{2}\right)}\right\}, \quad \widehat{\mathcal{R}}_{\mathcal{C}}^{(-)}(0)=\overline{\widehat{\mathcal{R}}_{\mathcal{C}}^{(+)}(0)}, \\
& r_{\mathcal{C}}(0):=r(0) \exp \left\{4 i \sum_{l=n+1}^{N} \gamma_{l}\right\}, \quad r_{\mathcal{C}}(i 0):=r(i 0) \exp \left\{4 i \sum_{l=n+1}^{N} \gamma_{l}\right\},
\end{aligned}
$$

where $r(0):=\left.\left(\left.r(\lambda)\right|_{\lambda \in \mathbb{R}}\right)\right|_{\lambda=0}$ and $r(i 0):=\left.\left(\left.r(\lambda)\right|_{\lambda \in i \mathbb{R}}\right)\right|_{\lambda=0}$ : the explicit expressions for $\mathcal{X}_{-, j k}^{\Sigma_{\mathcal{C}, r}^{i}}(\varsigma), i \in\{1,2,3,4\}, j, k \in\{1,2\}$, are not written down here since they will
not actually be needed. Since [15] $\left.\left(\left.r(\lambda)\right|_{\lambda \in \mathbb{R}}\right)\right|_{\lambda=0}=\left.\left(\left.r(\lambda)\right|_{\lambda \in i \mathbb{R}}\right)\right|_{\lambda=0}=0, \widehat{\mathcal{R}}_{\mathcal{C}}^{(+)}(0)=$ $\widehat{\mathcal{R}}_{\mathcal{C}}^{(-)}(0)=h_{1}^{+}\left(\lambda ; \lambda_{0}\right)=0$, hence, $\mathcal{X}_{i j}^{\Sigma_{\mathcal{C}}}(\lambda)=0, i, j \in\{1,2\}$. To obtain the expression for $\mathcal{X}_{i j}^{\Sigma_{r}}(\lambda), i, j \in\{1,2\}$, given above, use was made of the explicit representation for $\mu_{00}^{c}\left(\cdot ; \lambda_{0}\right):=\left(\underline{\mathbf{I d}}-C_{00}^{\natural}\left(\cdot ; \lambda_{0}\right)\right)^{-1} \mathrm{I}$ on $L^{\prime} \cup \overline{L^{\prime}}$ (recall the definition of $I_{1 / 2}$ ) in terms of parabolic-cylinder functions given in section 7 of [15]. Now, substituting the expressions given above for $\mathcal{X}_{ \pm, i j}^{\Sigma_{B, r}}(\varsigma)$ and $\mathcal{X}_{ \pm, i j}^{\Sigma_{A, r}}(\varsigma), i, j \in\{1,2\}$, into the corresponding integrals for $\mathcal{X}_{i j}^{\Sigma_{r}}(\lambda), i, j \in\{1,2\}$, and using the following identities [32], $\partial_{\varsigma} D_{a}(\varsigma)=$ $\frac{1}{2}\left(a D_{a-1}(\varsigma)-D_{a+1}(\varsigma)\right), \varsigma D_{a}(\varsigma)=D_{a+1}(\varsigma)+a D_{a-1}(\varsigma)$, and $|\Gamma(i \nu)|^{2}=\pi /(\nu \sinh \pi \nu)$, as well as the following integral [32]:

$$
\int_{0}^{\infty} \exp \left(-\frac{x^{2}}{4}\right) x^{a-1} D_{-b}(x) d x=\frac{\sqrt{\pi} \exp \left\{-\frac{1}{2}(a+b) \ln 2\right\} \Gamma(a)}{\Gamma\left(\frac{1}{2}(a+b)+\frac{1}{2}\right)}, \quad \Re(a)>0
$$

one obtains the result stated in the lemma.
Proposition 4.2. As $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\widehat{\Gamma} \cup\left(\cup_{i=1}^{n}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right)\right)$, $\chi(\lambda)$ has the following asymptotic expansion:

$$
\begin{align*}
\chi(\lambda)=\mathrm{I}+\frac{1}{2 \lambda} & \left(\left\{\overline{Q^{\chi}(x, t)}+4 \sum_{i=1}^{n}\left(\beta_{i}-\frac{\chi_{21}^{c}\left(\overline{\lambda_{i}}\right)}{\chi_{11}^{c}\left(\overline{\lambda_{i}}\right)} \widehat{\delta}_{i}\right)\right\} \sigma_{-}\right. \\
& \left.+\left\{Q^{\chi}(x, t)+4 \sum_{i=1}^{n}\left(\omega_{i}-\frac{\chi_{12}^{c}\left(\lambda_{i}\right)}{\chi_{22}^{c}\left(\lambda_{i}\right)} \alpha_{i}\right)\right\} \sigma_{+}\right)+\mathcal{O}\left(\lambda^{-2}\right) \tag{94}
\end{align*}
$$

where $\lim _{\lambda \rightarrow \infty}\left(\chi^{c}(x, t ; \lambda)\right)_{12}:=Q^{\chi}(x, t) / 2 \lambda,\left\{\alpha_{i}, \omega_{i}\right\}_{i=1}^{n}$ satisfy the following nondegenerate system of $2 n$ linear inhomogeneous algebraic equations:

$$
\left[\begin{array}{cc}
\square \widehat{\mathcal{A}}^{+} & \begin{array}{|c}
\widehat{\mathcal{B}}^{+} \\
\square \widehat{\mathcal{C}}^{+}
\end{array}  \tag{95}\\
& \square\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{n} \\
\omega_{1} \\
\omega_{2} \\
\vdots \\
\omega_{n}
\end{array}\right]=\left[\begin{array}{c}
g_{1}^{+} \chi_{12}^{c}\left(\lambda_{1}\right) \\
g_{2}^{+} \chi_{12}^{c}\left(\lambda_{2}\right) \\
\vdots \\
g_{n}^{+} \chi_{12}^{c}\left(\lambda_{n}\right) \\
\overline{g_{1}^{+}} \chi_{11}^{c}\left(\overline{\lambda_{1}}\right) \\
\overline{g_{2}^{+}} \chi_{11}^{c}\left(\overline{\lambda_{2}}\right) \\
\vdots \\
\overline{g_{n}^{+}} \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)
\end{array}\right], ~
\end{array}\right.
$$

where, for $i, j \in\{1,2, \ldots, n\}$, the $n \times n$ matrix blocks $\widehat{\mathcal{A}}^{+}, \widehat{\mathcal{B}}^{+}, \widehat{\mathcal{C}}^{+}$, and $\widehat{\mathcal{D}}^{+}$are defined as follows,

$$
\begin{aligned}
& \widehat{\mathcal{A}}_{i j}^{+}:= \begin{cases}\frac{\lambda_{i}+g_{i}^{+} \chi_{12}^{c}\left(\lambda_{i}\right) \chi_{22}^{c}\left(\lambda_{i}\right)+\lambda_{i} g_{i}^{+} \mathrm{W}\left(\chi_{12}^{c}\left(\lambda_{i}\right), \chi_{22}^{c}\left(\lambda_{i}\right)\right)}{\lambda_{i} \chi_{22}^{c}\left(\lambda_{i}\right)}, & i=j, \\
-\frac{2 g_{i}^{+}\left(-\lambda_{i} \chi_{22}^{c}\left(\lambda_{i}\right) \chi_{12}^{c}\left(\lambda_{j}\right)+\lambda_{j} \chi_{22}^{c}\left(\lambda_{j}\right) \chi_{12}^{c}\left(\lambda_{i}\right)\right)}{\chi_{22}^{c}\left(\lambda_{j}\right)\left(\lambda_{i}^{2}-\lambda_{j}^{2}\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{B}}_{i j}^{+}:= \begin{cases}\left.-\frac{2 g_{i}^{+}\left(\lambda_{i} \chi_{22}^{c}\left(\lambda_{i}\right) \chi_{11}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{i}} \chi_{21}^{c}\left(\overline{\lambda_{i}}\right) \chi_{12}^{c}\left(\lambda_{i}\right)\right)}{\chi_{11}^{c}\left(\overline{\lambda_{i}}\right)\left(\lambda_{i}^{2}-\overline{\lambda_{i}}\right.}{ }^{2}\right) & i=j, \\
-\frac{2 g_{i}^{+}\left(\lambda_{i} \chi_{22}^{c}\left(\lambda_{i}\right) \chi_{11}^{c}\left(\overline{\lambda_{j}}\right)-\overline{\lambda_{j}} \chi_{21}^{c}\left(\overline{\lambda_{j}}\right) \chi_{12}^{c}\left(\lambda_{i}\right)\right)}{\chi_{11}^{c}\left(\overline{\lambda_{j}}\right)\left(\lambda_{i}^{2}-\overline{\lambda_{j}}{ }^{2}\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{C}}_{i j}^{+}:= \begin{cases}-\frac{2 \overline{g_{i}^{+}}\left(-\overline{\lambda_{i}} \chi_{21}^{c}\left(\overline{\lambda_{i}}\right) \chi_{12}^{c}\left(\lambda_{i}\right)+\lambda_{i} \chi_{22}^{c}\left(\lambda_{i}\right) \chi_{11}^{c}\left(\overline{\lambda_{i}}\right)\right)}{\chi_{22}^{c}\left(\lambda_{i}\right)\left(\overline{\lambda_{i}}{ }^{2}-\lambda_{i}^{2}\right)}, & i=j, \\
-\frac{\left.2 \overline{g_{i}^{+}}\left(-\overline{\lambda_{i}} \chi_{21}^{c} \frac{\left(\lambda_{i}\right)}{}\right) \chi_{12}^{c}\left(\lambda_{j}\right)+\lambda_{j} \chi_{22}^{c}\left(\lambda_{j}\right) \chi_{11}^{c}\left(\overline{\lambda_{i}}\right)\right)}{\chi_{22}^{c}\left(\lambda_{j}\right)\left({\overline{\lambda_{i}}}^{2}-\lambda_{j}^{2}\right)}, & i \neq j,\end{cases}
\end{aligned}
$$

$$
\widehat{\mathcal{D}}_{i j}^{+}:= \begin{cases}\frac{\overline{\lambda_{i}}-\overline{g_{i}^{+}} \chi_{21}^{c}\left(\overline{\lambda_{i}}\right) \chi_{11}^{c}\left(\overline{\overline{\lambda_{i}}}\right)+\overline{\lambda_{i}} \overline{g_{i}^{+}} \mathrm{W}\left(\chi_{21}^{c}\left(\overline{\lambda_{i}}\right), \chi_{11}^{c}\left(\overline{\overline{\lambda_{i}}}\right)\right)}{}, & i=j, \\ \left.-\frac{2 \overline{g_{i}^{+}}\left(\overline{\lambda_{i}} \chi_{21}^{c}\left(\overline{\lambda_{i}}\right) \chi_{11}^{c}\left(\overline{\lambda_{j}}\right)-\overline{\lambda_{j}} \chi_{21}^{c}\left(\overline{\lambda_{j}}\right) \chi_{11}^{c}\left(\overline{\lambda_{i}}\right)\right)}{\chi_{11}^{c}\left(\overline{\lambda_{j}}\right)\left(\overline{\lambda_{i}}\right.}{ }^{2}-\overline{\lambda_{j}^{2}}\right) & i \neq j,\end{cases}
$$

$\left\{\beta_{i}, \widehat{\delta}_{i}\right\}_{i=1}^{n}$ satisfy the following nondegenerate system of $2 n$ linear inhomogeneous algebraic equations,

$$
\left[\begin{array}{cc}
\square \widehat{\mathcal{E}}^{+} & \left.\begin{array}{|c}
\widehat{\mathcal{F}}^{+} \\
\square \widehat{\mathcal{G}}^{+} \\
\widehat{\mathcal{H}}^{+}
\end{array}\right]\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\vdots \\
\beta_{n} \\
\widehat{\delta}_{1} \\
\widehat{\delta}_{2} \\
\vdots \\
\widehat{\delta}_{n}
\end{array}\right]=\left[\begin{array}{c}
g_{1}^{+} \chi_{22}^{c}\left(\lambda_{1}\right) \\
g_{2}^{+} \chi_{22}^{c}\left(\lambda_{2}\right) \\
\vdots \\
g_{n}^{+} \chi_{22}^{c}\left(\lambda_{n}\right) \\
\overline{g_{1}^{+}} \chi_{21}^{c}\left(\overline{\lambda_{1}}\right) \\
\overline{g_{2}^{+}} \chi_{21}^{c}\left(\overline{\lambda_{2}}\right) \\
\vdots \\
\overline{g_{n}^{+}} \chi_{21}^{c}\left(\overline{\lambda_{n}}\right)
\end{array}\right]  \tag{96}\\
& \square
\end{array}\right.
$$

where, for $i, j \in\{1,2, \ldots, n\}$, the $n \times n$ matrix blocks $\widehat{\mathcal{E}}^{+}, \widehat{\mathcal{F}}^{+}, \widehat{\mathcal{G}}^{+}$, and $\widehat{\mathcal{H}}^{+}$are defined as follows,

$$
\begin{aligned}
& \widehat{\mathcal{E}}_{i j}^{+}:= \begin{cases}\frac{\lambda_{i}-g_{i}^{+} \chi_{12}^{c}\left(\lambda_{i}\right) \chi_{22}^{c}\left(\lambda_{i}\right)+\lambda_{i} g_{i}^{+} \mathrm{W}\left(\chi_{12}^{c}\left(\lambda_{i}\right), \chi_{22}^{c}\left(\lambda_{i}\right)\right)}{\lambda_{i} \chi_{22}^{c}\left(\lambda_{i}\right)}, & i=j, \\
\frac{\left.2 g_{i}^{+}\left(\lambda_{j} \chi_{12}^{c}\left(\lambda_{j}\right)\right)_{22}^{c}\left(\lambda_{i}\right)-\lambda_{i} \chi_{12}^{c}\left(\lambda_{i}\right) \chi_{22}^{c}\left(\lambda_{j}\right)\right)}{\chi_{22}^{c}\left(\lambda_{j}\right)\left(\lambda_{i}^{2}-\lambda_{j}^{2}\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{F}}_{i j}^{+}:= \begin{cases}\frac{2 g_{i}^{+}\left(\lambda_{i} \chi_{12}^{c}\left(\lambda_{i}\right) \chi_{21}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{i}} \chi_{11}^{c}\left(\overline{\lambda_{i}}\right) \chi_{22}^{c}\left(\lambda_{i}\right)\right)}{\chi_{11}^{c}\left(\overline{\lambda_{i}}\right)\left(\lambda_{i}^{2}-\overline{\lambda i}^{2}\right)}, & i=j, \\
\frac{2 g_{i}^{+}\left(\lambda_{i} \chi_{12}^{c}\left(\lambda_{i}\right) \chi_{21}^{c}\left(\overline{\lambda_{j}}\right)-\overline{\lambda_{j}} \chi_{11}^{c}\left(\overline{\lambda_{j}}\right) \chi_{22}^{c}\left(\lambda_{i}\right)\right)}{\chi_{11}^{c}\left(\overline{\lambda_{j}}\right)\left(\lambda_{i}^{2}-{\overline{\lambda_{j}}}^{2}\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{G}}_{i j}^{+}:= \begin{cases}\left.\frac{2 \overline{g_{i}^{+}}\left(\lambda_{i} \chi_{12}^{c}\left(\lambda_{i}\right) \chi_{21}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{i}} \chi_{11}^{c}\left(\overline{\lambda_{i}}\right) \chi_{22}^{c}\left(\lambda_{i}\right)\right)}{\chi_{22}^{c}\left(\lambda_{i}\right)\left(\overline{\lambda_{i}}\right.}{ }^{2}-\lambda_{i}^{2}\right) \\
\frac{2 \overline{g_{i}^{+}}\left(\lambda_{j} \chi_{12}^{c}\left(\lambda_{j}\right) \chi_{21}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{i}} \chi_{11}^{c}\left(\overline{\lambda_{i}}\right) \chi_{22}^{c}\left(\lambda_{j}\right)\right)}{\chi_{22}^{c}\left(\lambda_{j}\right)\left(\overline{\lambda_{i}}-\lambda_{j}^{2}\right)}, & i \neq j,\end{cases}
\end{aligned}
$$

with

$$
g_{j}^{+}:=C_{j} e^{2 i \lambda_{j}^{2} x+4 i \lambda_{j}^{4} t}\left(\delta^{+}\left(\lambda_{j} ; \lambda_{0}\right)\right)^{-2} \prod_{l=n+1}^{N}\left(\frac{\left(\lambda_{j}-\lambda_{l}\right)\left(\lambda_{j}+\lambda_{l}\right)}{\left(\lambda_{j}-\overline{\lambda_{l}}\right)\left(\lambda_{j}+\overline{\lambda_{l}}\right)}\right)^{2}, \quad 1 \leq j \leq n
$$

$\delta^{+}\left(\lambda_{k} ; \lambda_{0}\right), k \in\{1,2, \ldots, n\}$, given in Theorem 2.1, (18), and $\mathrm{W}\left(\chi_{i j}^{c}(z), \chi_{i^{\prime} j^{\prime}}^{c}(z)\right)$ is the Wronskian of $\chi_{i j}^{c}(\lambda)$ and $\chi_{i^{\prime} j^{\prime}}^{c}(\lambda)\left(i, j, i^{\prime}, j^{\prime} \in\{1,2\}\right)$ evaluated at $z: ~ W\left(\chi_{i j}^{c}(z)\right.$, $\left.\chi_{i^{\prime} j^{\prime}}^{c}(z)\right):=\left.\left(\chi_{i j}^{c}(\lambda) \partial_{\lambda} \chi_{i^{\prime} j^{\prime}}^{c}(\lambda)-\chi_{i^{\prime} j^{\prime}}^{c}(\lambda) \partial_{\lambda} \chi_{i j}^{c}(\lambda)\right)\right|_{\lambda=z}$.

Proof. For $1 \leq i \leq n$, set

$$
\operatorname{res}\left(\chi(\lambda) ; \lambda_{i}\right)=\left(\begin{array}{cc}
\alpha_{i} & a_{i}  \tag{97}\\
\beta_{i} & b_{i}
\end{array}\right), \quad \operatorname{res}\left(\chi(\lambda) ; \overline{\lambda_{i}}\right)=\left(\begin{array}{cc}
c_{i} & \omega_{i} \\
d_{i} & \widehat{\delta}_{i}
\end{array}\right)
$$

From (92), (93), (97), and the polar (residue) conditions in Lemma 3.3, one gets a system of linear algebraic equations for $\left\{\alpha_{i}, \beta_{i}, a_{i}, b_{i}, c_{i}, d_{i}, \omega_{i}, \widehat{\delta}_{i}\right\}_{i=1}^{n}$ : from this system, one shows that, for $1 \leq i \leq n$,

$$
\left.\begin{array}{c}
\left(\chi_{12}^{c}\left(\lambda_{i}\right) \alpha_{i}+\chi_{22}^{c}\left(\lambda_{i}\right) a_{i}\right) g_{i}^{+}=0 \Rightarrow a_{i}=-\frac{\chi_{12}^{c}\left(\lambda_{i}\right)}{\chi_{22}^{c}\left(\lambda_{i}\right)} \alpha_{i}, \\
\left(\chi_{12}^{c}\left(\lambda_{i}\right) \beta_{i}+\chi_{22}^{c}\left(\lambda_{i}\right) b_{i}\right) g_{i}^{+}=0 \Rightarrow b_{i}=-\frac{\chi_{12}^{c}\left(\lambda_{i}\right)}{\chi_{22}^{c}(\overline{\lambda i})} \beta_{i}, \\
\left(\chi_{11}^{c}\left(\overline{\lambda_{i}}\right) c_{i}+\chi_{21}^{c}\left(\overline{\lambda_{i}}\right) \omega_{i}\right) \overline{g_{i}^{+}}=0 \Rightarrow c_{i}=-\frac{\chi_{11}^{c}\left(\overline{\lambda_{i}}\right)}{\chi_{11}^{c}} \omega_{i},  \tag{98}\\
\left(\chi_{11}^{c}\left(\overline{\lambda_{i}}\right) d_{i}+\chi_{21}^{c}\left(\overline{\lambda_{i}}\right) \widehat{\delta}_{i}\right) \overline{g_{i}^{+}}=0 \Rightarrow d_{i}=-\frac{\chi_{21}^{c}}{\chi_{11}^{c}\left(\overline{\lambda_{i}}\right)} \widehat{\delta}_{i} ;
\end{array}\right\} .
$$

Using (98), which show that the matrices $\left\{\operatorname{res}\left(\chi(\lambda) ; \lambda_{i}\right)\right\}_{i=1}^{n}$ and $\left\{\operatorname{res}\left(\chi(\lambda) ; \overline{\lambda_{i}}\right)\right\}_{i=1}^{n}$, resp., are degenerate, one simplifies the resulting system of linear algebraic equations for $\left\{\alpha_{i}, \beta_{i}, a_{i}, b_{i}, c_{i}, d_{i}, \omega_{i}, \widehat{\delta}_{i}\right\}_{i=1}^{n}$ and obtains (95) and (96): the nondegeneracy of systems (95) and (96) is a consequence of the unique solvability of the original RH problem (Lemma 2.2). By substituting (97) into (92) and defining $Q^{\chi}(x, t)$ as in the proposition, one obtains, using (93), the result given in Lemma 4.1, and (98), the result given by (94).

Corollary 4.1. As $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
Q(x, t)=\underline{Q}_{+}^{\mathcal{C}}(x, t)+4 i \sum_{j=1}^{n}\left(\omega_{j}-\frac{\chi_{12}^{c}\left(\lambda_{j}\right)}{\chi_{22}^{c}\left(\lambda_{j}\right)} \alpha_{j}\right)+\mathcal{O}\left(C\left(\lambda_{0}\right) \exp \{-a b t\}\right)
$$

where $\underline{Q}_{+}^{\mathcal{C}}(x, t):=i Q^{\chi}(x, t)$, $a$ and $b$ are given in Lemma 3.3 , and $C\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Proof. Since, from Lemma 3.2, $Q(x, t)=2 i \lim _{\lambda \rightarrow \infty}\left(\lambda m^{\sharp}(x, t ; \lambda)\right)_{12}$, the result follows from Lemma 3.3 and Proposition 4.2.

Proposition 4.3. As $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
\begin{align*}
Q(x, t)= & Q_{+}^{\mathcal{C}}(x, t)+4 i\left(\omega_{n}-\frac{\chi_{12}^{c}\left(\lambda_{n}\right)}{\chi_{22}^{c}\left(\lambda_{n}\right)} \alpha_{n}\right) \\
& +\mathcal{O}\left(\frac{C_{1}\left(\lambda_{0}\right) \ln t}{t}\right)+\mathcal{O}\left(C_{2}\left(\lambda_{0}\right) e^{-a_{0} b_{0} t}\right) \tag{99}
\end{align*}
$$

where

$$
\begin{align*}
& \alpha_{n}=\frac{\widehat{a}_{12} \overline{g_{n}^{+}} \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)+\widehat{a}_{22} g_{n}^{+} \chi_{12}^{c}\left(\lambda_{n}\right)}{\left(\widehat{a}_{11} \widehat{a}_{22}-\widehat{a}_{12} \widehat{a}_{21}\right)},  \tag{100}\\
& \omega_{n}=\frac{\widehat{a}_{11} \overline{g_{n}^{+}} \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)+\widehat{a}_{21} g_{n}^{+} \chi_{12}^{c}\left(\lambda_{n}\right)}{\left(\widehat{a}_{11} \widehat{a}_{22}-\widehat{a}_{12} \widehat{a}_{21}\right)}  \tag{101}\\
& \widehat{a}_{11}:=\frac{\lambda_{n}+g_{n}^{+} \chi_{12}^{c}\left(\lambda_{n}\right) \chi_{22}^{c}\left(\lambda_{n}\right)+\lambda_{n} g_{n}^{+} \mathrm{W}\left(\chi_{12}^{c}\left(\lambda_{n}\right), \chi_{22}^{c}\left(\lambda_{n}\right)\right)}{\lambda_{n} \chi_{22}^{c}\left(\lambda_{n}\right)}  \tag{102}\\
& \widehat{a}_{12}:=\frac{2 g_{n}^{+}\left(\lambda_{n} \chi_{22}^{c}\left(\lambda_{n}\right) \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)-\overline{\lambda_{n}} \chi_{21}^{c}\left(\overline{\lambda_{n}}\right) \chi_{12}^{c}\left(\lambda_{n}\right)\right)}{\chi_{11}^{c}\left(\overline{\lambda_{n}}\right)\left(\lambda_{n}^{2}-\overline{\lambda_{n}}{ }^{2}\right)}  \tag{103}\\
& \widehat{a}_{21}:=\frac{2 \overline{g_{n}^{+}}\left(\lambda_{n} \chi_{22}^{c}\left(\lambda_{n}\right) \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)-\overline{\lambda_{n}} \chi_{21}^{c}\left(\overline{\lambda_{n}}\right) \chi_{12}^{c}\left(\lambda_{n}\right)\right)}{\chi_{22}^{c}\left(\lambda_{n}\right)\left(\overline{\lambda_{n}}{ }^{2}-\lambda_{n}^{2}\right)}  \tag{104}\\
& \widehat{a}_{22}:=\frac{\overline{\lambda_{n}}-\overline{g_{n}^{+}} \chi_{21}^{c}\left(\overline{\lambda_{n}}\right) \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)+\overline{\lambda_{n}}}{\bar{g}_{n}^{+}} \mathrm{W}\left(\chi_{21}^{c}\left(\overline{\lambda_{n}}\right), \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)\right)  \tag{105}\\
& \left.\hline \chi_{11}^{c}\right)
\end{align*}
$$

$Q_{+}^{\mathcal{C}}(x, t)$ is given in Theorem 2.1, (20)-(22) and (24), $a_{0}:=\min \left(a, 8 \min \left\{\eta_{l}\right\}_{l=1}^{n-1}\right)$ $(>0), b_{0}:=\min \left(b, \min \left\{\left|\xi_{n}-\xi_{l}\right|\right\}_{l=1}^{n-1}\right), C_{1}\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$, and $C_{2}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.

Proof. Solving (95) as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$ for $\left\{\alpha_{i}\right\}_{i=1}^{n}$ and $\left\{\omega_{i}\right\}_{i=1}^{n}$ via Cramer's rule, one shows that

$$
\begin{equation*}
\alpha_{i}, \omega_{i} \sim \mathcal{O}\left(\exp \left\{-a^{b} \min _{1 \leq l \leq n-1}\left|\xi_{n}-\xi_{l}\right| t\right\}\right), \quad 1 \leq i \leq n-1 \tag{106}
\end{equation*}
$$

where $a^{b}:=8 \min \left\{\eta_{l}\right\}_{l=1}^{n-1}(>0)$, and $\alpha_{n}$ and $\omega_{n}$ are given by (100) and (101): the result now follows from Corollary 4.1 and the estimates in (106).

Proposition 4.4. As $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
Q(x, t)=Q_{\mathrm{as}}^{+}(x, t)+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right) \ln t}{t}\right)
$$

where $Q_{\mathrm{as}}^{+}(x, t)$ is given in Theorem 2.1, (14)-(29), and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Proof. For the proof substitute $\chi_{i j}^{c}(\cdot), i, j \in\{1,2\}$, from Lemma 4.1 into (99)-(105) and neglect exponentially small terms.
5. Asymptotic evaluation of $\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2}$. In this section, the phase integral, $\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2}$, which appears in the gauge transformation (Proposition $2.3,(9))$ is evaluated asymptotically as $t \rightarrow+\infty(x / t \sim \mathcal{O}(1))$.

Lemma 5.1. As $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
\begin{aligned}
\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2}= & \exp \left\{2 \ln \left(\chi_{22}^{c}(0)\right)\right\} \\
& \times \exp \left\{\frac{2 i}{\pi}\left(\int_{0}^{\lambda_{0}} \frac{\ln \left(1-|r(\varrho)|^{2}\right)}{\varrho} d \varrho-\int_{0}^{\infty} \frac{\ln \left(1+|r(i \varrho)|^{2}\right)}{\varrho} d \varrho\right)\right\} \\
& \times \exp \left\{-4 i \sum_{l=n+1}^{N} \gamma_{l}\right\} \exp \left\{2 \ln \left(1-\sum_{i=1}^{n}\left(\frac{2 b_{i}}{\lambda_{i}}+\frac{2 \widehat{\delta}_{i}}{\overline{\lambda_{i}}}\right)\right)\right\} \\
& +\mathcal{O}\left(C\left(\lambda_{0}\right) e^{-a b t}\right)
\end{aligned}
$$

where $b_{i}=-\frac{\chi_{12}^{c}\left(\lambda_{i}\right)}{\chi_{22}^{c}\left(\lambda_{i}\right)} \beta_{i}, 1 \leq i \leq n,\left\{\beta_{i}, \widehat{\delta}_{i}\right\}_{i=1}^{n}$ satisfy (96), a and $b$ are given in Lemma 3.3, and $C\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.

Proof. From Lemma 2.1, the proof of Lemma 3.1, Proposition 3.2, (85), Lemma 3.2, (86), and Lemma 3.3, one gets that

$$
\Psi(x, t ; 0)=\chi(0)(\delta(0))^{\sigma_{3}} \prod_{l=n+1}^{N}\left(d_{l_{+}}(0)\right)^{\sigma_{3}}+\mathcal{O}\left(C_{1}\left(\lambda_{0}\right) \exp \{-a b t\}\right)
$$

where $C_{1}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)$. From Propositions 2.1-2.3, the parametrization for the discrete eigenvalues (section 2), Lemma 3.2 (equation (87)), Proposition 4.1 (equations (92) and (93)), the proof of Proposition 4.2 (equations (97) and (98)), and the $\sigma_{1}$ and $\sigma_{3}$ symmetry reductions for $\chi(\lambda)$, one shows that,
$\Psi^{-1}(x, t ; 0)=(\widehat{h}(0))^{\sigma_{3}}\left(\begin{array}{cc}1-\sum_{i=1}^{n}\left(\frac{2 b_{i}}{\lambda_{i}}+\frac{2 \widehat{\delta}_{i}}{\overline{\lambda_{i}}}\right) & 0 \\ 0 & 1-\sum_{i=1}^{n}\left(\frac{2 \alpha_{i}}{\lambda_{i}}+\frac{2 c_{i}}{\overline{\lambda_{i}}}\right)\end{array}\right)+\mathcal{O}\left(C_{2}\left(\lambda_{0}\right) e^{-a b t}\right)$,
where $\widehat{h}(0):=\chi_{22}^{c}(0)(\delta(0))^{-1} \exp \left\{-2 i \sum_{l=n+1}^{N} \gamma_{l}\right\}, b_{i}, 1 \leq i \leq n$, and $\left\{\beta_{i}, \widehat{\delta}_{i}\right\}_{i=1}^{n}$ are as given in the lemma, $c_{i}=-\frac{\chi_{21}^{c}\left(\overline{\lambda_{i}}\right)}{\chi_{11}^{c}\left(\overline{\lambda_{i}}\right)} \omega_{i}, 1 \leq i \leq n,\left\{\alpha_{i}, \omega_{i}\right\}_{i=1}^{n}$ are defined by system (95), and $C_{2}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)$ : using the expression for $\delta^{+}\left(\lambda ; \lambda_{0}\right)$ given in Proposition 3.1 (and Remark 3.1), one obtains the result stated in the lemma.

In order to estimate $\left(\chi_{22}^{c}(0)\right)^{2}$, the following proposition and lemma are necessary.
Proposition 5.1. Define $Q^{\sharp}(x, t):=2 i \lim _{\lambda \rightarrow \infty}\left(\lambda \chi^{c}(x, t ; \lambda)\right)_{12}$. Then

$$
\begin{aligned}
\left(\left\|Q^{\sharp}(\cdot, t)\right\|_{\mathcal{L}^{2}(\mathbb{R} ; \mathbb{C})}\right)^{2} & =\frac{2}{\pi}\left(\int_{0}^{\infty} \frac{\ln \left(1+|r(i \varrho)|^{2}\right)}{\varrho} d \varrho-\int_{0}^{\infty} \frac{\ln \left(1-|r(\varrho)|^{2}\right)}{\varrho} d \varrho\right), \\
\left(\chi_{22}^{c}(0)\right)^{2} & =\left(\delta^{+}\left(0 ; \lambda_{0}\right)\right)^{2} \exp \left\{i \int_{+\infty}^{x}\left|Q^{\sharp}(\varrho, t)\right|^{2} d \varrho\right\}
\end{aligned}
$$

Proof. The proof follows from the definition of $\chi^{c}(\lambda)$ given in Proposition 4.1, Proposition 2.2, and Proposition 8.1 in [15].

Lemma 5.2 (see [35]). As $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$,

$$
Q^{\sharp}(x, t)=\frac{u_{1,1,0}^{+}\left(\lambda_{0}\right) e^{i\left(4 \lambda_{0}^{4} t-\nu\left(\lambda_{0}\right) \ln t\right)}}{\sqrt{t}}+\frac{u_{-1,2,0}^{+}\left(\lambda_{0}\right)}{t}+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)(\ln t)^{2}}{t^{3 / 2}}\right),
$$

where

$$
\begin{aligned}
u_{1,1,0}^{+}\left(\lambda_{0}\right)= & \sqrt{\frac{\nu\left(\lambda_{0}\right)}{2 \lambda_{0}^{2}}} \exp \left\{i \theta^{+}\left(\lambda_{0}\right)\right\} \\
\theta^{+}\left(\lambda_{0}\right)= & \phi^{+}\left(\lambda_{0}\right)-\frac{3 \pi}{4}+\arg \Gamma\left(i \nu\left(\lambda_{0}\right)\right) \\
& +\arg r\left(\lambda_{0}\right)-3 \nu\left(\lambda_{0}\right) \ln 2+2 \sum_{l=n+1}^{N} \arg \left(\frac{\left(\lambda_{0}-\overline{\lambda_{l}}\right)\left(\lambda_{0}+\overline{\lambda_{l}}\right)}{\left(\lambda_{0}-\lambda_{l}\right)\left(\lambda_{0}+\lambda_{l}\right)}\right) \\
u_{-1,2,0}^{+}\left(\lambda_{0}\right)= & -\frac{i}{8 \pi \lambda_{0}^{2}}\left(\left.\frac{d\left(\left.r(\varrho)\right|_{\varrho \in \mathbb{R}}\right)}{d \varrho}\right|_{\varrho=0}-\left.\frac{d\left(\left.r(\varrho)\right|_{\varrho \in i \mathbb{R}}\right)}{d \varrho}\right|_{\varrho=0}\right) \\
& \times \exp \left\{i\left(4 \sum_{l=n+1}^{N} \gamma_{l}+2 \vartheta^{+}\left(\lambda_{0}\right)\right)\right\} \\
\vartheta^{+}\left(\lambda_{0}\right)= & -\int_{0}^{\lambda_{0}} \frac{\ln \left(1-|r(\varrho)|^{2}\right)}{\varrho} \frac{d \varrho}{\pi}+\int_{0}^{\infty} \frac{\ln \left(1+|r(i \varrho)|^{2}\right)}{\varrho} \frac{d \varrho}{\pi}
\end{aligned}
$$

$\phi^{+}(\cdot)$ is given in Theorem 2.1, (22), and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Comment to proof. Up to the leading $\left(\mathcal{O}\left(t^{-1}\right)\right)$ term, the asymptotic expansion was proved in [15]. The $\mathcal{O}\left(t^{-1}\right)$ term constitutes the leading-order contribution from the first-order stationary phase point at $\lambda=0$ : the complete proof of this asymptotic expansion can be found in [35].

Proposition 5.2. As $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$,

$$
\begin{aligned}
\left(\chi_{22}^{c}(0)\right)^{2}= & \exp \left\{i\left(\sqrt{\frac{2}{t}} \int_{\lambda_{0}}^{\infty} \frac{\sqrt{\nu(\mu)}}{\mu^{2}}\left(R_{i}^{+}(0) \cos \left(\kappa^{+}(\mu ; t)\right)-R_{r}^{+}(0) \sin \left(\kappa^{+}(\mu ; t)\right)\right) \frac{d \mu}{\pi}\right)\right\} \\
& +\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)(\ln t)^{2}}{\lambda_{0}^{2} t}\right)
\end{aligned}
$$

where

$$
\begin{gathered}
R_{i}^{+}(0)=\Im\left\{R^{+}(0)\right\}, \quad R_{r}^{+}(0)=\Re\left\{R^{+}(0)\right\} \\
:=\left(\left.\frac{d\left(\left.r(\varrho)\right|_{\varrho \in \mathbb{R}}\right)}{d \varrho}\right|_{\varrho=0}-\left.\frac{d\left(\left.r(\varrho)\right|_{\varrho \in i \mathbb{R}}\right)}{d \varrho}\right|_{\varrho=0}\right) \exp \left\{4 i \sum_{l=n+1}^{N} \gamma_{l}\right\} \\
\kappa^{+}\left(\lambda_{0} ; t\right):=4 \lambda_{0}^{4} t-\nu\left(\lambda_{0}\right) \ln t+\theta^{+}\left(\lambda_{0}\right)-2 \vartheta^{+}\left(\lambda_{0}\right)
\end{gathered}
$$

and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Proof. Writing $\int_{+\infty}^{x}\left|Q^{\sharp}(\varrho, t)\right|^{2} d \varrho=-\left(\|\left. Q^{\sharp}(\cdot, t)\right|_{\mathcal{L}^{2}(\mathbb{R} ; \mathbb{C})}\right)^{2}+\int_{-\infty}^{x}\left|Q^{\sharp}(\varrho, t)\right|^{2} d \varrho$, using the expressions for $\left(\left\|Q^{\sharp}(\cdot, t)\right\|_{\mathcal{L}^{2}(\mathbb{R} ; \mathbb{C})}\right)^{2}$ and $\left(\chi_{22}^{c}(0)\right)^{2}$ given in Proposition 5.1, the asymptotic expansion for $Q^{\sharp}(x, t)$ given in Lemma 5.2, the following inequalities: $|\exp \{(\cdot)\}-1| \leq|(\cdot)| \sup _{s \in[0,1]}|\exp \{s(\cdot)\}|$ and $0<\nu\left(\lambda_{0}\right) \leq \nu_{\max }:=-\frac{1}{2 \pi} \ln (1-$ $\left.\sup _{\lambda \in \mathbb{R}}|r(\lambda)|^{2}\right)<\infty$, and the fact that $r(\lambda) \in \mathcal{S}(\widehat{\Gamma} ; \mathbb{C})$, one obtains the result stated in the proposition.

Lemma 5.3. As $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2}=\exp \left\{i \arg q_{\mathrm{as}}^{+}(x, t)\right\}+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)(\ln t)^{2}}{t}\right)
$$

where $\arg q_{\mathrm{as}}^{+}(x, t)$ is given in Theorem 2.2, (48)-(51), and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Proof. According to Lemma 5.1, in order to evaluate $\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2}$, estimates for $\exp \left\{2 \ln \left(\chi_{22}^{c}(0)\right)\right\}$ and $\left\{b_{i}, \widehat{\delta}_{i}\right\}_{i=1}^{n}$ are required: the estimation for $\exp \left\{2 \ln \left(\chi_{22}^{c}(0)\right)\right\}$ is given in Proposition 5.2; hence, it remains to estimate $\left\{b_{i}, \widehat{\delta}_{i}\right\}_{i=1}^{n}$. Solving system (96) as $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$ for $\left\{\beta_{i}\right\}_{i=1}^{n}$ and $\left\{\widehat{\delta}_{i}\right\}_{i=1}^{n}$ via Cramer's rule, one shows that $\beta_{i}, \widehat{\delta}_{i} \sim \mathcal{O}\left(\exp \left\{-a^{b} \min _{1 \leq i \leq n-1}\left|\xi_{n}-\xi_{i}\right| t\right\}\right)$, $1 \leq i \leq n-1$, and

$$
\beta_{n}=\frac{\beta_{n}^{+}}{\left(\widehat{\mathcal{E}}_{n n}^{+} \widehat{\mathcal{H}}_{n n}^{+}-\widehat{\mathcal{F}}_{n n}^{+} \widehat{\mathcal{G}}_{n n}^{+}\right)}, \quad \widehat{\delta}_{n}=\frac{\widehat{\delta}_{n}^{+}}{\left(\widehat{\mathcal{E}}_{n n}^{+} \widehat{\mathcal{H}}_{n n}^{+}-\widehat{\mathcal{F}}_{n n}^{+} \widehat{\mathcal{G}}_{n n}^{+}\right)}
$$

where

$$
\begin{aligned}
\beta_{n}^{+}:= & \frac{g_{n}^{+} \chi_{22}^{c}\left(\lambda_{n}\right)}{\chi_{11}^{c}\left(\overline{\lambda_{n}}\right)}+\frac{\left|g_{n}^{+}\right|^{2} \chi_{21}^{c}\left(\overline{\lambda_{n}}\right) \chi_{22}^{c}\left(\lambda_{n}\right)}{\overline{\lambda_{n}}}-\frac{\left|g_{n}^{+}\right|^{2} \chi_{22}^{c}\left(\lambda_{n}\right) W\left(\chi_{11}^{c}\left(\overline{\lambda_{n}}\right), \chi_{21}^{c}\left(\overline{\lambda_{n}}\right)\right)}{\chi_{11}^{c}\left(\overline{\lambda_{n}}\right)} \\
+ & \frac{2 \overline{\lambda_{n}}\left|g_{n}^{+}\right|^{2} \chi_{22}^{c}\left(\lambda_{n}\right) \chi_{21}^{c}\left(\overline{\lambda_{n}}\right)}{\left(\lambda_{n}^{2}-{\overline{\lambda_{n}}}^{2}\right)}, \\
\widehat{\mathcal{E}}_{n n}^{+} \widehat{\mathcal{H}}_{n n}^{+}-\widehat{\mathcal{F}}_{n n}^{+} \widehat{\mathcal{G}}_{n n}^{+}:= & \frac{1}{\chi_{22}^{c}\left(\lambda_{n}\right) \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)}+\frac{\overline{g_{n}^{+}} W\left(\chi_{21}^{c}\left(\overline{\lambda_{n}}\right), \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)\right)}{\chi_{22}^{c}\left(\lambda_{n}\right) \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)} \\
& +\frac{g_{n}^{+} W\left(\chi_{12}^{c}\left(\lambda_{n}\right), \chi_{22}^{c}\left(\lambda_{n}\right)\right)}{\chi_{11}^{c}\left(\overline{\lambda_{n}}\right) \chi_{22}^{c}\left(\lambda_{n}\right)}+\frac{\overline{g_{n}^{+}} \chi_{21}^{c}\left(\overline{\lambda_{n}}\right)}{\overline{\lambda_{n}} \chi_{22}^{c}\left(\lambda_{n}\right)}-\frac{g_{n}^{+} \chi_{12}^{c}\left(\lambda_{n}\right)}{\lambda_{n} \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)} \\
& +\frac{\left(2 \overline{\lambda_{n}}\right)^{2}\left|g_{n}^{+}\right|^{2} \chi_{22}^{c}\left(\lambda_{n}\right) \chi_{11}^{c}\left(\overline{\lambda_{n}}\right)}{\left(\widehat{\delta}_{n}^{+}\right.} \\
:= & \frac{\overline{g_{n}^{+}} \chi_{21}^{c}\left(\overline{\lambda_{n}}\right)}{\chi_{22}^{c}\left(\bar{\lambda}_{n}\right)}-\frac{\left.2{\overline{\lambda_{n}}}^{2} g_{n}^{+}\right|^{2} \chi_{11}^{c}\left(\overline{\lambda_{n}}\right) \chi_{22}^{c}\left(\lambda_{n}\right)}{\left(\lambda_{n}^{2}-\overline{\lambda_{n}}\right)} .
\end{aligned}
$$

Substituting the expressions for $\chi_{i j}^{c}(\cdot), i, j \in\{1,2\}$, given in Lemma 4.1 into the above equations for $\beta_{n}^{+}, \widehat{\delta}_{n}^{+}$, and $\widehat{\mathcal{E}}_{n n}^{+} \widehat{\mathcal{H}}_{n n}^{+}-\widehat{\mathcal{F}}_{n n}^{+} \widehat{\mathcal{G}}_{n n}^{+}$, and recalling that (see (98)) $b_{i}=-\frac{\chi_{12}^{c}\left(\lambda_{i}\right)}{\chi_{22}^{c}\left(\lambda_{i}\right)} \beta_{i}, 1 \leq i \leq n$, one obtains, as a result of Lemma 5.1 , keeping only $\mathcal{O}(1)$ and $\mathcal{O}\left(t^{-1 / 2}\right)$ terms, the result stated in the lemma.

Corollary 5.1. As $t \rightarrow+\infty$ and $x \rightarrow-\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
q(x, t)=Q_{\mathrm{as}}^{+}(x, t) \exp \left\{i \arg q_{\mathrm{as}}^{+}(x, t)\right\}+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)(\ln t)^{2}}{t}\right)
$$

where $Q_{\mathrm{as}}^{+}(x, t)$ is given in Theorem 2.1, (14)-(29), $\arg q_{\mathrm{as}}^{+}(x, t)$ is given in Theorem 2.2, (48)-(51), and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.

Proof. The proof is a consequence of Proposition 2.3 and Lemma 5.3.
Corollary 5.2. As $t \rightarrow+\infty$ and $x \rightarrow+\infty$ such that $\widehat{\lambda}_{0}:=\sqrt{\frac{1}{2}\left(\frac{x}{t}-\frac{1}{s}\right)}>M, \frac{x}{t}>\frac{1}{s}$, $s \in \mathbb{R}_{>0}$, and $(x, t) \in \widetilde{\Omega}_{n}$,

$$
u(x, t)=v_{\mathrm{as}}^{+}(x, t) w_{\mathrm{as}}^{+}(x, t)+\mathcal{O}\left(\frac{C\left(\widehat{\lambda}_{0}\right)(\ln t)^{2}}{t}\right)
$$

where $v_{\mathrm{as}}^{+}(x, t)$ and $w_{\mathrm{as}}^{+}(x, t)$ are given in Theorem $2.3,(58)-(70)$, and $C\left(\widehat{\lambda}_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Proof. The proof is a consequence of Proposition 2.4 and Corollary 5.1.
6. Asymptotics as $t \rightarrow-\infty$. In this section, the asymptotic paradigm presented in sections $3-5$ is reworked for the case when $t \rightarrow-\infty$ : since the proofs of all obtained results are analogous, they will be omitted. This section is divided into three parts: (1) in subsection 6.1, extended and model RH problems are formulated as $t \rightarrow-\infty$; (2) in subsection 6.2, the model RH problem formulated in (1) above is solved asymptotically as $t \rightarrow-\infty$ for the Schwartz class of nonreflectionless generic potentials; and (3) in subsection 6.3, the phase integral, $\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2}$, is evaluated asymptotically as $t \rightarrow-\infty$.

### 6.1. Extended and model RH problems.

Proposition 6.1.1. In the solitonless sector $\left(\mathcal{Z}_{d} \equiv \emptyset\right)$, as $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$,

$$
m(x, t ; \lambda)=\widetilde{\Delta}(\lambda)+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)}{\sqrt{-t}}\right)
$$

where $\widetilde{\Delta}(\lambda):=\left(\delta^{-}\left(\lambda ; \lambda_{0}\right)\right)^{\sigma_{3}}$,

$$
\begin{gathered}
\delta^{-}\left(\lambda ; \lambda_{0}\right)=\left(\left(\lambda-\lambda_{0}\right)\left(\lambda+\lambda_{0}\right)\right)^{-i \nu} \exp \left\{\sum_{l \in\{ \pm\}} \widetilde{\rho}_{l}(\lambda)\right\} \\
\widetilde{\rho}_{ \pm}(\lambda)=-\frac{1}{2 \pi i} \int_{ \pm \lambda_{0}}^{ \pm \infty} \ln (\varsigma-\lambda) d \ln \left(1-|r(\varsigma)|^{2}\right)
\end{gathered}
$$

$\nu:=\nu\left(\lambda_{0}\right)$ is given by $(21),\left\|\left(\delta^{-}\left(\cdot ; \lambda_{0}\right)\right)^{ \pm 1}\right\|_{\mathcal{L}^{\infty}(\mathbb{C} ; \mathbb{C})}:=\sup _{\lambda \in \mathbb{C}}\left|\left(\delta^{-}\left(\lambda ; \lambda_{0}\right)\right)^{ \pm 1}\right|<\infty$, $\left(\overline{\delta^{-}\left( \pm \bar{\lambda} ; \lambda_{0}\right)}\right)^{-1}=\delta^{-}\left(\lambda ; \lambda_{0}\right)$, the principal branch of the logarithmic function is taken, $\ln (\mu-\lambda):=\ln |\mu-\lambda|+i \arg (\mu-\lambda), \arg (\mu-\lambda) \in(-\pi, \pi)$, and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)$.

Remark 6.1.1. Hereafter, all explicit $x_{2} t$ dependencies are suppressed, except where absolutely necessary, and $\delta^{-}\left(\lambda ; \lambda_{0}\right):=\widetilde{\delta}(\lambda)$.

Lemma 6.1.1. There exists a unique solution $\widetilde{m}^{\widetilde{\Delta}}(\lambda):=m(\lambda)(\widetilde{\Delta}(\lambda))^{-1}: \mathbb{C} \backslash\left(\mathcal{Z}_{d} \cup\right.$ $\widehat{\Gamma}) \rightarrow \mathrm{SL}(2, \mathbb{C})$ of the following RH problem:

1. $\widetilde{m}^{\widetilde{\Delta}}(\lambda)$ is meromorphic forall $\lambda \in \mathbb{C} \backslash \widehat{\Gamma}$,
2. 

$$
\widetilde{m}_{+}^{\widetilde{\Delta}}(\lambda)=\widetilde{m}_{-}^{\widetilde{\Delta}}(\lambda) \widetilde{v}^{\Delta}(\lambda), \quad \lambda \in \widehat{\Gamma},
$$

where

$$
\widetilde{v}^{\widetilde{\Delta}}(\lambda)=e^{-i \theta(\lambda) \operatorname{ad}\left(\sigma_{3}\right)}\left(\begin{array}{cc}
(1-r(\lambda) \overline{r(\bar{\lambda})}) \widetilde{\delta}_{-}(\lambda)\left(\widetilde{\delta}_{+}(\lambda)\right)^{-1} & r(\lambda) \tilde{\delta}_{-}(\lambda) \widetilde{\delta}_{+}(\lambda) \\
-r(\bar{\lambda})\left(\widetilde{\delta}_{-}(\lambda)\right)^{-1}\left(\widetilde{\delta}_{+}(\lambda)\right)^{-1} & \left(\widetilde{\delta}_{-}(\lambda)\right)^{-1} \widetilde{\delta}_{+}(\lambda)
\end{array}\right),
$$

3. $\widetilde{m}^{\widetilde{\Delta}}(\lambda)$ has simple poles at $\left\{ \pm \lambda_{i}, \pm \overline{\lambda_{i}}\right\}_{i=1}^{N}$ with $(1 \leq i \leq N)$

$$
\begin{aligned}
& \left.\operatorname{res}\left(\widetilde{m}^{\widetilde{\Delta}} \underset{\sim}{\sim}\right) ; \lambda_{i}\right)=\lim _{\lambda \rightarrow \lambda_{i}} \widetilde{m}^{\widetilde{\Delta}}(\lambda) v_{i}\left(\widetilde{\delta}\left(\lambda_{i}\right)\right)^{-2} \sigma_{-}, \\
& \operatorname{res}\left(\widetilde{m}^{\widetilde{\Delta}}(\lambda) ;-\lambda_{i}\right)=-\sigma_{3} \operatorname{res}\left(\widetilde{m}^{\widetilde{\Delta}}(\lambda) ; \lambda_{i}\right) \sigma_{3}, \\
& \left.\operatorname{res}\left(\widetilde{m}^{\widetilde{\Delta}}(\lambda) ; \overline{\lambda_{i}}\right)=\lim _{\lambda \rightarrow \overline{\lambda_{i}}} \widetilde{m}^{\widetilde{\Delta}}(\lambda) \overline{v_{i}} \widetilde{\delta}\left(\overline{\lambda_{i}}\right)\right)^{2} \sigma_{+}, \\
& \operatorname{res}\left(\widetilde{m}^{\Delta}(\lambda) ;-\overline{\lambda_{i}}\right)=-\sigma_{3} \operatorname{res}\left(\widetilde{m}^{\lambda \rightarrow \lambda_{i}}(\lambda) ; \overline{\lambda_{i}}\right) \sigma_{3},
\end{aligned}
$$

4. as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\mathcal{Z}_{d} \cup \widehat{\Gamma}\right)$,

$$
\widetilde{m}^{\widetilde{\Delta}}(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right) ;
$$

moreover, $Q(x, t)=2 i \lim _{\lambda \rightarrow \infty}\left(\lambda \widetilde{m}^{\widetilde{\Delta}}(x, t ; \lambda)\right)_{12}$ is equal to $Q(x, t)$ in Lemma 2.2, (11).
Proposition 6.1.2. Introduce arbitrarily small, clockwise- and counterclockwiseoriented, mutually disjoint (and disjoint with respect to $\widehat{\Gamma}$ ) circles $\widetilde{K}_{j}^{ \pm}$and $\widetilde{L}_{j}^{ \pm}, 1 \leq$ $j \leq n-1$, around the eigenvalues $\left\{ \pm \lambda_{j}\right\}_{j=1}^{n-1}$ and $\left\{ \pm \overline{\lambda_{j}}\right\}_{j=1}^{n-1}$, resp., and define

$$
\widetilde{m}^{b}(\lambda):= \begin{cases}\widetilde{m}^{\widetilde{\Delta}}(\lambda), \quad \lambda \in \mathbb{C} \backslash\left(\widehat{\Gamma} \cup\left(\bigcup_{i=1}^{n-1}\left(\widetilde{K}_{i}^{ \pm} \cup \widetilde{L}_{i}^{ \pm}\right)\right)\right), \\ \widetilde{m}^{\widetilde{\Delta}}(\lambda)\left(\mathrm{I}-\frac{\left.v_{i} \widetilde{\delta}\left( \pm \lambda_{i}\right)\right)^{-2}}{\left(\lambda \mp \lambda_{i}\right)} \sigma_{-}\right), & \lambda \in \operatorname{int} \widetilde{K}_{i}^{ \pm}, \quad 1 \leq i \leq n-1, \\ \widetilde{m}^{\widetilde{\Delta}}(\lambda)\left(\mathrm{I}+\frac{\overline{v_{i}}\left(\widetilde{\delta}\left( \pm \overline{\lambda_{i}}\right)\right)^{2}}{\left(\lambda \mp \bar{\lambda}_{i}\right)} \sigma_{+}\right), & \lambda \in \operatorname{int} \widetilde{L}_{i}^{ \pm}, \quad 1 \leq i \leq n-1 .\end{cases}
$$

Then $\widetilde{m}^{b}(\lambda)$ solves an RH problem on $\left(\sigma_{\mathcal{E}} \backslash \cup_{i=1}^{n-1}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right) \cup\left(\cup_{i=1}^{n-1}\left(\widetilde{K}_{i}^{ \pm} \cup \widetilde{L}_{i}^{ \pm}\right)\right)$ with the same jumps as $\widetilde{m}^{\Delta}(\lambda)$ on $\widehat{\Gamma}, \widetilde{m}_{+}^{b}(\lambda)=\widetilde{m}_{-}^{b}(\lambda) \widetilde{v}^{\Delta}(\lambda)$, and

$$
\widetilde{m}_{+}^{b}(\lambda)=\left\{\begin{array}{lll}
\widetilde{m}_{-}^{b}(\lambda)\left(\mathrm{I}+\frac{v_{i}\left(\widetilde{\delta}\left( \pm \lambda_{i}\right)\right)^{-2}}{\left(\lambda \mp \lambda_{i}\right)} \sigma_{-}\right), & \lambda \in \widetilde{K}_{i}^{ \pm}, & 1 \leq i \leq n-1, \\
\widetilde{m}_{-}^{b}(\lambda)\left(\mathrm{I}+\frac{\overline{v_{i}}\left(\widetilde{\delta}\left( \pm \overline{\lambda_{i} i}\right)^{2}\right.}{\left(\lambda \mp \bar{\lambda}_{i}\right)} \sigma_{+}\right), & \lambda \in \widetilde{L}_{i}^{ \pm}, & 1 \leq i \leq n-1
\end{array}\right.
$$

Remark 6.1.2. The superscripts $\pm$ on $\left\{\widetilde{K}_{i}^{ \pm}\right\}_{i=1}^{n-1}$ and $\left\{\widetilde{L}_{i}^{ \pm}\right\}_{i=1}^{n-1}$, which are related with $\left\{ \pm \lambda_{i}\right\}_{i=1}^{n-1}$ and $\left\{ \pm \bar{\lambda}_{i}\right\}_{i=1}^{n-1}$, resp., should not be confused with the subscripts $\pm$
appearing in the various RH problems in this and the next subsection, namely, $m_{ \pm}(\lambda)$, $\widetilde{m}_{ \pm}^{\widetilde{\Delta}}(\lambda), \widetilde{m}_{ \pm}^{b}(\lambda), \widetilde{m}_{ \pm}^{\sharp}(\lambda), \widetilde{\chi}_{ \pm}(\lambda), \widetilde{E}_{ \pm}(\lambda)$, and $\widetilde{\chi}_{ \pm}^{c}(\lambda)$.

Lemma 6.1.2. Set

$$
\widetilde{m}^{\sharp}(\lambda):=\left\{\begin{array}{l}
\widetilde{m}^{b}(\lambda) \prod_{l=1}^{n-1}\left(d_{l_{+}}(\lambda)\right)^{-\sigma_{3}}, \quad \lambda \in \mathbb{C} \backslash\left(\widehat{\Gamma} \cup\left(\bigcup_{i=1}^{n-1}\left(\widetilde{K}_{i}^{ \pm} \cup \widetilde{L}_{i}^{ \pm}\right)\right)\right), \\
\widetilde{m}^{b}(\lambda)\left(\widetilde{J}_{\widetilde{K}_{i}^{ \pm}}(\lambda)\right)^{-1} \prod_{l=1}^{n-1}\left(d_{l_{-}}(\lambda)\right)^{-\sigma_{3}}, \quad \lambda \in \operatorname{int} \widetilde{K}_{i}^{ \pm}, \quad 1 \leq i \leq n-1, \\
\widetilde{m}^{b}(\lambda)\left(\widetilde{J}_{\widetilde{L}_{i}^{ \pm}}(\lambda)\right)^{-1} \prod_{l=1}^{n-1}\left(d_{l_{-}}(\lambda)\right)^{-\sigma_{3}}, \quad \lambda \in \operatorname{int} \widetilde{L}_{i}^{ \pm}, \quad 1 \leq i \leq n-1,
\end{array}\right.
$$

where

$$
\begin{aligned}
& d_{l_{+}}(\lambda):=\frac{\left(\lambda-\overline{\lambda_{l}}\right)\left(\lambda+\overline{\lambda_{l}}\right)}{\left(\lambda-\lambda_{l}\right)\left(\lambda+\lambda_{l}\right)}, \quad \lambda \in \mathbb{C} \backslash\left(\bigcup_{i=1}^{n-1}\left(\widetilde{K}_{i}^{ \pm} \cup \widetilde{L}_{i}^{ \pm}\right)\right), \quad 1 \leq l \leq n-1, \\
& d_{l_{-}}(\lambda):=\left\{\begin{array}{ll}
\frac{\left(\lambda-\overline{\lambda_{l}}\right)\left(\lambda+\overline{\lambda_{l}}\right)}{\left(\lambda \pm \lambda_{l}\right)}, & \lambda \in \bigcup_{i=1}^{n-1} \operatorname{int} \widetilde{K}_{i}^{ \pm}, \\
\frac{\left(\lambda \pm \overline{l_{l}}\right)}{\left(\lambda-\lambda_{l}\right)\left(\lambda+\lambda_{l}\right)}, & \lambda \in l \leq \bigcup_{i=1}^{n-1} \operatorname{int} \widetilde{L}_{i}^{ \pm},
\end{array} \quad 1 \leq l \leq n-1\right.
\end{aligned}
$$

and the $\mathrm{SL}(2, \mathbb{C})$-valued, holomorphic in $\operatorname{int} \widetilde{K}_{i}^{ \pm}$and $\operatorname{int} \widetilde{L}_{i}^{ \pm}$, resp., functions $\widetilde{J}_{\widetilde{K}_{i}^{ \pm}}(\lambda)$ and $\widetilde{J}_{\widetilde{L}_{i}^{ \pm}}(\lambda), 1 \leq i \leq n-1$, are given by

$$
\begin{aligned}
& \widetilde{J}_{\widetilde{L}_{i}^{ \pm}}(\lambda)=\left(\begin{array}{cc}
\left(\lambda \mp \overline{\lambda_{i}}\right) \prod_{\substack{l=1 \\
\neq i}}^{n-1} \frac{d_{l_{-}}^{-1}(\lambda)}{d_{l_{+}}^{-1}(\lambda)} & \left.\overline{v_{i}} \widetilde{\delta}\left( \pm \overline{\lambda_{i}}\right)\right)^{2} \prod_{\substack{l_{=1}=1 \\
\neq i}}^{n-1} \frac{d_{l_{-}}^{-1}(\lambda)}{d_{l_{+}}^{-1}(\lambda)} \\
-\frac{\widetilde{C}_{i}^{\sharp}}{\left(d_{i_{-}}(\lambda)\right)^{-2}} \prod_{\substack{l=1 \\
\neq i}}^{n-1} \frac{d_{l_{-}}(\lambda)}{d_{l_{+}}^{-1}(\lambda)} & \frac{\prod_{\substack{l_{=1} \\
\neq i}}^{n-1} \frac{d_{l_{-}}(\lambda)}{d_{l_{+}}(\lambda)}-\frac{\left.\overline{v_{i}} \widetilde{\delta}\left( \pm \lambda_{i}\right)\right)^{2} \widetilde{C}_{i}^{\sharp}}{\left(d_{i_{-}}(\lambda)\right)^{-2}} \prod_{\substack{l_{=1} \\
\neq i}}^{n-1} \frac{d_{l_{-}-1}(\lambda)}{d_{l_{+}}^{-1}(\lambda)}}{\left(\lambda \mp \overline{\lambda_{i}}\right)}
\end{array}\right),
\end{aligned}
$$

with

$$
\widetilde{C}_{i}^{\sharp}=\left(v_{i}\right)^{-1}\left(\widetilde{\delta}\left( \pm \lambda_{i}\right)\right)^{2}\left(d_{i_{-}}\left( \pm \lambda_{i}\right)\right)^{2} \prod_{\substack{l=1 \\ \neq i}}^{n-1}\left(d_{l_{+}}\left( \pm \lambda_{i}\right)\right)^{2}, \quad 1 \leq i \leq n-1 .
$$

Then $\widetilde{m}^{\sharp}(\lambda): \mathbb{C} \backslash\left(\left(\mathcal{Z}_{d} \backslash \cup_{i=1}^{n-1}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right) \cup\left(\widehat{\Gamma} \cup\left(\cup_{i=1}^{n-1}\left(\widetilde{K}_{i}^{ \pm} \cup \widetilde{L}_{i}^{ \pm}\right)\right)\right)\right) \rightarrow \mathrm{SL}(2, \mathbb{C})$ solves the following, extended RH problem on $\left(\sigma_{£} \backslash \cup_{i=1}^{n-1}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right) \cup\left(\cup_{i=1}^{n-1}\left(\widetilde{K}_{i}^{ \pm} \cup \widetilde{L}_{i}^{ \pm}\right)\right)$:

$$
\widetilde{m}_{+}^{\sharp}(\lambda)=\widetilde{m}_{-}^{\sharp}(\lambda) e^{-i \theta(\lambda) \operatorname{ad}\left(\sigma_{3}\right)} \widetilde{v}^{\sharp}(\lambda),
$$

where

$$
\left.\widetilde{v}^{\sharp}(\lambda)\right|_{\widehat{\Gamma}}=\left(\begin{array}{cc}
(1-r(\lambda) \overline{r(\bar{\lambda})}) \frac{\widetilde{\delta}_{-}(\lambda)}{\widetilde{\delta}_{+}(\lambda)} & \frac{r(\lambda)}{\left(\widetilde{\delta}_{-}(\lambda) \widetilde{\delta}_{+}(\lambda)\right)^{-1}} \\
\prod_{l=1}^{n-1}\left(\frac{\left(\lambda-\overline{\lambda_{l}}\right)\left(\lambda+\overline{\lambda_{l}}\right)}{\left(\lambda-\lambda_{l}\right)\left(\lambda+\lambda_{l}\right)}\right)^{2} \\
-\frac{\widetilde{\delta}_{+}(\lambda)}{\widetilde{\delta}_{-}(\lambda) \widetilde{\delta}_{+}(\lambda)} \prod_{l=1}^{n-1}\left(\frac{\left(\lambda-\overline{\lambda_{l}}\right)\left(\lambda+\overline{\lambda_{l}}\right)}{\left(\lambda-\lambda_{l}\right)\left(\lambda+\lambda_{l}\right)}\right)^{-2} & \frac{\widetilde{\delta}_{-}(\lambda)}{l}
\end{array}\right)
$$

$$
\widetilde{v}^{\sharp}(\lambda)= \begin{cases}\mathrm{I}+\frac{\left(v_{i}\right)^{-1}\left(\widetilde{\delta}\left( \pm \lambda_{i}\right)\right)^{2}}{\left(\lambda \mp \lambda_{i}\right)}\left(\frac{\lambda_{i}^{2}-{\overline{\lambda_{i}}}^{2}}{2 \lambda_{i}}\right)^{2} \prod_{\substack{l=1 \\ \neq i}}^{n-1}\left(\frac{{\overline{\lambda_{l}}}^{2}-\lambda_{i}^{2}}{\lambda_{l}^{2}-\lambda_{i}^{2}}\right)^{2} \sigma_{+}, & \lambda \in \bigcup_{i=1}^{n-1} \widetilde{K}_{i}^{ \pm}, \\ \mathrm{I}+\frac{\left(\overline{v_{i}}\right)^{-1}\left(\widetilde{\delta}\left( \pm \overline{\lambda_{i}}\right)\right)^{-2}}{\left(\lambda \mp \overline{\lambda_{i}}\right)}\left(\frac{\lambda_{i}^{2}-{\overline{\lambda_{i}}}^{2}}{2{\overline{\lambda_{i}}}^{2}}\right)^{2} \prod_{\substack{l=1 \\ \neq i}}^{n-1}\left(\frac{\lambda_{l}^{2}-{\overline{\lambda_{i}}}^{2}}{{\overline{\lambda_{l}}}^{2}-{\overline{\lambda_{i}}}^{2}}\right)^{2} \sigma_{-}, \quad \lambda \in \bigcup_{i=1}^{n-1} \widetilde{L}_{i}^{ \pm},\end{cases}
$$

with polar (residue) conditions

$$
\begin{gathered}
\operatorname{res}\left(\widetilde{m}^{\sharp}(\lambda) ; \lambda_{i}\right)=\lim _{\lambda \rightarrow \lambda_{i}} \widetilde{m}^{\sharp}(\lambda) v_{i}\left(\widetilde{\delta}\left(\lambda_{i}\right)\right)^{-2} \prod_{l=1}^{n-1}\left(\frac{\left(\lambda_{i}-\lambda_{l}\right)\left(\lambda_{i}+\lambda_{l}\right)}{\left(\lambda_{i}-\overline{\lambda_{l}}\right)\left(\lambda_{i}+\overline{\lambda_{l}}\right)}\right)^{2} \sigma_{-}, \quad n \leq i \leq N, \\
\operatorname{res}\left(\widetilde{m}^{\sharp}(\lambda) ;-\lambda_{i}\right)=-\sigma_{3} \operatorname{res}\left(\widetilde{m}^{\sharp}(\lambda) ; \lambda_{i}\right) \sigma_{3}, \quad n \leq i \leq N, \\
\operatorname{res}\left(\widetilde{m}^{\sharp}(\lambda) ; \overline{\lambda_{i}}\right)=\lim _{\lambda \rightarrow \bar{\lambda}_{i}} \widetilde{m}^{\sharp}(\lambda) \overline{v_{i}}\left(\widetilde{\delta}\left(\overline{\lambda_{i}}\right)\right)^{2} \prod_{l=1}^{n-1}\left(\frac{\left(\overline{\lambda_{i}}-\overline{\lambda_{l}}\right)\left(\overline{\lambda_{i}}+\overline{\lambda_{l}}\right)}{\left(\overline{\lambda_{i}}-\lambda_{l}\right)\left(\overline{\lambda_{i}}+\lambda_{l}\right)}\right)^{2} \sigma_{+}, \quad n \leq i \leq N, \\
\operatorname{res}\left(\widetilde{m}^{\sharp}(\lambda) ;-\overline{\lambda_{i}}\right)=-\sigma_{3} \operatorname{res}\left(\widetilde{m}^{\sharp}(\lambda) ; \overline{\lambda_{i}}\right) \sigma_{3}, \quad n \leq i \leq N,
\end{gathered}
$$

and, as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\left(\mathcal{Z}_{d} \backslash \cup_{i=1}^{n-1}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right) \cup\left(\widehat{\Gamma} \cup\left(\cup_{i=1}^{n-1}\left(\widetilde{K}_{i}^{ \pm} \cup \widetilde{L}_{i}^{ \pm}\right)\right)\right)\right)$,

$$
\widetilde{m}^{\sharp}(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right) ;
$$

moreover, $Q(x, t)=2 i \lim _{\lambda \rightarrow \infty}\left(\lambda \widetilde{m}^{\sharp}(x, t ; \lambda)\right)_{12}$ is equal to $Q(x, t)$ in Lemma 2.2, (11).
LEMMA 6.1.3. Let $\widetilde{\chi}(\lambda)$ solve the following RH problem on $\sigma_{£} \backslash \cup_{i=1}^{n-1}\left(\left\{ \pm \lambda_{i}\right\} \cup\right.$ $\left.\left\{ \pm \overline{\overline{\lambda_{i}}}\right\}\right)$ :

$$
\widetilde{\chi}_{+}(\lambda)=\left.\widetilde{\chi}_{-}(\lambda) e^{-i \theta(\lambda) \operatorname{ad}\left(\sigma_{3}\right)} \widetilde{v}^{\sharp}(\lambda)\right|_{\widehat{\Gamma}}, \quad \lambda \in \widehat{\Gamma}
$$

with polar (residue) conditions

$$
\begin{aligned}
\operatorname{res}\left(\widetilde{\chi}(\lambda) ; \lambda_{i}\right)= & \lim _{\lambda \rightarrow \lambda_{i}} \widetilde{\chi}(\lambda) v_{i}\left(\widetilde{\delta}\left(\lambda_{i}\right)\right)^{-2} \prod_{l=1}^{n-1}\left(\frac{\left(\lambda_{i}-\lambda_{l}\right)\left(\lambda_{i}+\lambda_{l}\right)}{\left(\lambda_{i}-\overline{\lambda_{l}}\right)\left(\lambda_{i}+\overline{\lambda_{l}}\right)}\right)^{2} \sigma_{-}, \quad n \leq i \leq N, \\
& \operatorname{res}\left(\widetilde{\chi}(\lambda) ;-\lambda_{i}\right)=-\sigma_{3} \operatorname{res}\left(\widetilde{\chi}(\lambda) ; \lambda_{i}\right) \sigma_{3}, \quad n \leq i \leq N \\
\operatorname{res}\left(\widetilde{\chi}(\lambda) ; \overline{\lambda_{i}}\right)= & \lim _{\lambda \rightarrow \overline{\lambda_{i}}} \widetilde{\chi}(\lambda) \overline{v_{i}}\left(\widetilde{\delta}\left(\overline{\lambda_{i}}\right)\right)^{2} \prod_{l=1}^{n-1}\left(\frac{\left(\overline{\lambda_{i}}-\overline{\lambda_{l}}\right)\left(\overline{\lambda_{i}}+\overline{\lambda_{l}}\right)}{\left(\overline{\lambda_{i}}-\lambda_{l}\right)\left(\overline{\lambda_{i}}+\lambda_{l}\right)}\right)^{2} \sigma_{+}, \quad n \leq i \leq N, \\
& \operatorname{res}\left(\widetilde{\chi}(\lambda) ;-\overline{\lambda_{i}}\right)=-\sigma_{3} \operatorname{res}\left(\widetilde{\chi}(\lambda) ; \overline{\lambda_{i}}\right) \sigma_{3}, \quad n \leq i \leq N,
\end{aligned}
$$

and, as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\cup_{i=n}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right) \cup \widehat{\Gamma}\right)$,

$$
\widetilde{\chi}(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right)
$$

Then as $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$, the function $\widetilde{E}(\lambda):=\widetilde{m}^{\sharp}(\lambda)(\widetilde{\chi}(\lambda))^{-1}$ has the following asymptotics:

$$
\widetilde{E}(\lambda)=\mathrm{I}+\mathcal{O}\left(\widetilde{F}\left(\lambda ; \lambda_{0}\right) \exp \{\widetilde{a} \widetilde{b} t\}\right)
$$

where $\left\|\widetilde{F}\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{L}^{\infty}\left(\mathbb{C} ; M_{2}(\mathbb{C})\right)}<\infty,\|\widetilde{F}(\lambda ; \cdot)\|_{\mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)}<\infty, \widetilde{F}\left(\lambda ; \lambda_{0}\right) \sim \mathcal{O}\left(\frac{C\left(\lambda_{0}\right)}{\lambda}\right)$ as $\lambda \rightarrow \infty$ with $C\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right), \widetilde{a}:=8 \min \left\{\eta_{i}\right\}_{i=1}^{n-1}(>0)$, and $\widetilde{b}:=\min \left\{\mid \xi_{n}-\right.$ $\left.\xi_{i} \mid\right\}_{i=1}^{n-1}$.

### 6.2. Asymptotic solution for $\widetilde{\chi}(\boldsymbol{\lambda})$.

Proposition 6.2.1. The solution of the model RH problem formulated in Lemma 6.1.3, $\widetilde{\chi}(\lambda): \mathbb{C} \backslash\left(\widehat{\Gamma} \cup\left(\cup_{i=n}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right)\right) \rightarrow \mathrm{SL}(2, \mathbb{C})$, has the following representation:

$$
\begin{equation*}
\tilde{\chi}(\lambda)=\tilde{\chi}_{d}(\lambda)+\int_{\widehat{\Gamma}} \frac{\tilde{\chi}_{-}(\varrho)\left(\left.\widetilde{v}^{\sharp}(\varrho)\right|_{\widehat{\Gamma}}-\mathrm{I}\right)}{(\varrho-\lambda)} \frac{d \varrho}{2 \pi i}, \tag{107}
\end{equation*}
$$

where

$$
\begin{gathered}
\widetilde{\chi}_{d}(\lambda)=\mathrm{I} \\
(108)+\sum_{i=n}^{N}\left(\frac{\operatorname{res}\left(\widetilde{\chi}(\lambda) ; \lambda_{i}\right)}{\left(\lambda-\lambda_{i}\right)}-\frac{\sigma_{3} \operatorname{res}\left(\widetilde{\chi}(\lambda) ; \lambda_{i}\right) \sigma_{3}}{\left(\lambda+\lambda_{i}\right)}+\frac{\operatorname{res}\left(\widetilde{\chi}(\lambda) ; \overline{\lambda_{i}}\right)}{\left(\lambda-\overline{\lambda_{i}}\right)}-\frac{\sigma_{3} \operatorname{res}\left(\widetilde{\chi}(\lambda) ; \overline{\lambda_{i}}\right) \sigma_{3}}{\left(\lambda+\overline{\lambda_{i}}\right)}\right)
\end{gathered}
$$

The solution of (107) can be written as the following ordered product:

$$
\tilde{\chi}^{(\lambda)}=\widetilde{\chi}_{d}(\lambda) \widetilde{\chi}^{c}(\lambda)
$$

where $\widetilde{\chi}_{d}(\lambda)$ is given by (108), and $\widetilde{\chi}^{c}(\lambda)$ solves the following RH problem: (1) $\widetilde{\chi}^{c}(\lambda)$ is piecewise holomorphic for all $\lambda \in \mathbb{C} \widehat{\Gamma}$; (2) $\widetilde{\chi}_{+}^{c}(\lambda)=\widetilde{\chi}_{-}^{c}(\lambda) \exp \left\{-i \theta(\lambda) \operatorname{ad}\left(\sigma_{3}\right)\right\}\left(\left.\widetilde{v}^{\sharp}(\lambda)\right|_{\widehat{\Gamma}}\right)$, $\lambda \in \widehat{\Gamma}$; and (3) as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash \widehat{\Gamma}, \widetilde{\chi}^{c}(\lambda)=\mathrm{I}+\mathcal{O}\left(\lambda^{-1}\right)$.

Lemma 6.2.1. Let $\widetilde{\epsilon}_{0}$ denote an arbitrarily fixed, sufficiently small positive real number. For $\widetilde{\aleph} \in\left\{0, \pm \lambda_{0}\right\}$, set $\widetilde{\mathcal{N}}\left(\widetilde{\aleph} ; \widetilde{\epsilon}_{0}\right):=\left\{\lambda ;|\lambda-\widetilde{\aleph}| \leqq \widetilde{\epsilon}_{0}\right\}$. Then as $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$ and $\lambda \in \mathbb{C} \backslash \cup_{\widetilde{\aleph} \in\left\{0, \pm \lambda_{0}\right\}} \widetilde{\mathcal{N}}\left(\widetilde{\aleph} ; \widetilde{\epsilon}_{0}\right)$, $\widetilde{\chi}^{c}(\lambda)$ has the following asymptotic expansion:

$$
\begin{aligned}
\widetilde{\chi}^{c}(\lambda)= & I+\frac{1}{4} \sqrt{-\frac{\nu\left(\lambda_{0}\right)}{2 \lambda_{0}^{2} t}}\left(\frac{1}{\lambda-\lambda_{0}}+\frac{1}{\lambda+\lambda_{0}}\right)\left(\exp \left\{-i\left(\phi^{-}\left(\lambda_{0}\right)+\widehat{\Phi}^{-}\left(\lambda_{0} ; t\right)\right)\right\} \sigma_{-}\right. \\
& \left.+\exp \left\{i\left(\phi^{-}\left(\lambda_{0}\right)+\widehat{\Phi}^{-}\left(\lambda_{0} ; t\right)\right)\right\} \sigma_{+}\right)+\mathcal{O}\left(\frac{\widetilde{G}\left(\lambda ; \lambda_{0}\right) \ln |t|}{t}\right)
\end{aligned}
$$

where $\nu\left(\lambda_{0}\right), \phi^{-}\left(\lambda_{0}\right)$, and $\widehat{\Phi}^{-}\left(\lambda_{0} ; t\right)$ are given in Theorem 2.1, equations (21), (23), and $(24),\left\|\widetilde{G}\left(\cdot ; \lambda_{0}\right)\right\|_{\mathcal{L}^{\infty}\left(\mathbb{C} \backslash \cup_{\mathbb{N} \in\left\{0, \pm \lambda_{0}\right\}}\right.} \widetilde{\mathcal{N}} \widetilde{\left.\left.\widetilde{N} ; \tilde{\epsilon}_{0}\right) ; M_{2}(\mathbb{C})\right)} \ll \infty, \widetilde{G}(\lambda ; \cdot) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right), \widetilde{G}\left(\lambda ; \lambda_{0}\right) \sim$ $\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)}{\lambda}\right)$ as $\lambda \rightarrow \infty$ with $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; M_{2}(\mathbb{C})\right)$, and satisfies the following involutions, $\widetilde{\chi}^{c}(-\lambda)=\sigma_{3} \widetilde{\chi}^{c}(\lambda) \sigma_{3}$ and $\widetilde{\chi}^{c}(\lambda)=\sigma_{1} \overline{\widetilde{\chi}^{c}(\bar{\lambda})} \sigma_{1}$.

Proposition 6.2.2. For $n \leq i \leq N$, set

$$
\operatorname{res}\left(\widetilde{\chi}(\lambda) ; \lambda_{i}\right)=\left(\begin{array}{cc}
\alpha_{i}^{-} & a_{i}^{-} \\
\beta_{i}^{-} & b_{i}^{-}
\end{array}\right), \quad \operatorname{res}\left(\widetilde{\chi}(\lambda) ; \overline{\lambda_{i}}\right)=\left(\begin{array}{cc}
c_{i}^{-} & \omega_{i}^{-} \\
d_{i}^{-} & \widehat{\delta}_{i}^{-}
\end{array}\right)
$$

Then as $\lambda \rightarrow \infty, \lambda \in \mathbb{C} \backslash\left(\widehat{\Gamma} \cup\left(\cup_{i=n}^{N}\left(\left\{ \pm \lambda_{i}\right\} \cup\left\{ \pm \overline{\lambda_{i}}\right\}\right)\right)\right)$, $\widetilde{\chi}(\lambda)$ has the following asymptotic expansion,

$$
\begin{aligned}
\widetilde{\chi}(\lambda) & =\mathrm{I}+\frac{1}{2 \lambda}\left(\left\{\overline{Q^{\widetilde{\chi}}(x, t)}+4 \sum_{i=n}^{N}\left(\beta_{i}^{-}-\frac{\widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)} \widehat{\delta}_{i}^{-}\right)\right\} \sigma_{-}\right. \\
& \left.+\left\{Q^{\widetilde{\chi}}(x, t)+4 \sum_{i=n}^{N}\left(\omega_{i}^{-}-\frac{\widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)} \alpha_{i}^{-}\right)\right\} \sigma_{+}\right)+\mathcal{O}\left(\lambda^{-2}\right)
\end{aligned}
$$

where $\lim _{\lambda \rightarrow \infty}\left(\widetilde{\chi}^{c}(x, t ; \lambda)\right)_{12}:=Q^{\widetilde{\chi}}(x, t) / 2 \lambda,\left\{\alpha_{i}^{-}, \omega_{i}^{-}\right\}_{i=n}^{N}$ satisfy the following nondegenerate system of $2(N-n+1)$ linear inhomogeneous algebraic equations,
where, for $i, j \in\{n, n+1, \ldots, N\}$, the $(N-n+1) \times(N-n+1)$ matrix blocks $\widehat{\mathcal{A}}^{-}, \widehat{\mathcal{B}}^{-}$, $\widehat{\mathcal{C}}^{-}$, and $\widehat{\mathcal{D}}^{-}$are defined as follows,

$$
\begin{aligned}
& \widehat{\mathcal{A}}_{i j}^{-}:= \begin{cases}\frac{\lambda_{i}+g_{i}^{-} \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)+\lambda_{i} g_{i}^{-} \mathrm{W}\left(\widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right), \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)\right)}{\lambda_{i} \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)}, & i=j, \\
-\frac{2 g_{i}^{-}\left(-\lambda_{i} \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{12}^{c}\left(\lambda_{j}\right)+\lambda_{j}\right.}{\left.\widetilde{\chi}_{22}^{c}\left(\lambda_{j}\right) \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right)\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{B}}_{i j}^{-}:= \begin{cases}-\frac{2 g_{i}^{-}\left(\lambda_{i} \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{i} \chi_{21}^{c}}\left(\overline{\lambda_{i}}\right) \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right)\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)\left(\lambda_{i}^{2}-{\overline{\lambda_{i}}}^{2}\right)}, & i=j, \\
-\frac{2 g_{i}^{-}\left(\lambda_{i} \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{j}}\right)-\overline{\lambda_{j} \chi_{21}^{c}}\left(\overline{\lambda_{j}}\right) \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right)\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{j}}\right)\left(\lambda_{i}^{2}-{\overline{\lambda_{j}}}^{2}\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{C}}_{i j}^{-}:= \begin{cases}\left.-\frac{2 \overline{g_{i}^{-}}\left(\lambda_{i} \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{i}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right) \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right)\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)\left(\overline{\lambda_{i}}\right.}{ }^{2}-\lambda_{i}^{2}\right) & i=j, \\
-\frac{2 \overline{g_{i}^{-}}\left(-\overline{\lambda_{i} \chi_{21}^{c}}\left(\overline{\lambda_{i}}\right) \widetilde{\chi}_{12}^{c}\left(\lambda_{j}\right)+\lambda_{j} \widetilde{\chi}_{22}^{c}\left(\lambda_{j}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{j}\right)\left({\overline{\lambda_{i}}}^{2}-\lambda_{j}^{2}\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{D}}_{i j}^{-}:= \begin{cases}\frac{\overline{\lambda_{i}}-\overline{g_{i}^{-}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right) \tilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)+\overline{\lambda_{i}} \overline{g_{i}^{-}} \mathrm{W}\left(\widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right), \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)\right)}{\overline{\lambda_{i}} \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)}, & i=j, \\
-\frac{2 \overline{g_{i}^{-}}\left(\overline{\lambda_{i}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{j}}\right)-\overline{\lambda_{j}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{j}}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{j}}\right)\left({\overline{\lambda_{i}}}^{2}-{\overline{\lambda_{j}}}^{2}\right)}, & i \neq j,\end{cases}
\end{aligned}
$$

$\left\{\beta_{i}^{-}, \widehat{\delta}_{i}^{-}\right\}_{i=n}^{N}$ satisfy the following nondegenerate system of $2(N-n+1)$ linear inhomogeneous algebraic equations,

$$
\left[\begin{array}{cc}
\left.\begin{array}{|c|}
\widehat{\mathcal{E}}^{-} \\
\widehat{\mathcal{G}}^{-} \\
\widehat{\mathcal{H}}^{-}
\end{array}\right] & \left.\begin{array}{c}
\widehat{\mathcal{H}}^{-} \\
\\
\hline \beta_{n+1}^{-} \\
\vdots \\
\beta_{N}^{-} \\
\widehat{\delta}_{n}^{-} \\
\widehat{\delta}_{n+1}^{-} \\
\vdots \\
\widehat{\delta}_{N}^{-}
\end{array}\right]=\left[\begin{array}{c}
g_{n}^{-} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right) \\
g_{n+1}^{-} \widetilde{\chi}_{22}^{c}\left(\lambda_{n+1}\right) \\
\vdots \\
g_{N}^{-} \widetilde{\chi}_{22}^{c}\left(\lambda_{N}\right) \\
\overline{g_{n}^{-}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right) \\
\overline{g_{n+1}^{-}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n+1}}\right) \\
\vdots \\
\overline{g_{N}^{-}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{N}}\right)
\end{array}\right], ~ \\
\square
\end{array}\right]
$$

where, for $i, j \in\{n, n+1, \ldots, N\}$, the $(N-n+1) \times(N-n+1)$ matrix blocks $\widehat{\mathcal{E}}^{-}, \widehat{\mathcal{F}}^{-}$, $\widehat{\mathcal{G}}^{-}$, and $\widehat{\mathcal{H}}^{-}$are defined as follows,

$$
\begin{aligned}
& \widehat{\mathcal{E}}_{i j}^{-}:= \begin{cases}\frac{\lambda_{i}-g_{i}^{-} \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{c 2}^{c}\left(\lambda_{i}\right)+\lambda_{i} g_{i}^{-} \mathrm{W}\left(\widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right), \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)\right)}{\lambda_{i} \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)}, & i=j, \\
\frac{2 g_{i}^{-}\left(\lambda_{j} \widetilde{\chi}_{12}^{c}\left(\lambda_{j}\right)_{22}^{c}\left(\lambda_{i}\right)-\lambda_{i} \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{j}\right)\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{j}\right)\left(\lambda_{i}^{2}-\lambda_{j}^{2}\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{F}}_{i j}^{-}:= \begin{cases}\frac{2 g_{i}^{-}\left(\lambda_{i} \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{i}} \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)\left(\lambda_{i}^{2}-\bar{\lambda}_{i}^{2}\right)}, & i=j, \\
\frac{\left.2 g_{i}^{-}\left(\lambda_{i} \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{j}}\right)-\overline{\lambda_{j} \chi_{11}^{c}} \overline{\lambda_{j}}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{j}}\right)\left(\lambda_{i}^{2}-{\overline{\lambda_{j}}}^{2}\right)}, & i \neq j,\end{cases} \\
& \widehat{\mathcal{G}}_{i j}^{-}:= \begin{cases}\frac{2 \overline{g_{i}^{-}}\left(\lambda_{i} \widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right) \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{i}} \chi_{11}^{c}\left(\overline{\lambda_{i}}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)\left(\overline{\lambda_{i}}-\lambda_{i}^{2}\right)}, & i=j, \\
\frac{2 \overline{g_{i}^{-}}\left(\lambda_{j} \widetilde{\chi}_{12}^{c}\left(\lambda_{j}\right) \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right)-\overline{\lambda_{1}} \tilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{j}\right)\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{j}\right)\left(\overline{\lambda_{i}^{2}}-\lambda_{j}^{2}\right)}, & i \neq j,\end{cases}
\end{aligned}
$$

with $a_{i}^{-}=-\frac{\widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)} \alpha_{i}^{-}, b_{i}^{-}=-\frac{\widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)} \beta_{i}^{-}, c_{i}^{-}=-\frac{\widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)} \omega_{i}^{-}, d_{i}^{-}=-\frac{\widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{i}}\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{i}}\right)} \widehat{\delta}_{i}^{-}, n \leq i \leq N$,

$$
g_{j}^{-}:=C_{j} e^{2 i \lambda_{j}^{2} x+4 i \lambda_{j}^{4} t}\left(\delta^{-}\left(\lambda_{j} ; \lambda_{0}\right)\right)^{-2} \prod_{l=1}^{n-1}\left(\frac{\left(\lambda_{j}-\lambda_{l}\right)\left(\lambda_{j}+\lambda_{l}\right)}{\left(\lambda_{j}-\overline{\lambda_{l}}\right)\left(\lambda_{j}+\overline{\lambda_{l}}\right)}\right)^{2}, \quad n \leq j \leq N
$$

$\delta^{-}\left(\lambda_{k} ; \lambda_{0}\right), k \in\{n, n+1, \ldots, N\}$, given in Theorem 2.1, (19), and $\mathrm{W}\left(\widetilde{\chi}_{i j}^{c}(z), \widetilde{\chi}_{i^{\prime} j^{\prime}}^{c}(z)\right)$ is the Wronskian of $\widetilde{\chi}_{i j}^{c}(\lambda)$ and $\widetilde{\chi}_{i^{\prime} j^{\prime}}^{c}(\lambda)\left(i, j, i^{\prime}, j^{\prime} \in\{1,2\}\right)$ evaluated at $z: \mathrm{W}\left(\widetilde{\chi}_{i j}^{c}(z)\right.$, $\left.\widetilde{\chi}_{i^{\prime} j^{\prime}}^{c}(z)\right):=\left.\left(\widetilde{\chi}_{i j}^{c}(\lambda) \partial_{\lambda} \widetilde{\chi}_{i^{\prime} j^{\prime}}^{c}(\lambda)-\widetilde{\chi}_{i^{\prime} j^{\prime}}^{c}(\lambda) \partial_{\lambda} \chi_{i j}^{c}(\lambda)\right)\right|_{\lambda=z}$.

Corollary 6.2.1. As $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
Q(x, t)=\underline{Q}_{-}^{\mathcal{C}}(x, t)+4 i \sum_{j=n}^{N}\left(\omega_{j}^{-}-\frac{\widetilde{\chi}_{12}^{c}\left(\lambda_{j}\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{j}\right)} \alpha_{j}^{-}\right)+\mathcal{O}\left(C\left(\lambda_{0}\right) \exp \{\widetilde{a} \tilde{b} t\}\right)
$$

where $\underline{Q}_{-}^{\mathcal{C}}(x, t):=i Q^{\tilde{\chi}}(x, t), \widetilde{a}$ and $\widetilde{b}$ are given in Lemma 6.1.3, and $C\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Proposition 6.2.3. As $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
Q(x, t)=Q_{-}^{\mathcal{C}}(x, t)+4 i\left(\omega_{n}^{-}-\frac{\widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)} \alpha_{n}^{-}\right)+\mathcal{O}\left(\frac{C_{1}\left(\lambda_{0}\right) \ln |t|}{t}\right)+\mathcal{O}\left(C_{2}\left(\lambda_{0}\right) e^{\widetilde{a}_{0} \widetilde{b}_{0} t}\right)
$$

where $\alpha_{i}^{-}, \omega_{i}^{-} \sim \mathcal{O}\left(\exp \left\{\widetilde{a}^{b} \min _{n+1 \leq l \leq N}\left|\xi_{n}-\xi_{l}\right| t\right\}\right), n+1 \leq i \leq N, \widetilde{a}^{b}:=8 \min \left\{\eta_{l}\right\}_{l=n+1}^{N}$ $(>0)$,

$$
\begin{aligned}
& \alpha_{n}^{-}=\frac{\widehat{a}_{12}^{-} \overline{g_{n}^{-}} \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)+\widehat{a}_{22}^{-} g_{n}^{-} \widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right)}{\left(\widehat{a}_{11}^{-} \widehat{a}_{22}^{-}-\widehat{a}_{12}^{-} \widehat{a}_{21}^{-}\right)} \\
& \omega_{n}^{-}=\frac{\widehat{a}_{11}^{-} \overline{g_{n}^{-}} \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)+\widehat{a}_{21}^{-} g_{n}^{-} \widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right)}{\left(\widehat{a}_{11}^{-} \widehat{a}_{22}^{-}-\widehat{a}_{a 2}^{-} \widehat{a}_{21}^{-}\right)},
\end{aligned}
$$

$$
\begin{aligned}
& \widehat{a}_{11}^{-}:=\frac{\lambda_{n}+g_{n}^{-} \widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)+\lambda_{n} g_{n}^{-} \mathrm{W}\left(\widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right), \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)\right)}{\lambda_{n} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)} \\
& \widehat{a}_{12}^{-}:=\frac{2 g_{n}^{-}\left(\lambda_{n} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)-\overline{\lambda_{n}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right) \widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right)\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)\left(\lambda_{n}^{2}-{\overline{\lambda_{n}}}^{2}\right)} \\
& \widehat{a}_{21}^{-}:=\frac{2 \overline{g_{n}^{-}}\left(\lambda_{n} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)-\overline{\lambda_{n}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right) \widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right)\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)\left(\overline{\lambda_{n}}{ }^{2}-\lambda_{n}^{2}\right)} \\
& \widehat{a}_{22}^{-}:=\frac{\overline{\lambda_{n}}-\overline{g_{n}^{-}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)+\overline{\lambda_{n}} \overline{g_{n}^{-}} \mathrm{W}\left(\widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right), \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)\right)}{\overline{\lambda_{n}} \widetilde{\chi}_{11}^{c}\left(\overline{\overline{\lambda_{n}}}\right)}
\end{aligned}
$$

$Q_{-}^{\mathcal{C}}(x, t)$ is given in Theorem 2.1, equations $(20),(21),(23)$, and $(24), \widetilde{a}_{0}:=\min \left(\widetilde{a}, \widetilde{a}^{b}\right)(>$ $0), \widetilde{b}_{0}:=\min \left(\widetilde{b}, \min \left\{\left|\xi_{n}-\xi_{l}\right|\right\}_{l=n+1}^{N}\right), C_{1}\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$, and $C_{2}\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.

Proposition 6.2.4. As $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
Q(x, t)=Q_{\mathrm{as}}^{-}(x, t)+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right) \ln |t|}{t}\right)
$$

where $Q_{\mathrm{as}}^{-}(x, t)$ is given in Theorem 2.1, (14)-(29), and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
6.3. Asymptotics of $\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2}$ as $t \rightarrow-\infty$.

Proposition 6.3.1. Define $Q^{\natural}(x, t):=2 i \lim _{\lambda \rightarrow \infty}\left(\lambda \widetilde{\chi}^{c}(x, t ; \lambda)\right)_{12}$. Then

$$
\left(\widetilde{\chi}_{22}^{c}(0)\right)^{2}=\left(\delta^{-}\left(0 ; \lambda_{0}\right)\right)^{2} \exp \left\{i \int_{+\infty}^{x}\left|Q^{\natural}(\varrho, t)\right|^{2} d \varrho\right\}
$$

Lemma 6.3.1 (see [35]). As $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$,

$$
Q^{\natural}(x, t)=\frac{u_{1,1,0}^{-}\left(\lambda_{0}\right) e^{i\left(4 \lambda_{0}^{4} t+\nu\left(\lambda_{0}\right) \ln |t|\right)}}{\sqrt{-t}}+\frac{u_{-1,2,0}^{-}\left(\lambda_{0}\right)}{(-t)}+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)(\ln |t|)^{2}}{(-t)^{3 / 2}}\right)
$$

where

$$
\begin{aligned}
u_{1,1,0}^{-}\left(\lambda_{0}\right)= & \sqrt{\frac{\nu\left(\lambda_{0}\right)}{2 \lambda_{0}^{2}}} \exp \left\{i \theta^{-}\left(\lambda_{0}\right)\right\} \\
\theta^{-}\left(\lambda_{0}\right)= & \phi^{-}\left(\lambda_{0}\right)+\frac{3 \pi}{4}-\arg \Gamma\left(i \nu\left(\lambda_{0}\right)\right) \\
& +\arg r\left(\lambda_{0}\right)+3 \nu\left(\lambda_{0}\right) \ln 2+2 \sum_{l=1}^{n-1} \arg \left(\frac{\left(\lambda_{0}-\overline{\lambda_{l}}\right)\left(\lambda_{0}+\overline{\lambda_{l}}\right)}{\left(\lambda_{0}-\lambda_{l}\right)\left(\lambda_{0}+\lambda_{l}\right)}\right) \\
u_{-1,2,0}^{-}\left(\lambda_{0}\right)= & \frac{i}{8 \pi \lambda_{0}^{2}}\left(\left.\frac{d\left(\left.r(\varrho)\right|_{\varrho \in \mathbb{R}}\right)}{d \varrho}\right|_{\varrho=0}-\left.\frac{d(r(\varrho) \mid \varrho \in i \mathbb{R})}{d \varrho}\right|_{\varrho=0}\right) \\
& \times \exp \left\{i\left(4 \sum_{l=1}^{n-1} \gamma_{l}+2 \vartheta^{-}\left(\lambda_{0}\right)\right)\right\} \\
\vartheta^{-}\left(\lambda_{0}\right)= & -\int_{\lambda_{0}}^{\infty} \frac{\ln \left(1-|r(\varrho)|^{2}\right)}{\varrho} \frac{d \varrho}{\pi}
\end{aligned}
$$

$\phi^{-}(\cdot)$ is given in Theorem 2.1, (23), and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Proposition 6.3.2. As $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$,

$$
\begin{aligned}
\left(\widetilde{\chi}_{22}^{c}(0)\right)^{2}= & \exp \left\{i\left(\sqrt{\frac{2}{-t}} \int_{\lambda_{0}}^{\infty} \frac{\sqrt{\nu(\mu)}}{\mu^{2}}\left(R_{i}^{-}(0) \cos \left(\kappa^{-}(\mu ; t)\right)-R_{r}^{-}(0) \sin \left(\kappa^{-}(\mu ; t)\right)\right) \frac{d \mu}{\pi}\right)\right\} \\
& +\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)(\ln |t|)^{2}}{\lambda_{0}^{2} t}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
R_{i}^{-}(0) & =\Im\left\{R^{-}(0)\right\}, \quad R_{r}^{-}(0)=\Re\left\{R^{-}(0)\right\}, \\
R^{-}(0) & :=\left(\left.\frac{d\left(\left.r(\varrho)\right|_{\varrho \in \mathbb{R}}\right)}{d \varrho}\right|_{\varrho=0}-\left.\frac{d\left(\left.r(\varrho)\right|_{\varrho \in i \mathbb{R}}\right)}{d \varrho}\right|_{\varrho=0}\right) \cdot \exp \left\{4 i \sum_{l=1}^{n-1} \gamma_{l}\right\}, \\
\kappa^{-}\left(\lambda_{0} ; t\right) & :=4 \lambda_{0}^{4} t+\nu\left(\lambda_{0}\right) \ln |t|+\theta^{-}\left(\lambda_{0}\right)-2 \vartheta^{-}\left(\lambda_{0}\right),
\end{aligned}
$$

and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Lemma 6.3.2. As $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
\begin{aligned}
\left(\left(\Psi^{-1}(x, t ; 0)\right)_{11}\right)^{2}= & \exp \left\{2 \ln \left(\widetilde{\chi}_{22}^{c}(0)\right)\right\} \exp \left\{\frac{2 i}{\pi} \int_{\lambda_{0}}^{\infty} \frac{\ln \left(1-|r(\varrho)|^{2}\right)}{\varrho} d \varrho\right\} \exp \left\{-4 i \sum_{l=1}^{n-1} \gamma_{l}\right\} \\
& \times \exp \left\{2 \ln \left(1-\sum_{i=n}^{N}\left(\frac{2 b_{i}^{-}}{\lambda_{i}}+\frac{2 \widehat{\delta}_{i}^{-}}{\overline{\lambda_{i}}}\right)\right)\right\}+\mathcal{O}\left(C\left(\lambda_{0}\right) \exp \{\widetilde{a} \tilde{b} t\}\right)
\end{aligned}
$$

where $\left(\widetilde{\chi}_{22}^{c}(0)\right)^{2}$ is given in Proposition 6.3.2, $b_{i}^{-}=-\frac{\widetilde{\chi}_{12}^{c}\left(\lambda_{i}\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{i}\right)} \beta_{i}^{-}, n \leq i \leq N, \beta_{j}^{-}, \widehat{\delta}_{j}^{-} \sim$ $\mathcal{O}\left(\exp \left\{\widetilde{a}^{b} \min _{n+1 \leq j \leq N}\left|\xi_{n}-\xi_{j}\right| t\right\}\right), n+1 \leq j \leq N$,

$$
\beta_{n}^{-}=\frac{\beta_{n}^{\mathcal{N},-}}{\left(\widehat{\mathcal{E}}_{n n}^{-} \widehat{\mathcal{H}}_{n n}^{-}-\widehat{\mathcal{F}}_{n n}^{-} \widehat{\mathcal{G}}_{n n}^{-}\right)}, \quad \widehat{\delta}_{n}^{-}=\frac{\widehat{\delta}_{n}^{\mathcal{N}},-}{\left(\widehat{\mathcal{E}}_{n n}^{-} \widehat{\mathcal{H}}_{n n}^{-}-\widehat{\mathcal{F}}_{n n}^{-} \widehat{\mathcal{G}}_{n n}^{-}\right)},
$$

with

$$
\begin{aligned}
\beta_{n}^{\mathcal{N},-}:= & \frac{g_{n}^{-} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)}+\frac{\left|g_{n}^{-}\right|^{2} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)}{\overline{\lambda_{n}}}-\frac{\left|g_{n}^{-}\right|^{2} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right) W\left(\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right), \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right)\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)} \\
& +\frac{2 \overline{\lambda_{n}}\left|g_{n}^{-}\right|^{2} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right) \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right)}{\left(\lambda_{n}^{2}-{\overline{\lambda_{n}}}^{2}\right)}, \\
\widehat{\mathcal{E}}_{n n}^{-} \widehat{\mathcal{H}}_{n n}^{-}-\widehat{\mathcal{F}}_{n n}^{-} \widehat{\mathcal{G}}_{n n}^{-}:= & \frac{1}{\widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)} \\
& +\frac{\overline{g_{n}^{-}} W\left(\widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right), \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)}+\frac{g_{n}^{-} W\left(\widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right), \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)\right)}{\widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)} \\
& +\frac{\overline{g_{n}^{-}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right)}{\overline{\lambda_{n}} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)}-\frac{g_{n}^{-} \widetilde{\chi}_{12}^{c}\left(\lambda_{n}\right)}{\lambda_{n} \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)}+\frac{\left(2 \overline{\lambda_{n}}\right)^{2}\left|g_{n}^{-}\right|^{2} \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right) \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right)}{\left(\lambda_{n}^{2}-{\overline{\lambda_{n}}}^{2}\right)^{2}}, \\
& \frac{\overline{g_{n}^{-}} \widetilde{\chi}_{21}^{c}\left(\overline{\lambda_{n}}\right)}{\widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)}-\frac{2 \overline{\lambda_{n}}\left|g_{n}^{-}\right|^{2} \widetilde{\chi}_{11}^{c}\left(\overline{\lambda_{n}}\right) \widetilde{\chi}_{22}^{c}\left(\lambda_{n}\right)}{\left(\lambda_{n}^{2}-{\overline{\lambda_{n}}}^{2}\right)},
\end{aligned}
$$

and $C\left(\lambda_{0}\right) \in \mathcal{L}^{\infty}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.
Corollary 6.3.1. As $t \rightarrow-\infty$ and $x \rightarrow+\infty$ such that $\lambda_{0}>M$ and $(x, t) \in \Omega_{n}$,

$$
q(x, t)=Q_{\mathrm{as}}^{-}(x, t) \exp \left\{i \arg q_{\mathrm{as}}^{-}(x, t)\right\}+\mathcal{O}\left(\frac{C\left(\lambda_{0}\right)(\ln |t|)^{2}}{t}\right)
$$

where $Q_{\mathrm{as}}^{-}(x, t)$ is given in Theorem 2.1, (14)-(29), $\arg q_{\mathrm{as}}^{-}(x, t)$ is given in Theorem 2.2, (48)-(51), and $C\left(\lambda_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.

Corollary 6.3.2. As $t \rightarrow-\infty$ and $x \rightarrow-\infty$ such that $\widehat{\lambda}_{0}:=\sqrt{\frac{1}{2}\left(\frac{x}{t}-\frac{1}{s}\right)}>M$, $\frac{x}{t}>\frac{1}{s}, s \in \mathbb{R}_{>0}$, and $(x, t) \in \widetilde{\Omega}_{n}$,

$$
u(x, t)=v_{\mathrm{as}}^{-}(x, t) w_{\mathrm{as}}^{-}(x, t)+\mathcal{O}\left(\frac{C\left(\widehat{\lambda}_{0}\right)(\ln |t|)^{2}}{t}\right)
$$

where $v_{\mathrm{as}}^{-}(x, t)$ and $w_{\mathrm{as}}^{-}(x, t)$ are given in Theorem $2.3,(58)-(70)$, and $C\left(\widehat{\lambda}_{0}\right) \in \mathcal{S}\left(\mathbb{R}_{>M} ; \mathbb{C}\right)$.

Acknowledgments. The authors are grateful to P. A. Deift for a copy of [33] prior to publication, A. R. Its for informative discussions, and V. B. Matveev for encouragement and support.

## REFERENCES

[1] J. R. Taylor, ed., Optical Solitons - Theory and Experiment, Cambridge Studies in Modern Optics, Vol. 10, Cambridge University Press, Cambridge, 1992.
[2] G. P. Agrawal, Nonlinear Fiber Optics, 2nd ed., Academic Press, San Diego, CA, 1995.
[3] A. Hasegawa and Y. Kodama, Solitons in Optical Communications, Oxford Series in Optical and Imaging Sciences, No. 7, Oxford University Press, Oxford, 1995.
[4] L. D. Faddeev and L. A. Takhtajan, Hamiltonian Methods in the Theory of Solitons, Springer-Verlag, Berlin, 1987.
[5] M. Wadati, K. Konno, and Y. Ichikawa, A generalization of inverse scattering method, J. Phys. Soc. Japan, 46 (1979), pp. 1965-1966.
[6] H. Eichhorn, Application of the inverse scattering method to the generalised non-linear Schrödinger equation, Inverse Problems, 1 (1985), pp. 193-198.
[7] I. Cherednik, Basic Methods of Soliton Theory, Advanced Series in Mathematical Physics, Vol. 25, World Scientific, River Edge, NJ, 1996.
[8] M. W. Chbat, P. R. Prucnal, M. N. Islam, C. E. Soccolich, and J. P. Gordon, Longrange interference effects of soliton reshaping in optical fibers, J. Opt. Soc. Amer. B, 10 (1993), pp. 1386-1395.
[9] P. C. Schuur, Asymptotic Analysis of Soliton Problems, Lecture Notes in Math. 1232, Springer-Verlag, Berlin, 1986.
[10] R. F. Bikbaev, On the asymptotics as $t \rightarrow \infty$ of the Cauchy problem solution for the LandauLifshitz equation, Theoret. and Math. Phys., 77 (1988), pp. 1117-1123.
[11] A. S. Fokas and A. R. Its, Soliton generation for initial-boundary-value problems, Phys. Rev. Lett., 68 (1992), pp. 3117-3120.
[12] E. Ya. Khruslov and V. P. Kotlyarov, Soliton asymptotics of nondecreasing solutions of nonlinear completely integrable evolution equations, in Spectral Operator Theory and Related Topics, V. A. Marchenko, ed., Advances in Soviet Mathematics, Vol. 19, AMS, Providence, RI, 1994, pp. 129-180.
[13] V. A. Vysloukh and I. V. Cherednik, Many-soliton components of solutions of nonlinear Schrödinger equation with perturbing term, Theoret. and Math. Phys., 78 (1989), pp. 2431.
[14] Z. Chen and N. Huang, Explicit $N$-soliton solution of the modified nonlinear Schrödinger equation, Phys. Rev. A, 41 (1990), pp. 4066-4069.
[15] A. V. Kitaev and A. H. Vartanian, Leading-order temporal asymptotics of the modified nonlinear Schrödinger equation: Solitonless sector, Inverse Problems, 13 (1997), pp. 13111339.
[16] M. J. Ablowitz and H. Segur, Solitons and the Inverse Scattering Transform, SIAM, Philadelphia, 1981.
[17] M. J. Ablowitz and P. A. Clarkson, Solitons, Nonlinear Evolution Equations and Inverse Scattering, London Math. Soc. Lecture Note Series, No. 149, Cambridge University Press, Cambridge, 1991.
[18] S. V. Manakov, Nonlinear Fraunhoffer diffraction, Soviet Physics JETP, 38 (1974), pp. 693696.
[19] V. E. Zakharov and S. V. Manakov, Asymptotic behavior of non-linear wave systems integrated by the inverse scattering method, Soviet Physics JETP, 44 (1976), pp. 106112.
[20] A. R. ITs, Asymptotics of solutions of the nonlinear Schrödinger equation and isomonodromic deformations of systems of linear differential equations, Soviet Math. Dokl., 24 (1981), pp. 452-456.
[21] S. P. Novikov, S. V. Manakov, L. P. Pitaevski, and V. E. Zakharov, Theory of Solitons: The Inverse Scattering Method, Plenum Press, New York, 1984.
[22] V. E. Zakharov and A. B. Shabat, Integration of the nonlinear equations of mathematical physics by the method of the inverse scattering transform. II, Funct. Anal. Appl., 13 (1979), pp. 166-174.
[23] R. Beals, P. Deift, and C. Tomei, Direct and Inverse Scattering on the Line, Mathematical Surveys and Monographs, No. 28, AMS, Providence, RI, 1988.
[24] R. Beals and R. R. Coifman, Scattering and inverse scattering for first order systems, Comm. Pure Appl. Math., 37 (1984), pp. 39-90.
[25] R. Beals and R. R. Coifman, Inverse scattering and evolution equations, Comm. Pure Appl. Math., 38 (1985), pp. 29-42.
[26] A. V. Kitaev, Self-similar solutions of the modified nonlinear Schrödinger equation, Theoret. and Math. Phys., 64 (1985), pp. 878-894.
[27] R. F. BikbaEv, private communication.
[28] D. J. Kaup and A. C. Newell, An exact solution for a derivative nonlinear Schrödinger equation, J. Math. Phys., 19 (1978), pp. 798-801.
[29] V. S. Gerdzhikov, M. I. Ivanov, and P. P. Kulish, Quadratic bundle and nonlinear equations, Theoret. and Math. Phys., 44 (1980), pp. 784-795.
[30] J. Lee, Global solvability of the derivative nonlinear Schrödinger equation, Trans. Amer. Math. Soc., 314 (1989), pp. 107-118.
[31] X. Zhou, The Riemann-Hilbert problem and inverse scattering, SIAM J. Math. Anal., 20 (1989), pp. 966-986.
[32] I. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series, and Products, 5th ed., A. Jeffrey, ed., Academic Press, San Diego, CA, 1994.
[33] P. Deift, S. Kamvissis, T. Kriecherbauer, and X. Zhou, The Toda rarefaction problem, Comm. Pure Appl. Math., 49 (1996), pp. 35-83.
[34] P. A. Deift and X. Zhou, Long-time asymptotics for integrable systems. Higher order theory, Comm. Math. Phys., 165 (1994), pp. 175-191.
[35] A. H. Vartanian, Higher order asymptotics of the modified nonlinear Schrödinger equation, Comm. PDE, to appear.

# EXISTENCE AND BEHAVIOR OF SOLUTIONS TO THE LANDAU-LIFSHITZ EQUATION* 

JIAN ZHAI ${ }^{\dagger}$


#### Abstract

We prove the existence of nontrivial stable solutions to the Landau-Lifshitz equation with a Neumann boundary condition. The Landau-Lifshitz equation is a phenomenological model for ferromagnets.
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1. Introduction. Let $\Omega$ be an nonsimply connected bounded domain in $\mathbb{R}^{3}$ with $C^{3}$ boundary. We seek for a solution $u=\left(u_{1}, u_{2}, u_{3}\right): \Omega \rightarrow S^{2} \subset \mathbb{R}^{3}$ of the LandauLifshitz equation

$$
\left\{\begin{array}{l}
\Delta u+|\nabla u|^{2} u-\lambda\left(W_{u}(u)-\left(W_{u}(u) \cdot u\right) u\right)=0 \quad \text { in } \quad \Omega  \tag{1.1}\\
\partial u / \partial \nu=0 \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

where $\lambda>0$ is a parameter and $\nu$ is the unit outer normal vector of $\partial \Omega$. In this paper, we assume $W(u)=u_{3}^{2}$ and denote $W_{u}(u)=\left(0,0,2 u_{3}\right)^{t}$.

Equation (1.1) is the Euler-Lagrange equation of the Landau-Lifshitz energy functional

$$
\begin{equation*}
E_{\lambda}(u)=\int_{\Omega} \frac{1}{2}|\nabla u|^{2}+\lambda W(u) d x \tag{1.2}
\end{equation*}
$$

on $H^{1}\left(\Omega, S^{2}\right)$.
Functional (1.2) was first derived for ferromagnetic problems by Landau and Lifshitz [LL] in 1935. The ferromagnetic theory states that below a critical temperature, a sufficiently large ferromagnetic body breaks up into small uniformly magnetized regions separated by thin transition layers. Equation (1.1) is the static equivalent of the time-dependent Landau-Lifshitz equation

$$
\begin{align*}
\frac{\partial u}{\partial t} & =-u \times\left(u \times\left(\Delta u-\lambda W_{u}(u)\right)\right) \\
& +\gamma u \times\left(\Delta u-\lambda W_{u}(u)\right) \tag{1.3}
\end{align*}
$$

Here $\gamma \geqq 0$ is called Gilbert damping constant.
It is clear that (1.1) is related to harmonic maps from $\Omega$ to $S^{2}$. The solutions to (1.1) have similar properties as those of the Ginzburg-Landau equation: there are vortices motions and so on (c.f. [PZ]). Similar properties for the Ginzburg-Landau equation have been discussed recently in a large number of papers (see [BBH], [JMZ],

[^41]etc. and references therein). These results motivate us to conjecture similar conclusions for the Landau-Lifshitz equation.

In this paper, we study the static Landau-Lifshitz equation (1.1) in an nonsimply connected bounded domain of $\mathbb{R}^{3}$. The existence of nontrivial solutions and their stability are obtained. We shall use the methods developed for the Ginzburg-Landau equation. But the Landau-Lifshitz equation is more complicated: we have to deal carefully with the constraint condition $u \in S^{2}$, to analyze the spectrum of the linearized operator in a detailed way by using Kato's perturbation theory (c.f. [K]) since the linearized operator is not self-adjoint, and to use some new techniques developed recently for fully nonlinear parabolic equations (c.f. [L]).

Here, we assume $W(u)=u_{3}^{2}$, which corresponds to the presence of a continuum of directions of easy magnetization in $S^{2} \cap\left\{u_{3}=0\right\}$. Our results assert that in each homotopy class from a nonsimply connected bounded domain $\Omega$ to $S^{2} \cap\left\{u_{3}=0\right\}$, there exists a stable distribution of directions of easy magnetization.

This paper consists of five sections and an appendix. In section 2, we state the main theorems of this paper which are proved in sections $3-5$. In the Appendix, we modify a stability result given in [ H , chapter 5 , exercise 6 ] by the theory of fully nonlinear parabolic equations (see [L], chapter 9) such that it can be applied to the Landau-Lifshitz equation.

## 2. Main theorems.

ThEOREM 1. Assume that $\Omega$ is not simply connected. Then there is $\lambda_{0}>0$ such that for $\lambda>\lambda_{0}$, there exists a solution,

$$
u_{\lambda}(x)=\left(\cos \xi_{\lambda}(x) \cos \theta_{\lambda}(x), \cos \xi_{\lambda}(x) \sin \theta_{\lambda}(x), \sin \xi_{\lambda}(x)\right) \in C^{2+\alpha}(\bar{\Omega})
$$

$0<\alpha<1$ to (1.1) corresponding to each homotopy class $\left[\theta_{0}\right]$ of continuous maps from $\Omega$ to $S^{2} \cap\left\{u_{3}=0\right\}$. Moreover, $\theta_{\lambda}$ is homotopic to $\theta_{0}$ and

$$
\begin{equation*}
\left\|\xi_{\lambda}\right\|_{C^{\alpha}(\bar{\Omega})} \leqq \frac{C}{\lambda} \tag{2.1}
\end{equation*}
$$

where the constant $C$ is independent of $\lambda$ and $\theta_{\lambda}$ is $S^{1}$-valued.
THEOREM 2. Assume that $\Omega$ is not simply connected. Then there exists a $\bar{\lambda}>0$, and for $\lambda \geqq \bar{\lambda}$, there exists a $\bar{\gamma}=\bar{\gamma}(\lambda)>0$ such that, for $\lambda \geqq \bar{\lambda}$ and $\gamma \in[0, \bar{\gamma}]$, the solutions $u_{\lambda}(x)$ obtained in Theorem 1 are stable steady state solutions of the time-dependent Landau-Lifshitz equation

$$
\left\{\begin{align*}
\frac{\partial u}{\partial t} & =-u \times\left(u \times\left(\Delta u-\lambda W_{u}(u)\right)\right)  \tag{2.2}\\
& +\gamma u \times\left(\Delta u-\lambda W_{u}(u)\right) \quad \text { in } \Omega \times(0, \infty) \\
\frac{\partial u}{\partial \nu} & =0 \quad \text { on } \quad \partial \Omega \times(0, \infty) \\
u & \in S^{2} \quad \text { in } \quad \Omega \times(0, \infty)
\end{align*}\right.
$$

Remark 3. Here stability means Liapunov stability.
Remark 4. The solutions obtained in Theorem 1 take their values inside a neighborhood of the equator of $S^{2}$, and thus they can be viewed as maps into a set which is homotopically equivalent to the equatorial $S^{1}$. In this sense, we say that the solutions are nontrivial.
3. Proof of Theorem 1. Let $u=(\cos \xi \cos \theta, \cos \xi \sin \theta, \sin \xi)\left(-\frac{\pi}{2} \leqq \xi \leqq\right.$ $\left.\frac{\pi}{2}, \theta \in S^{1}=\mathbb{R} / 2 \pi \mathbb{Z}\right)$ in (1.2). The energy functional $E_{\lambda}$ is translated into

$$
\begin{equation*}
E_{\lambda}(\theta, \xi)=\int_{\Omega}\left(\frac{1}{2}|\nabla \xi|^{2}+\frac{\cos ^{2} \xi}{2}|\nabla \theta|^{2}+\lambda \sin ^{2} \xi\right) d x \tag{3.1}
\end{equation*}
$$

For any given smooth map $\theta_{0}: \bar{\Omega} \rightarrow S^{1},\left(\theta-\theta_{0}, \xi\right)$ can be regarded as a $\mathbb{R}^{2}$-valued function for any $\theta \in\left[\theta_{0}\right]$ and the Euler-Lagrange equation of (3.1) can be written as

$$
\left\{\begin{array}{l}
\Delta \xi-\left(\lambda-\frac{|\nabla \theta|^{2}}{2}\right) \sin 2 \xi=0 \quad \text { in } \Omega  \tag{3.2}\\
\frac{\partial \xi}{\partial \nu}=0 \text { on } \partial \Omega
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\operatorname{div}\left(\cos ^{2} \xi \nabla \theta\right)=0 \quad \text { in } \quad \Omega  \tag{3.3}\\
\frac{\partial \theta}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

We first consider the limit functional of (3.1) as $\lambda \rightarrow \infty$,

$$
E_{\infty}(\theta)=\int_{\Omega} \frac{1}{2}|\nabla \theta|^{2} d x
$$

Its critical points are well-known harmonic maps to $S^{1}$ which satisfy

$$
\left\{\begin{align*}
\Delta \theta=0 & \text { in } \quad \Omega  \tag{3.4}\\
\frac{\partial \theta}{\partial \nu}=0 & \text { on } \quad \partial \Omega
\end{align*}\right.
$$

The following lemma is standard (the proof can been found, for example, in [JMZ]).

Lemma 3.1. Assume that $\Omega$ is not simply connected. Then there exists a solution $\theta_{*} \in C^{2+\alpha}\left(\bar{\Omega}, S^{1}\right)$ to (3.4) in each homotopy class of continuous mappings from $\bar{\Omega}$ into $S^{1}$. Moreover, the solution is unique up to an additive constant.

Hereafter, for technical reasons we fix a point $p \in \Omega$ and let $q=\theta_{*}(p)$.
Definition 3.2. Let $\alpha_{0} \in(0,1)$ and define

$$
\begin{aligned}
E\left(\theta_{*}\right)=\{ & \theta \mid \theta-\theta_{*} \in C^{1+\alpha_{0}}(\bar{\Omega}, \mathbb{R}), \theta(p)=q, \theta \text { is homotopic to } \quad \theta_{*}, \\
& \left.\left\|\theta-\theta_{*}\right\|_{C^{1+\alpha_{0}}(\bar{\Omega})} \leqq 1\right\}
\end{aligned}
$$

Lemma 3.3. For any given $\theta \in E\left(\theta_{*}\right)$, there exists a solution $\xi_{\lambda}^{\theta}$ to (3.2) which satisfies

$$
\begin{gather*}
\left\|\xi_{\lambda}^{\theta}\right\|_{C^{2+\alpha_{0}}(\bar{\Omega})} \leqq C_{1}  \tag{3.5}\\
\lim _{\lambda \rightarrow \infty} \sup _{\theta \in E\left(\theta_{*}\right)}\left\|\xi_{\lambda}^{\theta}\right\|_{C^{2}(\bar{\Omega})}=0 \tag{3.6}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\xi_{\lambda}^{\theta}\right\|_{C^{\alpha_{0}}(\bar{\Omega})} \leqq \frac{C_{2}}{\lambda} \tag{3.7}
\end{equation*}
$$

provided $\lambda$ is large enough. Here the constants $C_{i}=C_{i}\left(\|\theta\|_{C^{1+\alpha_{0}}(\bar{\Omega})}\right)(i=1,2)$ are independent of $\lambda$.

Proof. Let $\eta:=\xi+\frac{C}{\lambda}$, where $C$ is a constant, to be determined in the proof. The equation for $\eta$ is written as

$$
\left\{\begin{array}{l}
\Delta \eta-\left(\lambda-\frac{|\nabla \theta|^{2}}{2}\right) \sin 2\left(\eta-\frac{C}{\lambda}\right)=0 \quad \text { in } \quad \Omega  \tag{3.8}\\
\frac{\partial \eta}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega
\end{array}\right.
$$

Let

$$
F(\eta)=-\left(\lambda-\frac{|\nabla \theta|^{2}}{2}\right) \sin 2\left(\eta-\frac{C}{\lambda}\right)
$$

It is easy to check that there exists a constant $C=C\left(\|\theta\|_{C^{1+\alpha_{0}}(\bar{\Omega})}\right)$ and $\lambda_{0}(>0)$ such that

$$
F(0) \geqq 0, \quad F\left(\frac{2 C}{\lambda}\right) \leqq 0
$$

for $\lambda \geqq \lambda_{0}$. From [A], there exists a nonnegative solution $\eta_{\lambda}^{\theta}$ to (3.8) which satisfies

$$
0 \leqq \eta_{\lambda}^{\theta} \leqq \frac{2 C}{\lambda}
$$

provided $\lambda \geqq \lambda_{0}$. Let $\xi_{\lambda}^{\theta}=\eta_{\lambda}^{\theta}-\frac{C}{\lambda}$. Thus $\xi_{\lambda}^{\theta}$ is a solution of (3.2) and

$$
\begin{equation*}
-\frac{C}{\lambda} \leqq \xi_{\lambda}^{\theta} \leqq \frac{C}{\lambda} \tag{3.9}
\end{equation*}
$$

provided $\lambda \geqq \lambda_{0}$.
Rewrite (3.2) as

$$
-\Delta \xi+2 \lambda \xi=\lambda(2 \xi-\sin 2 \xi)+\frac{|\nabla \theta|^{2}}{2} \sin 2 \xi
$$

and use the Campanato inequality [C2] to obtain

$$
\begin{equation*}
\|\xi\|_{C^{\alpha_{0}}(\bar{\Omega})} \leqq \frac{C}{\lambda}\left(\lambda\|2 \xi-\sin 2 \xi\|_{C^{\alpha_{0}}(\bar{\Omega})}+\|\xi\|_{C^{\alpha_{0}}(\bar{\Omega})}+\|\theta\|_{C^{1+\alpha_{0}}(\bar{\Omega})}^{2}\right) \tag{3.10}
\end{equation*}
$$

for a solution $\xi \in C^{\alpha_{0}}(\bar{\Omega})$ to (3.2).
Claim 1. For $\delta>0$, there exists $\lambda(\delta)>0$ such that

$$
\left\|2 \xi_{\lambda}^{\theta}-\sin 2 \xi_{\lambda}^{\theta}\right\|_{C^{\alpha_{0}}(\bar{\Omega})} \leqq \delta\left\|\xi_{\lambda}^{\theta}\right\|_{C^{\alpha_{0}}(\bar{\Omega})}
$$

provided $\lambda \geqq \lambda(\delta)$.
Using (3.10) and Claim 1, we get (3.7).
From (3.7) and standard linear elliptic equation theory, we can prove (3.5). Equation (3.6) is a simple corollary of (3.5) and (3.7).

Proof of Claim 1. For simplicity, we denote $2 \xi_{\lambda}^{\theta}$ by $\xi$. Since

$$
\sin \xi=\xi-\frac{\xi^{3}}{3!}+\frac{\xi^{5}}{5!}-\cdots
$$

for small $|\xi|$, from the definition of Hölder seminorm, we have

$$
\begin{aligned}
\|\xi-\sin \xi\|_{C^{\alpha_{0}}(\bar{\Omega})} & =\sup _{x, y \in \bar{\Omega}, x \neq y} \frac{|\xi(x)-\sin \xi(x)-\xi(y)+\sin \xi(y)|}{|x-y|^{\alpha_{0}}} \\
& \leqq\|\xi\|_{C^{\alpha_{0}}(\bar{\Omega})} \sum_{\frac{m-1}{2}=1}^{\infty} \frac{(m-1)\left(\frac{C}{\lambda}\right)^{m-1}}{m!}
\end{aligned}
$$

Claim 1 is proved.
Lemma 3.4. For $\xi_{\lambda}^{\theta}$ obtained in Lemma 3.3, there exists a solution $\theta\left(\xi_{\lambda}^{\theta}\right)$ to (3.3) which satisfies

$$
\begin{equation*}
\left\|\theta\left(\xi_{\lambda}^{\theta}\right)-\theta_{*}\right\|_{C^{2+\alpha_{0}}(\bar{\Omega})} \rightarrow 0 \quad \text { as } \quad \lambda \rightarrow \infty \tag{3.11}
\end{equation*}
$$

uniformly for $\theta \in E\left(\theta_{*}\right)$.
Proof. The proof of existence part is similar to Lemma 3.1. So we need only to prove (3.11). For simplicity, we denote $\xi_{\lambda}^{\theta}$ and $\theta\left(\xi_{\lambda}^{\theta}\right)$ by $\xi$ and $\bar{\theta}$, respectively. From (3.3)-(3.4), we obtain equations for $\bar{\theta}-\theta_{*}$ :

$$
\left\{\begin{align*}
\operatorname{div}\left(\cos ^{2} \xi \nabla\left(\bar{\theta}-\theta_{*}\right)\right) & =-\nabla \cos ^{2} \xi \cdot \nabla \theta_{*}+\left(1-\cos ^{2} \xi\right) \Delta \theta_{*} \quad \text { in } \quad \Omega  \tag{3.12}\\
\frac{\partial\left(\bar{\theta}-\theta_{*}\right)}{\partial \nu} & =0 \quad \text { on } \quad \partial \Omega
\end{align*}\right.
$$

By standard elliptic regularity theory and Lemma 3.3, we have

$$
\left\|\bar{\theta}-\theta_{*}\right\|_{C^{2+\alpha_{0}}(\bar{\Omega})} \rightarrow 0 \quad \text { as } \quad \lambda \rightarrow \infty
$$

uniformly for $\theta \in E\left(\theta_{*}\right)$.
Proposition 3.5. Let $T_{\lambda}(\theta)=\theta\left(\xi_{\lambda}^{\theta}\right)$ for $\theta \in E\left(\theta_{*}\right)$. Then $T_{\lambda}\left(E\left(\theta_{*}\right)\right)$ is precompact in $E\left(\theta_{*}\right)$ and $T_{\lambda}$ is continuous provided $\lambda$ is large enough.

Proof. From Lemmas 3.3-3.4, we obtain that $T_{\lambda}\left(E\left(\theta_{*}\right)\right)$ is precompact. Let $\theta_{1}$ and $\theta_{2}$ be two elements in $E\left(\theta_{*}\right)$. Assume that $\xi_{1}=\xi_{\lambda}^{\theta_{1}}, \xi_{2}=\xi_{\lambda}^{\theta_{2}}$, and $\bar{\theta}_{1}=\theta\left(\xi_{\lambda}^{\theta_{1}}\right)$, $\bar{\theta}_{2}=\theta\left(\xi_{\lambda}^{\theta_{2}}\right)$ are the solutions of (3.2) and (3.3), respectively. We consider the equations

$$
\begin{gathered}
\Delta\left(\xi_{1}-\xi_{2}\right)-\lambda\left(\sin 2 \xi_{1}-\sin 2 \xi_{2}\right)+\frac{\left|\nabla \theta_{1}\right|^{2}}{2} \sin 2 \xi_{1}-\frac{\left|\nabla \theta_{2}\right|^{2}}{2} \sin 2 \xi_{2}=0 \\
\operatorname{div}\left(\cos ^{2} \xi_{1} \nabla \bar{\theta}_{1}\right)-\operatorname{div}\left(\cos ^{2} \xi_{2} \nabla \bar{\theta}_{2}\right)=0
\end{gathered}
$$

As in the proof of Lemmas 3.3-3.4, we can prove the continuity of $T_{\lambda}$.
Proof of Theorem 1. From Proposition 3.5 and the Schauder fixed point theorem, $T_{\lambda}$ has a fixed point $\theta_{\lambda}$ in $E\left(\theta_{*}\right)$ for large $\lambda$. Then we obtain a solution $\left(\theta_{\lambda}, \xi_{\lambda}\right)$ to (3.2)-(3.3) which has the properties stated in Theorem 1.
4. Proof of Theorem 2 for $\gamma=0$. By the change of coordinates $u=$ $(\cos \xi \cos \theta, \cos \xi \sin \theta, \sin \xi),(2.2)$ is rewritten as

$$
\left\{\begin{array}{l}
\partial_{t} \theta=\left(\frac{1}{\cos ^{2} \xi}\right) \operatorname{div}\left(\cos ^{2} \xi \nabla \theta\right) \text { in } \Omega \times(0, \infty),  \tag{4.1}\\
\partial_{t} \xi=\Delta \xi+\left(\frac{|\nabla \theta|^{2}}{2}-\lambda\right) \sin 2 \xi \quad \text { in } \Omega \times(0, \infty), \\
\frac{\partial \theta}{\partial \nu}=0, \quad \frac{\partial \xi}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \times(0, \infty)
\end{array}\right.
$$

For the solution $\left(\theta_{\lambda}, \xi_{\lambda}\right)$ obtained in Theorem 1, the linearized operator $A_{\lambda}$ of the terms in the right-hand side of (4.1) at $\left(\theta_{\lambda}, \xi_{\lambda}\right)$ can be written as

$$
\left(\begin{array}{cc}
\Delta+\left(\frac{1}{\cos ^{2} \xi_{\lambda}}\right) \nabla \cos ^{2} \xi_{\lambda} \cdot \nabla & -\frac{2}{\cos ^{2} \xi_{\lambda}} \nabla \xi_{\lambda} \cdot \nabla \theta_{\lambda}-\frac{2 \sin \xi_{\lambda}}{\cos \xi_{\lambda}} \nabla \theta_{\lambda} \cdot \nabla \\
\left(\sin 2 \xi_{\lambda}\right) \nabla \theta_{\lambda} \cdot \nabla & \Delta+\left(\left|\nabla \theta_{\lambda}\right|^{2}-2 \lambda\right) \cos 2 \xi_{\lambda}
\end{array}\right) .
$$

Noting that $A_{\lambda}$ is not self-adjoint, we decompose $A_{\lambda}$ into two parts: $A_{\lambda}=\bar{A}_{\lambda}+G$, where

$$
\bar{A}_{\lambda}=\left(\begin{array}{cc}
\Delta & -\frac{2}{\cos ^{2} \xi_{\lambda}} \nabla \xi_{\lambda} \cdot \nabla \theta_{\lambda} \\
0 & \Delta+\left(\left|\nabla \theta_{\lambda}\right|^{2}-2 \lambda\right) \cos 2 \xi_{\lambda}
\end{array}\right)
$$

and

$$
G=\left(\begin{array}{cc}
\frac{1}{\cos ^{2} \xi_{\lambda}} \nabla \cos ^{2} \xi_{\lambda} \cdot \nabla & -\frac{\sin 2 \xi_{\lambda}}{\cos ^{2} \xi_{\lambda}} \nabla \theta_{\lambda} \cdot \nabla \\
\sin 2 \xi_{\lambda} \nabla \theta_{\lambda} \cdot \nabla & 0
\end{array}\right)
$$

Denote $H=L^{2}(\Omega) \times L^{2}(\Omega)$ with the standard inner product. It is easy to see that $\bar{A}_{\lambda}$ can be extended to a self-adjoint operator in $H$.

We consider the eigenvalue problem for $\bar{A}_{\lambda}$

$$
\begin{equation*}
-\bar{A}_{\lambda}\binom{\phi}{\psi}=\bar{\mu}\binom{\phi}{\psi} \tag{4.2}
\end{equation*}
$$

where $\phi$ and $\psi$ belong to $H^{1}(\Omega)$ and $\frac{\partial \phi}{\partial \nu}=0, \frac{\partial \psi}{\partial \nu}=0$ on $\partial \Omega$.
The eigenvalues and eigenfunctions of (4.2) are denoted by

$$
\bar{\mu}_{1}(\lambda) \leqq \bar{\mu}_{2}(\lambda) \leqq \cdots \leqq \bar{\mu}_{k}(\lambda) \leqq \cdots
$$

and $\left\{\left(\phi_{k}^{\lambda}, \psi_{k}^{\lambda}\right)\right\}$, respectively, where $\left\|\phi_{k}^{\lambda}\right\|_{L^{2}(\Omega)}^{2}+\left\|\psi_{k}^{\lambda}\right\|_{L^{2}(\Omega)}^{2}=1$.
LEMMA 4.1. For $k \geqq 1$, there exists a constant $C_{k}$ which is independent of $\lambda$ such that

$$
\limsup _{\lambda \rightarrow \infty}\left|\bar{\mu}_{k}(\lambda)\right| \leqq C_{k}
$$

Proof. Note that

$$
-\int_{\Omega}\left(\phi_{k}^{\lambda}, \psi_{k}^{\lambda}\right) \bar{A}_{\lambda}\left(\phi_{k}^{\lambda}, \psi_{k}^{\lambda}\right)^{t} d x \geqq C\left(\xi_{\lambda}, \theta_{\lambda}\right)+2 \lambda \int_{\Omega}\left(\cos 2 \xi_{\lambda}\right)\left(\psi_{k}^{\lambda}\right)^{2} d x
$$

Let $\phi_{k} \in H^{1}(\Omega)\left(\left\|\phi_{k}\right\|_{L^{2}(\Omega)}=1\right)$ be the $k$ th eigenfunction of Laplace operator $-\Delta$ with the Neumann boundary condition. Then

$$
C\left(\xi_{\lambda}, \theta_{\lambda}\right) \leqq \bar{\mu}_{k}(\lambda) \leqq-\int_{\Omega}\left(\phi_{k}, 0\right) \bar{A}_{\lambda}\left(\phi_{k}, 0\right)^{t} d x \leqq C\left(\left\|\phi_{k}\right\|_{H^{1}(\Omega)}\right)
$$

We get the conclusion of Lemma 4.1. $\quad \square$
From the proof of Lemma 4.1 and (2.1), we also obtain the following lemma.
Lemma 4.2. There exists a constant $\bar{C}_{k}$ such that for large $\lambda$,

$$
\left|\lambda \int_{\Omega}\left(\psi_{k}^{\lambda}\right)^{2} d x\right| \leqq \bar{C}_{k}
$$

Rewrite the eigenvalue problem (4.2) in the form

$$
\left\{\begin{array}{l}
\Delta \phi-\frac{2}{\cos ^{2} \xi_{\lambda}}\left(\nabla \xi_{\lambda} \cdot \nabla \theta_{\lambda}\right) \psi=-\bar{\mu} \phi  \tag{4.3}\\
\Delta \psi+\left(\left|\nabla \theta_{\lambda}\right|^{2}-2 \lambda\right)\left(\cos 2 \xi_{\lambda}\right) \psi=-\bar{\mu} \psi
\end{array}\right.
$$

where $\phi$ and $\psi$ belong to $H^{1}(\Omega)$, and $\frac{\partial \phi}{\partial \nu}=0, \frac{\partial \psi}{\partial \nu}=0$ on $\partial \Omega$.
Lemma 4.3. There exists a constant $C$ which is independent of $\lambda$ such that for large $\lambda$,

$$
\begin{align*}
&\left\|\psi_{k}^{\lambda}\right\|_{C^{\alpha}(\bar{\Omega})} \leqq \frac{C}{\lambda}  \tag{4.4}\\
&\left\|\psi_{k}^{\lambda}\right\|_{C^{2+\alpha}(\bar{\Omega})} \leqq C \tag{4.5}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\phi_{k}^{\lambda}\right\|_{C^{2+\alpha}(\bar{\Omega})} \leqq C \tag{4.6}
\end{equation*}
$$

Proof. Applying the Campanato inequality to the second equation of (4.3), we obtain

$$
\begin{equation*}
\left\|\psi_{k}^{\lambda}\right\|_{C^{\alpha}(\bar{\Omega})} \leqq \frac{C}{\lambda} \tag{4.7}
\end{equation*}
$$

Applying the linear elliptic regularity theory to the second equation again, we get

$$
\begin{equation*}
\left\|\psi_{k}^{\lambda}\right\|_{C^{2+\alpha}(\bar{\Omega})} \leqq C \tag{4.8}
\end{equation*}
$$

Using (4.8) and the linear elliptic regularity theory for the first equation of (4.3), we obtain that if $\lambda$ is large enough, then

$$
\begin{equation*}
\left\|\phi_{k}^{\lambda}\right\|_{C^{2+\alpha}(\bar{\Omega})} \leqq C \tag{4.9}
\end{equation*}
$$

Thus, we proved the lemma.
By direct calculation, we can prove the following.
Lemma 4.4. 0 is always the eigenvalue of (4.3) and (4.10). The corresponding eigenfunction is $\left(\frac{1}{\sqrt{|\Omega|}}, 0\right)$.

$$
\begin{cases}-A_{\lambda} \Phi=\mu \Phi & \text { in } \quad \Omega  \tag{4.10}\\ \frac{\partial \Phi}{\partial \nu}=0 & \text { on } \quad \partial \Omega\end{cases}
$$

Next, we consider the spectrum of operator $A_{\lambda}$ and analyze its behavior by the perturbation theory (c.f. [K]).

Lemma 4.5. Let $T=\rho I-\bar{A}_{\lambda}$. For $\delta>0$, there exist $\rho>0$ and $\lambda_{0}=\lambda_{0}(\delta)$, such that $G$ is $T$-bounded with $T$-bound $b: b \leqq \delta^{1 / 2}$ for $\lambda \geqq \lambda_{0}$.

Proof. It is clear that $T$ can be extended to a self-adjoint operator in Hilbert space $H$ and $D(G) \supset D(T)$. For $\Phi=(\phi, \psi)^{t} \in D(T)$, and for $\delta>0$, there exists $\lambda_{0}=\lambda_{0}(\delta)$
such that for $\lambda \geqq \lambda_{0}$ we have

$$
\begin{aligned}
\|G \Phi\|_{H}^{2}= & \int_{\Omega}\left(\frac{1}{\cos ^{2} \xi_{\lambda}} \nabla \cos \xi_{\lambda} \cdot \nabla \phi-\frac{\sin 2 \xi_{\lambda}}{\cos ^{2} \xi_{\lambda}} \nabla \theta_{\lambda} \cdot \nabla \psi\right)^{2}+\int_{\Omega}\left(\sin 2 \xi_{\lambda} \nabla \theta_{\lambda} \cdot \nabla \phi\right)^{2} \\
\leqq & \max _{\Omega}\left(2 \frac{\left|\nabla \cos ^{2} \xi_{\lambda}\right|^{2}}{\cos ^{4} \xi_{\lambda}}+\left|\sin 2 \xi_{\lambda} \nabla \theta_{\lambda}\right|^{2}\right) \int_{\Omega}|\nabla \phi|^{2} \\
& +2 \max _{\Omega}\left(\frac{\left|\sin 2 \xi_{\lambda} \nabla \theta_{\lambda}\right|}{\cos ^{2} \xi_{\lambda}}\right)^{2} \int_{\Omega}|\nabla \psi|^{2} \\
\leqq & \delta\langle T \Phi, \Phi\rangle_{H} \\
\leqq & \delta\|T \Phi\|_{H}^{2}\|\Phi\|_{H}^{2}
\end{aligned}
$$

for some $\rho>0$. Thus

$$
\|G \Phi\|_{H} \leqq \delta^{1 / 2}\left(\|\Phi\|_{H}+\|T \Phi\|_{H}\right)
$$

Let $\sigma(T)$ denote the spectral set of $T$ and $\rho(T)=\mathbb{C} \backslash \sigma(T)$. For $\mu \in \sigma(T)$, let

$$
d=\operatorname{dist}(\mu, \sigma(T) \backslash\{\mu\})
$$

and $\Gamma_{r}=\{\zeta \in \mathbb{C}:|\zeta-\mu|=r\}$ for $0<r \leqq d / 2$. From [K, Chapter IV, Theorem 3.17], we have following lemma.

Lemma 4.6. If $1+2 r+|\mu|<r \delta^{-1 / 2}$, then $\Gamma_{r} \subset \rho(T-G)$ and $\Gamma_{r}$ encloses exactly Multiple $(\mu)$ eigenvalues of $T-G$ and no other points of $\sigma(T-G)$.

Proof of Theorem 2 when $\gamma=0$. Applying Lemmas 4.1-4.3 to the formula

$$
\bar{\mu}_{k}(\lambda)=-\int_{\Omega}\left(\phi_{k}^{\lambda}, \psi_{k}^{\lambda}\right) \bar{A}_{\lambda}\left(\phi_{k}^{\lambda}, \psi_{k}^{\lambda}\right)^{t} d x
$$

we find that as $\lambda \rightarrow \infty$,

$$
\bar{\mu}_{k}(\lambda) \rightarrow \mu_{k}
$$

where $\mu_{k}$ is the $k$ th eigenvalue of the Laplace operator $\Delta$ with the Neumann boundary condition. Since

$$
0=\mu_{1}<\mu_{2} \leqq \mu_{3} \leqq \cdots \leqq \mu_{k} \leqq \cdots
$$

by Lemmas 4.4-4.6, we have

$$
0 \equiv \mu_{1}(\lambda)<\operatorname{Re}\left(\mu_{2}(\lambda)\right)
$$

for large $\lambda$, where $\mu_{k}(\lambda)$ denote the $k$ th eigenvalue of the eigenvalue problem (4.10) for $A_{\lambda}$. By [L, chapter 9], we can prove a modification of [H, chapter 5, exercise 6], which is applied to quasi-linear parabolic equations including our case (see the Appendix). From this modification, we get that the solution $\left(\theta_{\lambda}, \xi_{\lambda}\right)$ is stable provided $\lambda$ is large enough. Thus we proved Theorem 2 in the case of $\gamma=0$.
5. Proof of Theorem 2 when $\gamma \neq 0$. For simplicity, we denote the solution $\left(\theta_{\lambda}, \xi_{\lambda}\right)$ obtained in section 3 by $(\theta, \xi)$. The linearized operator $A_{\lambda}$ is written as

$$
A_{\lambda}=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)
$$

where

$$
\begin{gathered}
a_{11}=\Delta+\frac{\nabla \cos ^{2} \xi \cdot \nabla}{\cos ^{2} \xi}-\frac{\gamma \sin 2 \xi}{\cos \xi} \nabla \theta \cdot \nabla \\
a_{12}=\left(\begin{array}{c}
-\frac{2}{\cos ^{2} \xi_{\lambda}} \nabla \xi \cdot \nabla \theta-\frac{2 \sin \xi}{\cos \xi} \nabla \theta \cdot \nabla \\
-\frac{\gamma}{\cos \xi}\left(\Delta+\left(|\nabla \theta|^{2}-2 \lambda\right) \cos 2 \xi\right) \\
-\left(\frac{\gamma \sin \xi}{\cos ^{2} \xi}\right)\left(\Delta \xi+\left(\frac{|\nabla \theta|^{2}}{2}-\lambda\right) \sin 2 \xi\right)
\end{array}\right) \\
a_{21}=\sin 2 \xi \nabla \theta \cdot \nabla+\left(\frac{\gamma}{\cos \xi}\right)\left(\cos ^{2} \xi \Delta+\nabla \cos ^{2} \xi \cdot \nabla\right) \\
a_{22}=\binom{\Delta+\left(|\nabla \theta|^{2}-2 \lambda\right) \cos 2 \xi+\left(\frac{\gamma}{\cos \xi}\right)(-\sin 2 \xi \Delta \theta}{-2 \cos 2 \xi \nabla \xi \cdot \nabla \theta-\sin 2 \xi \nabla \theta \cdot \nabla)+\left(\frac{\gamma \sin \xi}{\cos ^{2} \xi}\right) \operatorname{div}\left(\cos ^{2} \xi \nabla \theta\right)}
\end{gathered}
$$

Decompose the operator $A_{\lambda}$ into $\bar{A}_{\lambda}$ and the perturbation $G$ :

$$
\left.\begin{array}{rl}
G & =A_{\lambda}-\bar{A}_{\lambda} \\
& =\left(\begin{array}{c}
\frac{\nabla \cos ^{2} \xi \cdot \nabla}{\cos ^{2} \xi}-\frac{\gamma \sin 2 \xi \nabla \theta \cdot \nabla}{\cos \xi}
\end{array}\left\{\begin{array}{c}
-\frac{\sin 2 \xi \nabla \theta \cdot \nabla}{\cos ^{2} \xi}-\frac{\gamma \Delta}{\cos \xi} \\
+\frac{2 \gamma \lambda}{\cos \xi}\left(\cos 2 \xi+\sin ^{2} \xi\right)
\end{array}\right\}\right.  \tag{5.1}\\
a_{21} & -\frac{\gamma \sin 2 \xi \nabla \theta \cdot \nabla}{\cos \xi}
\end{array}\right) .
$$

Let $\bar{\mu}_{1}(\lambda) \leqq \bar{\mu}_{2}(\lambda) \leqq \cdots \leqq \bar{\mu}_{k}(\lambda) \leqq \cdots$ and

$$
\left(\bar{\phi}_{k}^{\lambda}, \bar{\psi}_{k}^{\lambda}\right), \quad\left\|\bar{\phi}_{k}^{\lambda}\right\|_{L^{2}(\Omega)}^{2}+\left\|\bar{\psi}_{k}^{\lambda}\right\|_{L^{2}(\Omega)}^{2}=1, \quad k=1,2, \ldots
$$

denote the eigenvalues and eigenfunctions of $\bar{A}_{\lambda}$, respectively. Then, there exists a constant $C$ which is independent of $\lambda \geqq \bar{\lambda}$ and $\gamma \in[0, \bar{\gamma}]$ for some $\bar{\gamma}>0$ and $\bar{\lambda}>0$, such that

$$
\begin{aligned}
-C+2 \lambda \int_{\Omega} \cos 2 \xi\left(\bar{\psi}_{k}^{\lambda}\right)^{2} d x & \leqq \bar{\mu}_{k}(\lambda) \\
& =-\int_{\Omega}\left(\bar{\phi}_{k}^{\lambda}, \bar{\psi}_{k}^{\lambda}\right) \bar{A}_{\lambda}\left(\bar{\phi}_{k}^{\lambda}, \bar{\psi}_{k}^{\lambda}\right)^{t} d x \\
& \leqq C
\end{aligned}
$$

uniformly for $\lambda \geqq \bar{\lambda}$ and $\gamma \in[0, \bar{\gamma}]$. That is, we have the following lemma.
Lemma 5.1. There exist $\bar{\lambda}>0, \bar{\gamma}>0$, and $C_{k}>0$ such that $\left|\bar{\mu}_{k}(\lambda)\right| \leqq C_{k}$ and

$$
\lambda \int_{\Omega}\left(\bar{\psi}_{k}^{\lambda}\right)^{2} d x \leqq C_{k}
$$

for $\lambda \geqq \bar{\lambda}$ and $\gamma \in[0, \bar{\gamma}]$, where $C_{k}$ is independent of $\lambda$ and $\gamma$.

Proof. First we have the estimates

$$
\begin{aligned}
\bar{\mu}_{k}(\lambda)= & -\int_{\Omega}\left(\bar{\phi}_{k}^{\lambda}, \bar{\psi}_{k}^{\lambda}\right) \bar{A}_{\lambda}\left(\bar{\phi}_{k}^{\lambda}, \bar{\psi}_{k}^{\lambda}\right)^{t} d x \\
\geqq & \int_{\Omega}\left(\left|\nabla \bar{\phi}_{k}^{\lambda}\right|^{2}+\left|\nabla \bar{\psi}_{k}^{\lambda}\right|^{2}\right) d x-C \int_{\Omega} \gamma\left(\left|\nabla \bar{\phi}_{k}^{\lambda} \cdot \nabla \bar{\psi}_{k}^{\lambda}\right|\right) d x-C \int_{\Omega}\left(\left|\nabla \xi \cdot \nabla \bar{\phi}_{k}^{\lambda}\right|\right. \\
& \left.+\left|\nabla \theta \cdot \nabla \bar{\phi}_{k}^{\lambda}\right|+\left|\nabla \xi \cdot \nabla \bar{\phi}_{k}^{\lambda}\right|+\left|\nabla \theta \cdot \nabla \bar{\psi}_{k}^{\lambda}\right|\right)\left(\left|\bar{\phi}_{k}^{\lambda}\right|+\left|\bar{\psi}_{k}^{\lambda}\right|\right) d x-C \\
& +2 \lambda \int_{\Omega} \cos 2 \xi\left(\bar{\psi}_{k}^{\lambda}\right)^{2} d x \\
\geqq & \frac{1}{2} \int_{\Omega}\left(\left|\nabla \bar{\phi}_{k}^{\lambda}\right|^{2}+\left|\nabla \bar{\psi}_{k}^{\lambda}\right|^{2}\right) d x+2 \lambda \int_{\Omega} \cos 2 \xi\left(\bar{\psi}_{k}^{\lambda}\right)^{2} d x-C \\
\geqq & -C
\end{aligned}
$$

provided $\gamma$ is small enough and $\lambda$ is large enough, where $C$ only depends on $\|\xi\|_{C^{2}(\bar{\Omega})}$ and $\|\theta\|_{C^{2}(\bar{\Omega})}$.

For $\phi \in H^{1}(\Omega)\left(\|\phi\|_{L^{2}(\Omega)}=1\right)$, we have

$$
-\int_{\Omega}(\phi, 0) \bar{A}_{\lambda}(\phi, 0)^{t} d x \leqq C\left(\|\phi\|_{H^{1}(\Omega)}^{2}+1\right)
$$

Thus we proved the lemma.
Next the lemma is obtained by direct calculation.
Lemma 5.2. 0 is always a eigenvalue of operator $\bar{A}_{\lambda}$ and $A_{\lambda}$. The corresponding eigenfunction is $\left(\frac{1}{\sqrt{|\Omega|}}, 0\right)$.

The eigenvalue problem for $\bar{A}_{\lambda}$ can be written as

$$
\left\{\begin{align*}
\Delta \phi & -\frac{2}{\cos ^{2} \xi}(\nabla \xi \cdot \nabla \theta) \psi  \tag{5.2}\\
& -\left(\frac{\gamma}{\cos \xi}\right)\left(|\nabla \theta|^{2}(\cos 2 \xi) \psi\right)-\left(\frac{\gamma \sin \xi}{\cos ^{2} \xi}\right)\left(\Delta \xi+\frac{|\nabla \theta|^{2}}{2} \sin 2 \xi\right) \psi \\
& =-\bar{\mu} \phi \quad \text { in } \quad \Omega \\
\frac{\partial \phi}{\partial \nu} & =0 \quad \text { on } \quad \partial \Omega
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
\Delta \psi & +\left(|\nabla \theta|^{2}-2 \lambda\right)(\cos 2 \xi) \psi+\left(\frac{\gamma}{\cos \xi}\right)(-\sin 2 \xi \Delta \theta-2 \cos 2 \xi \nabla \xi \cdot \nabla \theta) \psi  \tag{5.3}\\
& +\left(\frac{\gamma \sin \xi}{\cos ^{2} \xi}\right) \operatorname{div}\left(\cos ^{2} \xi \nabla \theta\right) \psi=-\bar{\mu} \psi \quad \text { in } \Omega \\
\frac{\partial \psi}{\partial \nu} & =0 \text { on } \partial \Omega
\end{align*}\right.
$$

Lemma 5.3. There exist $\bar{\lambda}>0$ and $\bar{\gamma}>0$ such that

$$
\begin{align*}
&\left\|\bar{\psi}_{k}^{\lambda}\right\|_{C^{\alpha}(\bar{\Omega})} \leqq \frac{C}{\lambda}  \tag{5.4}\\
&\left\|\bar{\psi}_{k}^{\lambda}\right\|_{C^{2+\alpha}(\bar{\Omega})} \leqq C \tag{5.5}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\bar{\phi}_{k}^{\lambda}\right\|_{C^{2+\alpha}(\bar{\Omega})} \leqq C \tag{5.6}
\end{equation*}
$$

provided $\lambda \geqq \bar{\lambda}$ and $\gamma \in[0, \bar{\gamma}]$, where constant $C$ only depends on $k$ and the $C^{2+\alpha}(\bar{\Omega})$ norm of ( $\xi_{\lambda}, \theta_{\lambda}$ ).

Proof. For simplicity, we denote ( $\bar{\phi}_{k}^{\lambda}, \bar{\psi}_{k}^{\lambda}$ ) by $(\phi, \psi)$.
Step 1. Using the Campanato inequality in (5.3), we find that there exist $\bar{\gamma}>0$ and $\bar{\lambda}>0$ such that for $\gamma \in[0, \bar{\gamma}]$ and $\lambda \geqq \bar{\lambda}$,

$$
\begin{equation*}
\|\psi\|_{C^{\alpha}(\bar{\Omega})} \leqq \frac{C}{\lambda} \tag{5.7}
\end{equation*}
$$

where constant $C$ is independent of $\lambda, \gamma$ and $\|\phi\|_{C^{2+\alpha}(\bar{\Omega})}$.
By the elliptic regularity theory, there exist $\bar{\gamma}>0$ and $\bar{\lambda}>0$ such that for $\gamma \in[0, \bar{\gamma}]$ and $\lambda \geqq \bar{\lambda}$,

$$
\begin{equation*}
\|\psi\|_{C^{2+\alpha}(\bar{\Omega})} \leqq C \tag{5.8}
\end{equation*}
$$

with constant $C<\infty$.
Step 2. Using the boundary extending method, we may extend the Neumann boundary problem (5.2) in $\Omega$ to an interior elliptic problem in a larger domain $\tilde{\Omega}$ $(\Omega \subset \tilde{\Omega})$. From the interior boundedness estimate (see, for example, Theorem 8.17 in [GT]) we obtain

$$
\begin{equation*}
\sup _{\Omega}|\phi| \leqq C\left(\|\phi\|_{L^{2}(\Omega)}+\|\psi\|_{C^{2+\alpha}(\bar{\Omega})}+1\right) . \tag{5.9}
\end{equation*}
$$

Applying the elliptic regularity theory to (5.2), we have

$$
\begin{equation*}
\|\phi\|_{C^{2+\alpha}(\bar{\Omega})} \leqq C\left(\|\phi\|_{C^{0}(\bar{\Omega})}+\|\psi\|_{C^{2+\alpha}(\bar{\Omega})}+1\right) . \tag{5.10}
\end{equation*}
$$

By (5.8), (5.9), and (5.10), (5.6) is obtained.
Lemma 5.4. There exist $\bar{\lambda}>0$ and $d>0$ such that for $\lambda \geqq \bar{\lambda}$,

$$
\bar{\mu}_{1}(\lambda)=0 \quad \text { is a simple eigenvalue of } \quad \bar{A}_{\lambda},
$$

and

$$
\bar{\mu}_{2}(\lambda) \geqq d
$$

uniformly for $\gamma \in[0, \bar{\gamma}]$, where $d$ is independent of $\lambda$ and $\gamma$, and $\bar{\gamma}$ is the same as in Lemma 5.3.

Proof. From Lemma 5.3, (5.2) and (5.3) converge to the eigenvalue problem

$$
\begin{cases}\Delta \phi=-\mu \phi & \text { in } \quad \Omega,  \tag{5.11}\\ \frac{\partial \phi}{\partial \nu}=0 & \text { on } \quad \partial \Omega .\end{cases}
$$

The first eigenvalue of (5.11) is simple and $\mu_{1}=0$. We get the conclusion of this lemma.

Next, we consider the spectrum of the operator $A_{\lambda}$ by a similar method as in section 4. Precisely, we have the following.

Lemma 5.5. Let $T=\rho I-\bar{A}_{\lambda}$. For $\delta>0$, there exist $\rho>0, \lambda_{0}=\lambda_{0}(\delta)$, and for $\lambda \geqq \lambda_{0}$ there exists $\gamma_{0}(\lambda)>0$ such that for $\lambda \geqq \lambda_{0}$ and $\gamma \in\left(0, \gamma_{0}\right)$, we have

$$
\|G \Phi\|_{H} \leqq \delta^{1 / 2}\left((\rho+1)\|\Phi\|_{H}+\|T \Phi\|_{H}\right) \quad \text { for } \quad \Phi \in D(T)
$$

That is, $G$ is T-bounded with T-bound $b: b \leqq \delta^{1 / 2}$.
Proof of Theorem 2. For fixed $\lambda \geqq \bar{\lambda}$, we can choose $\gamma \in(0, \bar{\gamma})$ such that $\gamma \lambda$ is small enough. By a perturbating argument (c.f. $[\mathrm{K}]$ ), we have that for fixed $\lambda \geqq \bar{\lambda}$, there exists $\bar{\gamma}(\lambda)>0$ such that for $\gamma \in[0, \bar{\gamma}(\lambda)]$, the eigenvalues $\left\{\mu_{k}(\lambda)\right\}_{k}$ of operator $A_{\lambda}$ have a similar behavior to that of $\bar{A}_{\lambda}$. Note that 0 is always a eigenvalue of $A_{\lambda}$. Then $\mu_{1}(\lambda)=0$ is simple and

$$
\operatorname{Re}\left(\mu_{2}(\lambda)\right) \geqq \frac{d}{2}
$$

As in section 4, by Lemma A.1, we proved Theorem 2.
Appendix. In this appendix, we extend a stability result for a semilinear parabolic equation given in [H, exercise 6, pp. 108] to quasi-linear equations, including the time-dependent Landau-Lifshitz equation. To overcome some technical difficulties, we use the theory for nonlinear parabolic equations (c.f. [L]).

Using spherical coordinates, the time-dependent Landau-Lifshitz equation with the Neumann boundary condition is written as

$$
\left\{\begin{align*}
\eta_{t}= & \frac{1}{\cos ^{2} \xi}\left(\operatorname{div}\left(\cos ^{2} \xi \nabla\left(\eta+\theta_{0}\right)\right)+\cos \xi\left(h_{2} \cos \left(\eta+\theta_{0}\right)\right.\right. \\
& \left.\left.-h_{1} \sin \left(\eta+\theta_{0}\right)\right)\right)-\frac{\gamma}{\cos \xi}\left(\Delta \xi+\left(\frac{\left|\nabla\left(\eta+\theta_{0}\right)\right|^{2}}{2}-\lambda\right) \sin 2 \xi\right.  \tag{A.1}\\
& \left.+H \cdot\left(-\sin \xi \cos \left(\eta+\theta_{0}\right),-\sin \xi \sin \left(\eta+\theta_{0}\right), \cos \xi\right)\right) \\
\xi_{t}= & \Delta \xi+\left(\frac{\left|\nabla\left(\eta+\theta_{0}\right)\right|^{2}}{2}-\lambda\right) \sin 2 \xi \\
& +H \cdot\left(-\sin \xi \cos \left(\eta+\theta_{0}\right),-\sin \xi \sin \left(\eta+\theta_{0}\right), \cos \xi\right) \\
& +\frac{\gamma}{\cos \xi}\left(\operatorname{div}\left(\cos ^{2} \xi \nabla\left(\eta+\theta_{0}\right)\right)\right. \\
& \left.+\cos \xi\left(h_{2} \cos \left(\eta+\theta_{0}\right)-h_{1} \sin \left(\eta+\theta_{0}\right)\right)\right)
\end{align*}\right.
$$

in $\Omega \times(0, \infty)$ with the Neumann boundary condition

$$
\frac{\partial \eta}{\partial \nu}=0, \quad \frac{\partial \xi}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \times(0, \infty)
$$

Here, $\eta:=\theta-\theta_{0}, \theta_{0}$ is a given map from $\Omega$ to $S^{2} \cap\left\{u_{3}=0\right\}$ with $\partial \theta_{0} / \partial \nu=0$ on $\partial \Omega$, and $\theta \in\left[\theta_{0}\right]$. We only need to consider the case of $H \equiv 0$. Denote the right terms by $F(\eta, \xi)$ and (A.1) by

$$
\begin{equation*}
y_{t}=A_{\lambda} y+\tilde{F}(y) \tag{A.2}
\end{equation*}
$$

here, $y=(\eta, \xi)^{T}, A_{\lambda}$ is the linearized operator of $F$ at the steady state solution $\left(\eta_{\lambda}, \xi_{\lambda}\right)=\left(\theta_{\lambda}-\theta_{0}, \xi_{\lambda}\right)$ and

$$
\tilde{F}(y):=F\left(y+\left(\eta_{\lambda}, \xi_{\lambda}\right)\right)-A_{\lambda} y
$$

Let $X=L^{2}\left(\Omega, \mathbb{R}^{2}\right)$. It is clear that $A_{\lambda}$ is a closed sectorial operator from

$$
D\left(A_{\lambda}\right):=\left\{y \in W^{2,2}\left(\Omega, \mathbb{R}^{2}\right): \partial y / \partial \nu=0 \text { on } \partial \Omega\right\}
$$

to $X$ (c.f. [L, pp. 72]). By a direct calculation, we have that $\bar{y}(\tau)=(\tau, 0)^{T}$ for $\tau \in \mathbb{R}$ satisfies

$$
A_{\lambda} \bar{y}(\tau)+\tilde{F}(\bar{y}(\tau))=0
$$

Let $N=\operatorname{span}-\left\{\bar{y}^{\prime}(0)\right\}$ and $X_{2}=\overline{R\left(A_{\lambda}\right)}$. Then

$$
X=N+X_{2}
$$

For $y$ given in a neighborhood of 0 in $X$, we can decompose it into

$$
y=\bar{y}(\tau)+z
$$

where $z$ belongs to $X_{2}$. Let

$$
v \in X: A_{\lambda}^{*} v=0,\left\langle v, \bar{y}^{\prime}(0)\right\rangle_{X}=1
$$

Since 0 is a simple eigenvalue of $A_{\lambda},(\mathrm{A} .2)$ is equivalent to

$$
\left\{\begin{array}{l}
\frac{d \tau}{d t}=\phi(\tau, z)  \tag{A.3}\\
\frac{d z}{d t}=E_{2} A_{\lambda} z+g(\tau, z)
\end{array}\right.
$$

where

$$
\phi(\tau, z)=\frac{\langle v, \tilde{F}(\bar{y}(\tau)+z)-\tilde{F}(\bar{y}(\tau))\rangle_{X}}{\left\langle v, \bar{y}^{\prime}(\tau)\right\rangle_{X}}
$$

$E_{2}$ is the projector from $X$ to $X_{2}$, and

$$
g(\tau, z)=E_{2}\left(\tilde{F}(\bar{y}(\tau)+z)-\tilde{F}(\bar{y}(\tau))-\bar{y}^{\prime}(\tau) \phi(\tau, z)\right)
$$

LEMMA A.1. There exists a neighborhood $O$ of 0 in $D:=X_{2} \cap W^{2,2}\left(\Omega, \mathbb{R}^{2}\right)$ such that $\phi(\tau, \cdot)$ and $g(\tau, \cdot)$ are $C^{1}$ functions from $O$ to $\mathbb{R}$ and from $O$ to $X$, respectively, with a locally Lipschitz continuous derivative, uniformly for $|\tau| \leqq 1$.

Proof. We have to prove that there exists a neighborhood $O$ of 0 in $D$, and for $z_{0} \in O$ there exist $\delta>0$ and $C=C(O, \delta)>0$ such that for $z_{1}:\left\|z_{1}-z_{0}\right\|_{D} \leqq \delta$,

$$
\begin{gathered}
\left\|D_{z} g\left(\tau, z_{0}\right) y-D_{z} g\left(\tau, z_{1}\right) y\right\|_{X} \leqq C\left\|z_{1}-z_{0}\right\|_{D} \\
\left|D_{z} \phi\left(\tau, z_{0}\right) y-D_{z} \phi\left(\tau, z_{1}\right) y\right| \leqq C\left\|z_{1}-z_{0}\right\|_{D}
\end{gathered}
$$

uniformly for $y \in D:\|y\|_{D}=1$ and $\tau:|\tau| \leqq 1$. Here,

$$
\|\cdot\|_{D}=\|\cdot\|_{W^{2,2}(\Omega)}
$$

By a direct calculation, we find that we only need to prove following estimate:

$$
\left\|\left(A_{\lambda}\left(\bar{y}(\tau)+\left(\eta_{\lambda}, \xi_{\lambda}\right)+z_{0}\right)-A_{\lambda}\left(\bar{y}(\tau)+\left(\eta_{\lambda}, \xi_{\lambda}\right)+z_{1}\right)\right) y\right\|_{X} \leqq C\left\|z_{0}-z_{1}\right\|_{D}
$$

To obtain the last estimate, we use the Sobolev imbedding inequality. Let $\left(\eta_{i}, \xi_{i}\right)=$ $\bar{y}(\tau)+\left(\eta_{\lambda}, \xi_{\lambda}\right)+z_{i}(i=0,1)$. For example, the following inequalities can be proved:

$$
\begin{aligned}
\int_{\Omega}\left(\frac{\sin 2 \xi_{1}}{\cos ^{2} \xi_{1}} \Delta \eta_{1}-\right. & \left.\frac{\sin 2 \xi_{0}}{\cos ^{2} \xi_{0}} \Delta \eta_{0}\right)^{2} \leqq C\left(\xi_{1}\right) \int_{\Omega}\left(\Delta \eta_{1}-\Delta \eta_{0}\right)^{2} \\
& +\int_{\Omega}\left(\frac{\sin 2 \xi_{1}}{\cos ^{2} \xi_{1}}-\frac{\sin 2 \xi_{0}}{\cos ^{2} \xi_{0}}\right)^{2}\left(\Delta \eta_{0}\right)^{2} \\
\leqq & C\left(\xi_{1}\right)\left\|\eta_{1}-\eta_{0}\right\|_{D}^{2}+\left(\int_{\Omega}\left(\Delta \eta_{0}\right)^{2}\right)\left\|\frac{\sin 2 \xi_{1}}{\cos ^{2} \xi_{1}}-\frac{\sin 2 \xi_{0}}{\cos ^{2} \xi_{0}}\right\|_{L^{\infty}(\Omega)}^{2} \\
\leqq & C\left(\xi_{1}, \xi_{0}, \eta_{0}\right)\left(\left\|\eta_{1}-\eta_{0}\right\|_{D}^{2}+\left\|\xi_{1}-\xi_{0}\right\|_{D}^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\Omega}\left|\nabla\left(\xi_{1}-\xi_{0}\right)\right|^{2}\left|\nabla \eta_{0}\right|^{2} & \leqq C\left(\eta_{0}\right)\left(\int_{\Omega}\left|\nabla\left(\xi_{1}-\xi_{0}\right)\right|^{4}\right)^{1 / 2} \\
& \leqq C_{1}\left(\eta_{0}\right)\left\|\xi_{1}-\xi_{0}\right\|_{D}^{2}
\end{aligned}
$$

etc. Thus, we proved this lemma.
Next, we apply the theory of [L, chapter 9] to the second equation of (A.3); here we assume that $\tau$ satisfies $|\tau| \leqq 1$. It is clear that the graph norm of $E_{2} A_{\lambda}$ : $D\left(A_{\lambda}\right) \cap X_{2} \rightarrow X_{2}$ is equivalent to the norm of $D$. From section 5 , we know that 0 is a simple eigenvalue of $A_{\lambda}$ for large $\lambda$ and small $\gamma$, and the eigenvalues of $E_{2} A_{\lambda}$ lie in the half plane $\{\omega \in \mathbb{C}: \operatorname{Re}(\omega) \geqq d\}$ for some $d>0$. Thus we can apply [L, Theorem 9.1.2] to the second equation of (A.3) and obtain that there exists $M>0$, if $\|z(0)\|_{D}$ is small; then the solution $z(t)$ satisfies

$$
\begin{equation*}
\|z(t)\|_{D} \leqq M e^{-d t}\|z(0)\|_{D} \quad \text { for } \quad t \geqq 0 \tag{A.4}
\end{equation*}
$$

Thus, there exists $M^{\prime}>0$ such that if $|\tau(0)|+\|z(0)\|_{D}$ is small, then

$$
|\tau(t)|+\|z(t)\|_{D} \leqq M^{\prime} e^{-d t}|\tau(0)|+\|z(0)\|_{D} \quad \text { for } \quad t \geqq 0
$$

That is, the solutions which satisfy the conditions in Theorem 2 are stable in Liapunov meaning.
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# GENERALIZATION OF THE SCHWARZ REFLECTION PRINCIPLE IN SCATTERING THEORY FOR DISSIPATIVE SYSTEMS: APPLICATION TO PURELY IMAGINARY RESONANT FREQUENCIES* 
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#### Abstract

The purpose of this paper is to give an asymptotic estimate of the counting function of the number of resonant frequencies on the purely imaginary axis in the case of the impedance boundary condition. We extend the work of P. Lax, R. Phillips, and J. Beale who studied the Dirichlet, Neumann, and Robin boundary conditions associated with the Helmholtz equation. The method they developed hinges on a special link between the poles of the scattering matrix (i.e., the resonant frequencies) and the zeros of the scattering matrix. This relation holds for conservative boundary conditions but not for absorbing boundary conditions. The first part of this paper consists in finding a relation of this form for the impedance boundary condition. Then we follow the work of P. Lax, R. Phillips, and J. Beale in order to get the final estimate.
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1. Introduction. In a lot of physical problems, such as radar identification, the analysis of physical measurements is done through the transient response. The behavior of this latter is explained by the existence of complex frequencies called the "resonant frequencies" (see the Singularity Expansion Method [1]). In the view of inverse problems, one can wonder what can be deduced of the obstacle from a knowledge of its resonant frequencies. We wish to infer from these numbers an estimate of the size of the obstacle. This is of great practical interest. This is also mathematically very important since this piece of information can remove the ill-posedness of the inverse problem [8].

Let $\Omega^{\text {int }}$ be an open bounded domain and $\Omega$ its complement in $\mathbb{R}^{N}$. The outward normal to $\Gamma=\partial \Omega^{\mathrm{int}}$ is denoted by $\mathbf{n}$. We assume that $\Gamma$ is twice differentiable. The resonant frequencies are defined as the poles of the scattering matrix or equivalently the singularities of the "outgoing" Green's function for the Helmholtz equation outside an obstacle [9]. A lot of work has been done on the location of the resonant frequencies (see [16] for an overview). There are in fact two classes of results on poles: counting functions of the number of poles and pole-free regions. We focus in this paper only on the first class. Several results dealing with pole-free regions can be found in [11, 13, 18]. It is known that the set of all resonant frequencies has no cluster point, except at infinity. Hence in any compact set of $\mathbb{C}$, there is only a finite number of poles. Let us denote by $N_{\mathrm{G}}(\sigma)$ the number of poles within the circle $|z|<\sigma$. R. Melrose has shown in [15] the following sharp polynomial bound in the case of the Dirichlet boundary condition

$$
\begin{equation*}
N_{\mathrm{G}}(\sigma) \leq C_{\mathrm{G}}+C_{\mathrm{G}} \sigma^{N} \tag{1}
\end{equation*}
$$

[^42]where $N$ is the dimension of space. For this result as well as for most results on poles, the dimension of space is assumed to be odd. Inequality (1) has no application to the inverse problem, since no lower bound of $N_{\mathrm{G}}(\sigma)$ is known and no information about $C_{\mathrm{G}}$ is at our disposal.

The second result concerns the counting function on the purely imaginary axis for odd space dimensions:

$$
N_{\mathrm{I}}(\sigma)=\#\{k \text { pole }, k \in \mathbb{R} \text { and }|k|<\sigma\}
$$

In odd space dimensions, we know that there are infinitely many poles on the purely imaginary axis. More precisely, we have

$$
\begin{equation*}
\frac{1}{(N-1)!}\left(\frac{R_{1}}{\gamma_{0}}\right)^{N-1} \leq \lim _{\sigma \rightarrow \infty} \frac{N_{\mathrm{I}}(\sigma)}{\sigma^{N-1}} \leq \frac{1}{(N-1)!}\left(\frac{R_{2}}{\gamma_{0}}\right)^{N-1} \tag{2}
\end{equation*}
$$

where $R_{1}$ is the radius of the largest sphere contained in $\Omega^{\mathrm{int}}, R_{2}$ is the radius of the smallest sphere containing $\Omega^{\text {int }}$, and $\gamma_{0}$ is a known constant. This result has been shown by P. Lax and R. Phillips in [10] for the Dirichlet and the Neumann boundary conditions, and by J. Beale in [2] for the Robin boundary condition. The aim of this work is to show (2) in the case of the impedance boundary condition.

Let us now give the idea of the proof of (2) in the case of the Dirichlet, Neumann, and Robin boundary conditions. These three boundary conditions are very close to one another since they share a very important property: the energy of the acoustic waves in the whole exterior domain is conserved. The conservative nature of the boundary condition means that the scattering matrix $\mathcal{S}(k)$ is unitary for $k \in \mathbb{R}$. When $k$ is not real, there is a more general relation (namely the Schwarz reflection principle):

$$
\begin{equation*}
\mathcal{S}(\bar{k})=\left[\mathcal{S}^{*}(k)\right]^{-1} \tag{3}
\end{equation*}
$$

It follows that $\bar{k}$ is a zero of $\mathcal{S}$ if and only if $k$ is a pole of $\mathcal{S}^{*}$. On the other hand, the poles of $\mathcal{S}$ are exactly the poles of $\mathcal{S}^{*}$ (see Lemma 23 ). Therefore the location of the zeros of $\mathcal{S}$ is linked to the location of the poles of $\mathcal{S}$, as stated in the following rule: $k$ is a pole of $\mathcal{S}$ if and only if $\bar{k}$ is a zero of $\mathcal{S}$. Consequently, the repartitioning of the resonant frequencies on the purely imaginary axis is symmetric to the repartitioning of the zeros of $\mathcal{S}$ on the purely imaginary axis. This property is at the root of (2), since it is easier to study the zeros of an operator than it is to study its poles. A special analysis of the zeros of the scattering matrix can be carried out on a purely imaginary axis since the study of the zeros of $\mathcal{S}(k)$ for $k \in i \mathbb{R}^{+}$turns into a real symmetric eigenvalue problem for an elliptic operator. As a matter of fact, the scattering matrix reads

$$
\begin{equation*}
\mathcal{S}(k)=(-1)^{\frac{N+1}{2}}[\mathrm{I}+Q(k) W], \tag{4}
\end{equation*}
$$

where $Q(k)$ is a compact operator and $W$ is a unitary operator. Moreover, $Q(k)$ is also self-adjoint on the purely imaginary axis. Hence, $N_{\mathrm{I}}(\sigma)$ is the number of times -1 is an eigenvalue of $Q(i \mu) W$ (where $Q(i \mu)$ is compact and self-adjoint) when $\mu$ runs in the slab $[0, \sigma]$.

The general theory of the Lax-Phillips group for dissipative systems can be found
in [12], the following problem is studied

$$
\left\{\begin{array}{l}
\frac{\partial^{2} w(t, \mathbf{x})}{\partial t^{2}}-\Delta w(t, \mathbf{x})=0,  \tag{5}\\
\frac{\partial w(t, \mathbf{x})}{\partial \mathbf{n}}-\lambda(\mathbf{x}) \frac{\partial w(t, \mathbf{x})}{\partial t}=0, \\
w(0, \mathbf{x})=f_{0}(\mathbf{x}) \text { in } \Omega \\
\frac{\mathbb{R}^{+} \times \Omega}{} \quad \text { on } \quad \mathbb{R}^{+} \times \Gamma \\
\frac{\partial w(0, \mathbf{x})}{\partial t}=f_{1}(\mathbf{x}) \text { in } \Omega
\end{array}\right.
$$

The impedance $\lambda$ is assumed to satisfy the physical hypotheses

$$
\begin{equation*}
0 \leq \lambda(\mathbf{x})<1, \quad \forall \mathbf{x} \in \Gamma \tag{6}
\end{equation*}
$$

The time translation operator $U(t)$ is defined by

$$
U(t):\binom{f_{0}}{f_{1}} \mapsto\binom{w(t, .)}{\frac{\partial w(t, .)}{\partial t}}
$$

The scattering theory developed by P. Lax and R. Phillips in [9] consists of studying the properties of the one-parameter semigroup $\{U(t)\}_{t \in \mathbb{R}}$ acting on $L^{2}(\Omega) \times L^{2}(\Omega)$. P . Lax and R. Phillips showed that $U(t)$ has some eigenvalues

$$
U(t) g=e^{-i k t} g
$$

for some $g \in L_{l o c}^{2}(\Omega) \times L_{l o c}^{2}(\Omega)$ and some discrete values $k \in \mathbb{C}$. The factors $k$ are the resonant frequencies. The first component $u$ of $g$ is a nontrivial solution to

$$
\left\{\begin{array}{l}
\Delta u+k^{2} u=0 \quad \text { in } \quad \Omega  \tag{7}\\
\frac{\partial u}{\partial \mathbf{n}}+i k \lambda u=0 \quad \text { on } \quad \Gamma \\
u \text { outgoing. }
\end{array}\right.
$$

In section 2, we will explain what is meant by "outgoing."
We wish to extend (2) to the impedance problem described above. Problem (5) corresponds to the fact that the obstacle is absorbing some energy. The main difficulty due to this boundary condition is that the scattering matrix is no longer unitary for real frequencies. Moreover (3) does not hold, which implies that there does not seem to be any link between the zeros and the poles of $\mathcal{S}$. For this reason, as noticed in [2], the proof of (2) seems to be nonachievable.

To generalize the Schwarz reflection principle, we find it more convenient to focus on the problem in frequency (i.e., (7)) rather than the problem in time (i.e., (5)). This enables us to introduce a more general impedance boundary condition, $\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u=$ $g$, where $\zeta(k)$ is the impedance function (which depends on $k \in \mathbb{C}$ and on $\mathbf{x} \in \Gamma$ ). $\zeta(k)$ is supposed to be analytic in $k$ and to satisfy the following physical assumption:

$$
\begin{equation*}
\Re(\zeta(k) \bar{k}) \geq 0 \quad \forall k \in \mathbb{C} \tag{8}
\end{equation*}
$$

The positive sign means that the obstacle is absorbing some energy. Obviously, this condition is satisfied with the impedance function $\zeta(k)=\lambda k$.

By studying more deeply the form of the scattering matrix, a relation quite similar to (3) can be derived. To allow this, the impedance $\zeta(k)$ must be put as an argument of the scattering matrix: we denote by $\mathcal{S}(k, \zeta(k))$ the scattering matrix at the frequency $k$ with the impedance function $\zeta(k)$. With this notation, we will show that

$$
\begin{equation*}
\mathcal{S}(\bar{k},-\overline{\zeta(k)})=\left[\mathcal{S}^{*}(k, \zeta(k))\right]^{-1} \tag{9}
\end{equation*}
$$

In other words, $k$ is a pole of $\mathcal{S}$ with the impedance function $\zeta(k)$ if and only if $\bar{k}$ is a zero of $\mathcal{S}$ with the impedance function $-\overline{\zeta(k)}$. The application of (3) to this case would lead to this equivalence: $k$ is a pole of $\mathcal{S}$ with the impedance function $\zeta(k)$ if and only if $\bar{k}$ is a zero of $\mathcal{S}$ with the impedance function $\zeta(\bar{k})$. Consequently, the use of (9) implies a modification of the impedance function considered when studying the zeros of $\mathcal{S}$. If $(k, \zeta(k))$ satisfies (8), then $(\bar{k},-\overline{\zeta(k)})$ does not satisfy condition (8) since

$$
\Re(-\overline{\zeta(k)} \overline{\bar{k}})=-\Re(\zeta(k) \bar{k}) \leq 0 \quad \forall k \in \mathbb{C} .
$$

Therefore, we shall need to define and study the scattering matrix for nonphysical impedances. However, we assume that the nonphysical impedances satisfy the following growth condition

$$
\begin{equation*}
|\Re(\zeta(k, \mathbf{x}) \bar{k})| \leq \lambda_{m}|k|^{2} \quad \forall k \in \mathbb{C} \text { with }|k| \geq K \text { and } \forall \mathbf{x} \in \Gamma \tag{10}
\end{equation*}
$$

for some $K \geq 0$ and $0<\lambda_{m}<1$. At this point, we are ready to apply the work of P. Lax, R. Phillips, and J. Beale in order to give an estimate of the number $N_{\mathrm{I}}(\sigma)$ of purely imaginary resonant frequencies for the impedance boundary condition $\frac{\partial w}{\partial \mathbf{n}}-$ $\lambda \frac{\partial w}{\partial t}=0$ whose modulus is lower than $\sigma$. From (9), it suffices to count the number of zeros of $\mathcal{S}(i \mu,-i \lambda \mu)$ when $\mu$ runs in $[0, \sigma]$.

One can hint at formula (2) from a completely different method than that developed in the rest of this paper.

Theorem 1. There exists a constant $C$ such that for $\sigma$ large enough, we have

$$
N_{\mathrm{I}}(\sigma) \leq C \sigma^{N-1}
$$

Proof. The scattering matrix reads (see (45))

$$
\mathcal{S}(i \sigma,-i \sigma \lambda)=(-1)^{\frac{N+1}{2}}\left[\mathrm{I}-\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma) W\right]
$$

where $s(\sigma)$ is the so-called transmission coefficient. We will show in Lemma 27 that for $\sigma$ large enough, $s(\sigma)$ is a negative and self-adjoint operator. Consequently, the singular values [6] $s_{j}(s(\sigma))$ of $s(\sigma)$ are identical to the eigenvalues $\pm \lambda_{j}(s(\sigma) W)$ of $\pm s(\sigma) W$ (the $\pm \operatorname{sign}$ comes from $W$ ). From Theorem 34, the number of poles in the slab $[-i \sigma, 0]$ is asymptotically (as $\sigma \rightarrow \infty$ ) equal to the number of eigenvalues of $\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma) W$ that are greater than 1 . Up to a factor 2 , this is also asymptotically equal to the number of singular values of $\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma)$ that are greater than 1 . From (32) and (33), the kernel of $s(\sigma)$ is

$$
-\frac{\sigma^{\frac{N-3}{2}}}{2(2 \pi)^{\frac{N-1}{2}}} \int_{\Gamma}\left(\frac{\partial e^{\sigma \hat{\mathbf{y}} \cdot \mathbf{z}}}{\partial \mathbf{n}_{\mathbf{z}}}+\lambda \sigma e^{\sigma \hat{\mathbf{y}} \cdot \mathbf{z}}\right) S^{+}(i \sigma,-i \lambda \sigma)\left(\frac{\partial e^{\sigma \hat{\mathbf{x}} \cdot \mathbf{z}}}{\partial \mathbf{n}_{\mathbf{z}}}+\lambda \sigma e^{\sigma \hat{\mathbf{x}} \cdot \mathbf{z}}\right) d \gamma(\mathbf{z})
$$

where the jump operator $S^{+}(i \sigma,-i \lambda \sigma)$ is defined in section 2 . Let us denote by $\Delta_{S}$ the Laplace-Beltrami operator on the unit sphere $S_{1}$. Using the classical estimate $\left|\left(\Delta_{S}+1\right)^{m / 2} e^{\sigma \hat{\mathbf{x}} \cdot \mathbf{z}}\right| \leq C m^{m} e^{C \sigma}$ for $\mathbf{z} \in \Gamma$, we get for an arbitrary integer $m$ :

$$
\left\|\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}}\left(\Delta_{S}+1\right)^{m / 2} s(\sigma)\right\|_{L^{2}\left(S_{1}\right) \rightarrow L^{2}\left(S_{1}\right)} \leq C m^{m} e^{C \sigma}
$$

Writing $s(\sigma)=\left(\Delta_{S}+1\right)^{-m / 2}\left(\Delta_{S}+1\right)^{m / 2} s(\sigma)$, we have [6]

$$
\begin{aligned}
& s_{j}\left(\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma)\right) \\
& \quad \leq s_{j}\left(\left(\Delta_{S}+1\right)^{-m / 2}\right)\left\|\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}}\left(\Delta_{S}+1\right)^{m / 2} s(\sigma)\right\|_{L^{2}\left(S_{1}\right) \rightarrow L^{2}\left(S_{1}\right)}
\end{aligned}
$$

Since $\left(\Delta_{S}+1\right)^{-m / 2}$ is pseudodifferential operator of order $-m$, there exists $C$ such that $s_{j}\left(\left(\Delta_{S}+1\right)^{-m / 2}\right) \leq \frac{C}{j^{m /(N-1)}}$ (see, for instance, [7, Lemma A.4]). Henceforth

$$
s_{j}\left(\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma)\right) \leq C \frac{m^{m}}{j^{m /(N-1)}} e^{C \sigma}
$$

Taking the value of $m$ which minimizes the right-hand side, we obtain

$$
s_{j}\left(\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma)\right) \leq \exp \left(C \sigma-\frac{1}{C} j^{\frac{1}{N-1}}\right)
$$

It follows that the condition $s_{j}\left(\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma)\right)>1$ implies that $j \leq C \sigma^{N-1}$ for some constant $C$. Thus,

$$
\#\left\{j, s_{j}\left(\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma)\right)>1\right\} \leq C \sigma^{N-1}
$$

From the above remarks, this gives the final estimate.
We would like to point out a difference of notation between this paper and [9]. The resonant frequencies as defined here lie in the lower half plane of complex frequencies (see Theorem 16) whereas the resonant frequencies as defined in [9] lie in the upper half plane. This is just a matter of convenience and habit.

Let us now give some notation. By $\mathcal{L}(X, Y)$ is meant the set of all the linear operators that maps $X$ onto $Y$ continuously. $L^{2}(\mathcal{O})$ is the classical space of all square integrable distributions. $H^{s}(\mathcal{O})$ is the classical Sobolev space $(s \in \mathbb{R}) . H_{l o c}^{s}(\mathcal{O})$ is the Frechet space of the distributions whose restriction to each bounded domain $\mathcal{O}^{\prime} \subset \mathcal{O}$ is in $H^{s}\left(\mathcal{O}^{\prime}\right) \cdot\|\cdot\|_{L^{2}(\mathcal{O})}$ and $\|\cdot\|_{H^{s}(\mathcal{O})}$ are the classical norms in $L^{2}(\mathcal{O})$ and $H^{s}(\mathcal{O})$, respectively. $B_{R}$ is the ball of center 0 and radius $R . S_{R}$ is the sphere of center 0 and radius $R$. $S_{1}$ in the unit sphere. The complex scalar product in $L^{2}(\Gamma)$ is denoted by $\langle.,$.$\rangle , where \Gamma$ is the boundary of an obstacle. (., .) stands for the complex scalar product in $L^{2}\left(S_{1}\right)$. The two Hankel functions of order 0 and first and second kind are denoted by $H_{0}^{(1)}(z)$ and $H_{0}^{(2)}(z)$. For a linear operator $B$ applying on complex valued functional spaces such as $L^{2}$ or $H^{1}$, let us define its conjugate $\bar{B}$ as follows: $\bar{B} g$ is the complex conjugate of $B \bar{g}$. For a function $u$ defined in either $\Omega^{\text {int }}$ or $\Omega$, we denote by $u_{\mid \Gamma}$ the restriction of $u$ on $\Gamma$. Let us now consider a function $v$ defined on $\Omega^{\text {int }} \cup \Omega=\mathbb{R}^{N} \backslash \Gamma$. When a function $v$ is considered on $\Gamma, v^{\text {int }}$ or $v^{\text {int }}{ }_{\mid \Gamma}$ denotes the value on $\Gamma$ of the restriction to $\Omega^{\text {int }}$, whereas $v$ or $v_{\mid \Gamma}$ means that we take the value on $\Gamma$ of the restriction to $\Omega$. The jump of $v$ on $\Gamma$ is defined by $\llbracket v \rrbracket:=v^{\text {int }}{ }_{\mid \Gamma}-v_{\mid \Gamma}$. In this paper, vectors will be typed in bold characters, whereas scalar numbers will be typed with standard letters. For $\mathbf{x} \in \mathbb{R}^{N}$, we define $\hat{\mathbf{x}}:=\frac{\mathbf{x}}{|\mathbf{x}|} \in S_{1}$.

The layout of this paper is as follows. In section 2, we study the nonphysical impedance problem (i.e., subject to (10)) and introduce the notion of incoming and outgoing solutions. Then we define the far field pattern of these solutions. We also give a very important relation between the incoming and the outgoing far field patterns. In section 3, we focus on the physical problem (i.e., subject to (8) and (10)). We define the resonant frequencies as the poles of the outgoing Green function. Then the expression of the scattering matrix is given. The resonant frequencies are proved to be exactly the poles of the scattering matrix. We show (9) and state the relation between the poles and the zeros of $\mathcal{S}$. In section 4, inequality (2) is proved (with the impedance $\zeta(k)=\lambda k)$.
2. Definition and properties of the far field pattern. In this section, we aim to construct the far field pattern of the incoming and the outgoing solutions and give the link between these two quantities. Here we consider the general impedance boundary condition $\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u=g$ on $\Gamma$, where $\zeta(k)$ is an analytic function of $k \in \mathbb{C}$ which satisfies

$$
\begin{equation*}
\Re(\zeta(k)) \neq 0 \quad \forall k \in \mathbb{R}^{*} . \tag{11}
\end{equation*}
$$

This condition means that the energy of the system is not conserved (see Lemma 19). The impedance function $\zeta$ depends also on $\mathbf{x} \in \Gamma$, and will be denoted either $\zeta(k)$ or $\zeta(k, \mathbf{x})$. We assume furthermore that $\zeta(k)$ belongs to $C^{2}(\Gamma)$ and satisfies

$$
\begin{equation*}
|\Re(\zeta(k, \mathbf{x}) \bar{k})| \leq \lambda_{m}|k|^{2} \quad \forall k \in \mathbb{C} \text { with }|k| \geq K \text { and } \forall \mathbf{x} \in \Gamma \tag{12}
\end{equation*}
$$

for some $K \geq 0$ and $0<\lambda_{m}<1$.
2.1. Incoming and outgoing solutions. Let us consider the following problem for $\Im(k)>0$ :

$$
\left\{\begin{array}{l}
u^{+} \in H^{1}(\Omega)  \tag{13}\\
-\Delta u^{+}-k^{2} u^{+}=0 \quad \text { in } \quad \Omega \\
\frac{\partial u^{+}}{\partial \mathbf{n}}+i \zeta(k) u^{+}=g \quad \text { on } \quad \Gamma .
\end{array}\right.
$$

Lemma 2. Let $\zeta(k)$ be an impedance function satisfying condition (12). Then the problem (13) has a unique solution when the complex frequency $k$ lies inside the set $\mathcal{C}^{+}$defined by

$$
\Im(k) \geq \lambda_{m}|k|+\lambda_{m} C+1 \text { and }|k| \geq K
$$

where $C>0$ depends only on the domain $\Omega$ (see Figure 1 ).
The set $\mathcal{C}^{+}$is not empty since $\lambda_{m}<1$. The condition $\lambda_{m}<1$ is necessary to show the coerciveness of (13).

Proof. One can give the variational formulation of (13):

$$
b^{+}\left(u^{+}, v\right)=-\int_{\Gamma} g \bar{v} d \gamma \quad \forall v \in H^{1}(\Omega)
$$

where

$$
b^{+}(u, v):=\int_{\Omega}\left(\nabla u \cdot \nabla \bar{v}-k^{2} u \bar{v}\right)-\int_{\Gamma} i \zeta(k) u \bar{v} d \gamma
$$



Fig. 1. The set $\mathcal{C}^{+}$.

In order to use Lax-Milgram's lemma, let us compute

$$
\begin{equation*}
\Re\left(i \bar{k} b^{+}(u, u)\right)=\Im(k) \int_{\Omega}|\nabla u|^{2}+\Im(k)|k|^{2} \int_{\Omega}|u|^{2}+\int_{\Gamma} \Re(\zeta(k) \bar{k})|u|^{2} d \gamma \tag{14}
\end{equation*}
$$

By (12), we have for $|k| \geq K$

$$
\int_{\Gamma} \Re(\zeta(k) \bar{k})|u|^{2} d \gamma \geq-\lambda_{m}|k|^{2} \int_{\Gamma}|u|^{2} d \gamma
$$

From Lemma 3.3 in [2], for any domain $\mathcal{D}$ with a twice differentiable and bounded boundary, there exists a constant $C$ depending only on $\mathcal{D}$ such that $\forall u \in H^{1}(\mathcal{D})$ and $\forall \epsilon>0$

$$
\begin{equation*}
\int_{\partial \mathcal{D}}|u|^{2} \leq \epsilon \int_{\mathcal{D}}|\nabla u|^{2}+\left(C+\frac{1}{\epsilon}\right) \int_{\mathcal{D}}|u|^{2} . \tag{15}
\end{equation*}
$$

Then, by (12), using (15) with $\mathcal{D}=\Omega$ and $\epsilon=\frac{1}{|k|}$, we get

$$
\begin{aligned}
\int_{\Gamma} \Re(\zeta(k) \bar{k})|u|^{2} d \gamma & \geq-\lambda_{m}|k|^{2} \int_{\Gamma}|u|^{2} d \gamma \\
& \geq-\lambda_{m}|k|\|\nabla u\|_{L^{2}(\Omega)}^{2}-\lambda_{m}|k|^{2}(C+|k|)\|u\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

and

$$
\Re\left(i \bar{k} b^{+}(u, u)\right) \geq\left(\Im(k)-\lambda_{m}|k|\right)\|\nabla u\|_{L^{2}(\Omega)}^{2}+|k|^{2}\left(\Im(k)-\lambda_{m}|k|-\lambda_{m} C\right)\|u\|_{L^{2}(\Omega)}^{2} .
$$

Therefore, if $\Im(k) \geq \lambda_{m}|k|+\lambda_{m} C+1$, then we have shown the coerciveness of $i \bar{k} b^{+}$:

$$
\Re\left(i \bar{k} b^{+}(u, u)\right) \geq \min \left(\lambda_{m} C+1,|k|^{2}\right)\|u\|_{H^{1}(\Omega)}^{2}
$$

This means, by Lax-Milgram's lemma, that (13) has a unique solution. The lemma is proved.

Remark 3. It is well known (see [4]) that when $\Im(k)>0$, the requirement that the solution of the Helmholtz equation belongs to $H^{1}(\Omega)$ is equivalent to the outgoing Sommerfeld condition [4]. Namely, whenever $\Im(k)>0$, (13) is equivalent to the following problem

$$
\left\{\begin{array}{l}
u^{+} \in H_{l o c}^{1}(\Omega) \\
-\Delta u^{+}-k^{2} u^{+}=0 \quad \text { in } \quad \Omega \\
\frac{\partial u^{+}}{\partial \mathbf{n}}+i \zeta(k) u^{+}=g \quad \text { on } \Gamma, \\
\lim _{r \rightarrow \infty} r^{\frac{N-1}{2}}\left(\frac{\partial u^{+}}{\partial r}-i k u^{+}\right)=0 \quad \text { uniformly in all directions. }
\end{array}\right.
$$

This defines the "outgoing" solution of the Helmholtz equation.
For $k \in \mathcal{C}^{+}$we define the operator $R^{+}(k, \zeta(k))$ by $R^{+}(k, \zeta(k)) g=u^{+}$, where $u^{+}$ is the solution to (13). In order to extend $R^{+}$in $\mathbb{C} \backslash \mathcal{C}^{+}$, we need a formulation of the solution by integral equations over the boundary $\Gamma$ (see [5]). $u^{+}$can be written as a combination of the single layer and the double layer potentials

$$
\begin{equation*}
u^{+}=-i \tilde{V_{k}^{+}}\left(\zeta(k) v^{+}\right)-\tilde{K_{k}^{+}}\left(v^{+}\right) \quad \text { in } \quad \Omega \tag{16}
\end{equation*}
$$

where the potential $v^{+} \in H^{1 / 2}(\Gamma)$ defined on $\Gamma$ must be determined. The integral operators

$$
\begin{aligned}
\tilde{V_{k}^{+}} v(\mathbf{x}) & :=\int_{\Gamma} G_{k}^{+}(\mathbf{x}, \mathbf{y}) v(\mathbf{y}) d \gamma(\mathbf{y}) \\
\tilde{K_{k}^{+}} v(\mathbf{x}) & :=\int_{\Gamma} \frac{\partial}{\partial \mathbf{n}_{\mathbf{y}}} G_{k}^{+}(\mathbf{x}, \mathbf{y}) v(\mathbf{y}) d \gamma(\mathbf{y})
\end{aligned}
$$

are defined for $\mathbf{x} \notin \Gamma$. We recall that the outgoing fundamental solution $G_{k}^{+}(\mathbf{x}, \mathbf{y})$ is equal to $\frac{i}{4} H_{0}^{(1)}(k|\mathbf{x}-\mathbf{y}|)$ for $N=2$ and $\frac{\exp (i k|\mathbf{x}-\mathbf{y}|)}{4 \pi|\mathbf{x}-\mathbf{y}|}$ for $N=3$. The advantage of integral representations is that the Helmholtz equation and the outgoing Sommerfeld condition are automatically satisfied. Then the potential $v^{+} \in H^{1 / 2}(\Gamma)$ is determined by requiring that the impedance boundary condition is satisfied, leading to [5]:

$$
\begin{align*}
T^{+}(k, \zeta(k)) v^{+}:= & -D_{k}^{+}\left(v^{+}\right)-i\left(\zeta(k) K_{k}^{+}\left(v^{+}\right)+\left(K_{k}^{+}\right)^{t}\left(\zeta(k) v^{+}\right)\right) \\
& +\zeta(k) V_{k}^{+}\left(\zeta(k) v^{+}\right)=g \tag{17}
\end{align*}
$$

where the integral operators

$$
\begin{aligned}
V_{k}^{+}(v)(\mathbf{x}) & :=\int_{\Gamma} G_{k}^{+}(\mathbf{x}, \mathbf{y}) v(\mathbf{y}) d \gamma(\mathbf{y}) \\
K_{k}^{+}(v)(\mathbf{x}) & :=\int_{\Gamma} \frac{\partial G_{k}^{+}(\mathbf{x}, \mathbf{y})}{\partial \mathbf{n}_{\mathbf{y}}} v(\mathbf{y}) d \gamma(\mathbf{y}) \\
\left(K_{k}^{+}\right)^{t}(v)(\mathbf{x}) & :=\int_{\Gamma} \frac{\partial G_{k}^{+}(\mathbf{x}, \mathbf{y})}{\partial \mathbf{n}_{\mathbf{x}}} v(\mathbf{y}) d \gamma(\mathbf{y}) \\
D_{k}^{+}(v)(\mathbf{x}) & :=\int_{\Gamma} \frac{\partial^{2} G_{k}^{+}(\mathbf{x}, \mathbf{y})}{\partial \mathbf{n}_{\mathbf{x}} \partial \mathbf{n}_{\mathbf{y}}} v(\mathbf{y}) d \gamma(\mathbf{y})
\end{aligned}
$$

are defined for $\mathbf{x} \in \Gamma$. We recall that

$$
\begin{array}{rll}
V_{k}^{+} \in \mathcal{L}\left(H^{-1 / 2}(\Gamma), H^{1 / 2}(\Gamma)\right) & , \quad K_{k}^{+} \in \mathcal{L}\left(H^{-1 / 2}(\Gamma), H^{1 / 2}(\Gamma)\right), \\
\left(K_{k}^{+}\right)^{t} \in \mathcal{L}\left(H^{-1 / 2}(\Gamma), H^{1 / 2}(\Gamma)\right) & , \quad D_{k}^{+} \in \mathcal{L}\left(H^{1 / 2}(\Gamma), H^{-1 / 2}(\Gamma)\right) .
\end{array}
$$

Note that (16) is only one possible representation of $u^{+}$. The reason for using (16) is that the associated integral equation, namely (17), is also the integral equation for the resolution of the interior impedance problem. We set

$$
\tilde{\mathbb{C}}:=\left\{\begin{array}{l}
\mathbb{C} \backslash\{z \in \mathbb{R}, z \leq 0\} \quad \text { if } N \text { is even }, \\
\mathbb{C} \text { otherwise. }
\end{array}\right.
$$

Lemma 4. The operator $R^{+} \in \mathcal{L}\left(H^{-1 / 2}(\Gamma), H^{1}(\Omega)\right)$, defined for $k \in \mathcal{C}^{+}$by Lemma 2, has a meromorphic extension to $\tilde{\mathbb{C}}$, and the extension is an operator belonging to the space $\mathcal{L}\left(H^{-1 / 2}(\Gamma), H_{\text {loc }}^{1}(\Omega)\right)$.

Proof. The inverse of the operator $T^{+}$is labeled $S^{+}$. We have that $T^{+}$belongs to the space $\mathcal{L}\left(H^{1 / 2}(\Gamma), H^{-1 / 2}(\Gamma)\right)$ and $S^{+} \in \mathcal{L}\left(H^{-1 / 2}(\Gamma), H^{1 / 2}(\Gamma)\right)$ in $\mathcal{C}^{+}$. The three operators $R^{+}, T^{+}$, and $S^{+}$are well-defined in $\mathcal{C}^{+}$. Moreover, by (16) and (17), $R^{+}$ and $S^{+}$are linked by the relation

$$
\begin{equation*}
R^{+}(k, \zeta(k))=\left(-i \tilde{V_{k}^{+}} \zeta(k)-\tilde{K_{k}^{+}}\right) S^{+}(k, \zeta(k)) . \tag{18}
\end{equation*}
$$

Since $\left(-i \tilde{V_{k}^{+}} \zeta(k)-\tilde{K_{k}^{+}}\right)$is analytic in $\tilde{\mathbb{C}}$, it is equivalent to extend $R^{+}$or $S^{+}$. Henceforth the extension of $R^{+}$is done through $T^{+}$. First, by (17), one can see that $T^{+}$is well-defined $\forall k \in \tilde{\mathbb{C}}$ and is analytic in $k$. Then, from [5], we notice that for $k_{0}$, such that $\Im\left(k_{0}\right)>0$, the operator $D_{k_{0}}^{+}$is invertible. We write for $k \in \tilde{\mathbb{C}}$

$$
T^{+}(k, \zeta(k))=-D_{k_{0}}^{+}[\mathrm{I}+C(k, \zeta(k))],
$$

where

$$
\begin{aligned}
C(k, \zeta(k)):= & D_{k_{0}}^{+-1}\left(D_{k}^{+}-D_{k_{0}}^{+}\right)+i D_{k_{0}}^{+-1} \zeta(k) K_{k}^{+} \\
& +i D_{k_{0}}^{+-1}\left(K_{k}^{+}\right)^{t} \zeta(k)-D_{k_{0}}^{+-1} \zeta(k) V_{k}^{+} \zeta(k) .
\end{aligned}
$$

By subtracting the symbol of the pseudodifferential operators $D_{k}^{+}$and $D_{k_{0}}^{+}$, one can easily show that $D_{k_{0}}^{+-1}\left(D_{k}^{+}-D_{k_{0}}^{+}\right)$is compact (see $\left.[3,14]\right)$. Moreover, from the mapping properties of $D_{k_{0}}^{+-1}, K_{k}^{+},\left(K_{k}^{+}\right)^{t}$, and $V_{k}^{+}$, the three remaining pseudodifferential operators appearing in the expression of $C(k, \zeta(k))$ are compact. We conclude that $C(k, \zeta(k))$ is compact. Finally by Lemma $2, T^{+}(k, \zeta(k))$ is invertible $\forall k \in \mathcal{C}^{+}$. Consequently, by Steinberg's theorem $[17],\left(T^{+}(k, \zeta(k))\right)^{-1}=S^{+}(k, \zeta(k))$ has a meromorphic extension to $\widetilde{\mathbb{C}} \backslash \mathcal{C}^{+}$. Hence, $S^{+}$has a countable number of poles. Thanks to relation (18) and to the analycity of $\zeta(k)$ and of the two operators $\tilde{V}_{k}^{+}$and $\tilde{K}_{k}^{+}, R^{+}$ is extended in the same way as $S^{+}$.

Remark 5 . The proof of Lemma 4 gives the way to define the outgoing solution of the Helmholtz equation for almost any frequency $k \in \widetilde{\mathbb{C}}$. From now on, we will refer to this procedure when stating that a solution is outgoing.

As a consequence of the above two lemmas, we have the following theorem.


Fig. 2. The set $\mathcal{C}^{-}$.

THEOREM 6. $R^{+}$has a countable number of poles. These poles lie in $\tilde{\mathbb{C}} \backslash \mathcal{C}^{+}$. Conversely, the incoming solution $u^{-}$is defined for $\Im(k)<0$ by

$$
\left\{\begin{array}{l}
u^{-} \in H^{1}(\Omega),  \tag{19}\\
-\Delta u^{-}-k^{2} u^{-}=0 \quad \text { in } \quad \Omega \\
\frac{\partial u^{-}}{\partial \mathbf{n}}+i \zeta(k) u^{-}=g \quad \text { on } \quad \Gamma .
\end{array}\right.
$$

As for the outgoing problem, one can show the following lemma.
Lemma 7. Let $\zeta(k)$ be an impedance function satisfying condition (12). Then the problem (19) has a unique solution when the complex frequency $k$ lies inside the set $\mathcal{C}^{-}$defined by

$$
\Im(k) \leq-\lambda_{m}|k|-\left(\lambda_{m} C+1\right) \quad \text { and } \quad|k| \geq K
$$

where $C>0$ depends only on the domain $\Omega$ (see Figure 2).
Remark 8. When $\Im(k)<0$, the requirement that the solution to the Helmholtz equation belongs to $H^{1}(\Omega)$ is equivalent to the incoming Sommerfeld condition [4]. Namely, whenever $\Im(k)<0$, (19) is equivalent to the following problem:

$$
\left\{\begin{array}{l}
u^{-} \in H_{l o c}^{1}(\Omega), \\
-\Delta u^{-}-k^{2} u^{-}=0 \quad \text { in } \quad \Omega, \\
\frac{\partial u^{-}}{\partial \mathbf{n}}+i \zeta(k) u^{-}=g \quad \text { on } \Gamma, \\
\lim _{r \rightarrow \infty} r^{\frac{N-1}{2}}\left(\frac{\partial u^{-}}{\partial r}+i k u^{-}\right)=0 \quad \text { uniformly in all directions. }
\end{array}\right.
$$

This defines the "incoming" solution of the Helmholtz equation.
We define the operator $R^{-}(k, \zeta(k))$ by $R^{-}(k, \zeta(k)) g=u^{-}$for $k \in \mathcal{C}^{-}$. All the previous integral operators can be defined for the incoming problem. The superscript + has to be replaced by - . The incoming fundamental solution $G_{k}^{-}(\mathbf{x}, \mathbf{y})$ is equal to


FIG. 3. The set $\mathcal{C}^{\text {int }}$.
$-\frac{i}{4} H_{0}^{(2)}(k|\mathbf{x}-\mathbf{y}|)$ for $N=2$ and $\frac{\exp (-i k|\mathbf{x}-\mathbf{y}|)}{4 \pi|\mathbf{x}-\mathbf{y}|}$ for $N=3$. Equation (17) with the superscript - instead of + is the integral equation for the incoming problem and defines the operator $T^{-}$. The operators $R^{-}$and $S^{-}$are extended in a meromorphic way to $\mathbb{C} \backslash \mathcal{C}^{-}$, leading to the following lemma.

Lemma 9. The operator $R^{-} \in \mathcal{L}\left(H^{-1 / 2}(\Gamma), H^{1}(\Omega)\right)$ defined for $k \in \mathcal{C}^{-}$by Lemma 7 has a meromorphic extension to $\widetilde{\mathbb{C}}$, and the extension is an operator belonging to $\mathcal{L}\left(H^{-1 / 2}(\Gamma), H_{l o c}^{1}(\Omega)\right)$.

ThEOREM 10. $R^{-}$has a countable number of poles. These poles lie in $\tilde{\mathbb{C}} \backslash \mathcal{C}^{-}$.
Finally, it appears useful to define the impedance interior problem,

$$
\left\{\begin{array}{l}
u^{\mathrm{int}} \in H^{1}\left(\Omega^{\mathrm{int}}\right),  \tag{20}\\
-\Delta u^{\mathrm{int}}-k^{2} u^{\mathrm{int}}=0 \quad \text { in } \quad \Omega \\
\frac{\partial u^{\mathrm{int}}}{\partial \mathbf{n}}+i \zeta(k) u^{\mathrm{int}}=g \quad \text { on } \quad \Gamma
\end{array}\right.
$$

and the operator $R^{\text {int }}(k, \zeta(k))$ by $R^{\text {int }}(k, \zeta(k)) g=u^{\text {int }}$ when $u^{\text {int }}$ is well-defined. Similarly to Lemmas 2 and 7, we have the following.

Lemma 11. Let $\zeta(k)$ be an impedance function satisfying condition (12). The problem (20) has a unique solution when the complex frequency $k$ lies inside the set $\mathcal{C}^{\text {int }}$ defined by (see Figure 3)

$$
|\Im(k)| \geq \lambda_{m}|k|+\lambda_{m} C+1 \text { and }|k| \geq K
$$

where $C>0$ depends only on the domain $\Omega$.
The solution $u^{\text {int }}$ can be represented by an integral representation involving either the outgoing kernel $G_{k}^{+}$or the incoming kernel $G_{k}^{-}$:

$$
R^{\mathrm{int}}=\left(-i \tilde{V_{k}^{+}} \zeta(k)-\tilde{K_{k}^{+}}\right) S^{+}(k, \zeta(k))
$$

or

$$
R^{\mathrm{int}}=\left(-i \tilde{V_{k}^{-}} \zeta(k)-\tilde{K_{k}^{-}}\right) S^{-}(k, \zeta(k))
$$

Obviously, these two expressions are equivalent inside $\Omega^{\text {int }}$. As in Lemmas 4 and 9 , one can show that the problem (20) has a countable number of poles.

ThEOREM 12. $R^{\mathrm{int}}$ has a countable number of poles. These poles lie in $\tilde{\mathbb{C}} \backslash \mathcal{C}^{\mathrm{int}}$.
The importance of the interior problem for the construction of the scattering matrix comes from the following two relations,

$$
\begin{aligned}
& S^{+}(k, \zeta(k)): g \mapsto v^{+}=\llbracket u^{+} \rrbracket:=u^{\mathrm{int}}{ }_{\mid \Gamma}-u^{+}{ }_{\mid \Gamma}, \\
& S^{-}(k, \zeta(k)): g \mapsto v^{-}=\llbracket u^{-} \rrbracket:=u^{\mathrm{int}}{ }_{\mid \Gamma}-u^{-}{ }_{\mid \Gamma},
\end{aligned}
$$

where $u^{+}, u^{-}$and $u^{\text {int }}$ are the solutions of (13), (19), and (20), respectively, with the right-hand side $g$.
2.2. Link between incoming and outgoing solutions. In fact, the two problems (13) and (19) are very close to one another. Thus, special relations link $R^{+}$and $R^{-}$. This is what makes the relation (9) possible. First, if $u^{+}=R^{+}(k, \zeta(k)) g$ for $k \in \mathcal{C}^{+}$, we see that the incoming Sommerfeld condition holds with $(-k)$ instead of $k$. Then, since $-k \in \mathcal{C}^{-}$, by Lemma 7 , we get

$$
\begin{equation*}
R^{+}(k, \zeta(k))=R^{-}(-k, \zeta(k)) \tag{21}
\end{equation*}
$$

whenever $k \in \mathcal{C}^{+}$. By analyticity arguments, this relation holds $\forall k \in \widetilde{\mathbb{C}}$ such that $R^{+}(k, \zeta(k))$ is defined. This shows that the poles of $R^{+}(k, \zeta(k))$ are exactly those of $R^{-}(-k, \zeta(k))$.

On the other hand, if one sets $u=R^{+}(k, \zeta(k)) \bar{g}$, then $\bar{u}$ satisfies for $k \in \mathcal{C}^{+}$

$$
\left\{\begin{array}{l}
-\Delta \bar{u}-\bar{k}^{2} \bar{u}=0 \quad \text { in } \quad \Omega \\
\frac{\partial \bar{u}}{\partial \mathbf{n}}-i \overline{\zeta(k)} \bar{u}=g \quad \text { on } \Gamma \\
\lim _{r \rightarrow \infty} r^{\frac{N-1}{2}}\left(\frac{\partial \bar{u}}{\partial r}+i \bar{k} \bar{u}\right)=0
\end{array}\right.
$$

By Lemma 7, this problem has a unique solution since $\bar{k} \in \mathcal{C}^{-}$and the couple $(\bar{k},-\overline{\zeta(k)})$ satisfies (12). Hence $\bar{u}=R^{-}(\bar{k},-\overline{\zeta(k)}) g$. Then

$$
\begin{equation*}
\overline{R^{+}(k, \zeta(k))}=R^{-}(\bar{k},-\overline{\zeta(k)}) \tag{22}
\end{equation*}
$$

for $k \underset{\sim}{ } \in \mathcal{C}^{+}$. Using the same argument as for (21), relation (22) holds for almost all $k \in \tilde{\mathbb{C}}$. With the same argument, we also have

$$
\begin{equation*}
R^{\mathrm{int}}(k, \zeta(k))=R^{\mathrm{int}}(-k, \zeta(k)), \quad \overline{R^{\mathrm{int}}(k, \zeta(k))}=R^{\mathrm{int}}(\bar{k},-\overline{\zeta(k)}) \tag{23}
\end{equation*}
$$

If $T^{ \pm}$stands for either $T^{+}$or $T^{-}$, we have

$$
\begin{aligned}
& \left\langle T^{ \pm}(k, \zeta(k)) v, v^{\prime}\right\rangle=-\int_{\Gamma \times \Gamma} \frac{\partial^{2}}{\partial \mathbf{n}_{\mathbf{x}} \partial \mathbf{n}_{\mathbf{y}}} G_{k}^{ \pm}(\mathbf{x}, \mathbf{y}) v(\mathbf{x}) \bar{v}^{\prime}(\mathbf{y}) d \gamma(\mathbf{x}) d \gamma(\mathbf{y}) \\
& - \\
& i \int_{\Gamma \times \Gamma}\left[\frac{\partial}{\partial \mathbf{n}_{\mathbf{y}}} G_{k}^{ \pm}(\mathbf{x}, \mathbf{y}) \zeta(k, \mathbf{x})+\frac{\partial}{\partial \mathbf{n}_{\mathbf{x}}} G_{k}^{ \pm}(\mathbf{x}, \mathbf{y}) \zeta(k, \mathbf{y})\right] v(\mathbf{x}) \bar{v}^{\prime}(\mathbf{y}) d \gamma(\mathbf{x}) d \gamma(\mathbf{y}) \\
& +\int_{\Gamma \times \Gamma} G_{k}^{ \pm}(\mathbf{x}, \mathbf{y}) \zeta(k, \mathbf{x}) \zeta(k, \mathbf{y}) v(\mathbf{x}) \bar{v}^{\prime}(\mathbf{y}) d \gamma(\mathbf{x}) d \gamma(\mathbf{y}) .
\end{aligned}
$$

One can easily check the relation $\overline{G_{k}^{ \pm}(\mathbf{x}, \mathbf{y})}=G_{-\bar{k}}^{ \pm}(\mathbf{x}, \mathbf{y})$ for both the incoming and the outgoing solutions. Let $\left(T^{ \pm}(k, \zeta(k))\right)^{*}$ be the adjoint operator of $T^{ \pm}(k, \zeta(k))$. Since the kernel of $T^{ \pm}$is symmetric with respect to $\mathbf{x}$ and $\mathbf{y}$, we have $\left(T^{ \pm}(k, \zeta(k))\right)^{*}=$ $\overline{T^{ \pm}(k, \zeta(k))}$, and thus

$$
\left\langle\left(T^{ \pm}(k, \zeta(k))\right)^{*} v, v^{\prime}\right\rangle=\left\langle\overline{T^{ \pm}(k, \zeta(k))} v, v^{\prime}\right\rangle=\left\langle T^{ \pm}(-\bar{k},-\overline{\zeta(k)}) v, v^{\prime}\right\rangle
$$

for almost all $k \in \tilde{\mathbb{C}}$. Hence

$$
\begin{equation*}
\left(T^{ \pm}(k, \zeta(k))\right)^{*}=\overline{T^{ \pm}(k, \zeta(k))}=T^{ \pm}(-\bar{k},-\overline{\zeta(k)}) \tag{24}
\end{equation*}
$$

for almost all $k \in \tilde{\mathbb{C}}$. If $S^{ \pm}$stands for $S^{+}$or $S^{-}$, then we also have

$$
\begin{equation*}
\left(S^{ \pm}(k, \zeta(k))\right)^{*}=\overline{S^{ \pm}(k, \zeta(k))}=S^{ \pm}(-\bar{k},-\overline{\zeta(k)}) \tag{25}
\end{equation*}
$$

for almost all $k \in \tilde{\mathbb{C}}$. Similarly, the relation $G_{-k}^{+}(\mathbf{x}, \mathbf{y})=G_{k}^{-}(\mathbf{x}, \mathbf{y})$ enables us to show the following equality

$$
\begin{equation*}
S^{-}(k, \zeta(k))=S^{+}(-k, \zeta(k)) \tag{26}
\end{equation*}
$$

for almost all $k \in \tilde{\mathbb{C}}$.
2.3. The far field patterns. The outgoing and incoming solutions share a special behavior at infinity (i.e., very far away from the obstacle): the solution at a point $\mathbf{x} \in \mathbb{R}^{N}$ is asymptotically equal to a function of $|\mathbf{x}|$ times a function of $\hat{\mathbf{x}}:=\frac{\mathbf{x}}{|\mathbf{x}|}$. This latter function is called the far field pattern. The main interest of the far field for what we are concerned with lies in the fact that it gives a characterization of the scattering matrix.

The outgoing kernel satisfies

$$
G_{k}^{+}(\mathbf{x}, \mathbf{y})=\frac{e^{i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N-1}{2}}} e^{-i k \hat{\mathbf{x}} \cdot \mathbf{y}} \chi(k)+O\left(\frac{e^{i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N+1}{2}}}\right), \quad \text { where } \chi(k)=\frac{(-i k)^{\frac{N-3}{2}}}{2(2 \pi)^{\frac{N-1}{2}}},
$$

and

$$
\frac{\partial G_{k}^{+}}{\partial \mathbf{n}_{\mathbf{y}}}(\mathbf{x}, \mathbf{y})=\frac{e^{i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N-1}{2}}} \frac{\partial e^{-i k \hat{\mathbf{x}} \cdot \mathbf{y}}}{\partial \mathbf{n}_{\mathbf{y}}} \chi(k)+O\left(\frac{e^{i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N+1}{2}}}\right)
$$

Recalling that $v^{+}=S^{+}(k, \zeta(k)) g=\llbracket u^{+} \rrbracket$ and using (18), we get

$$
\begin{equation*}
R^{+}(k, \zeta(k)) g(\mathbf{x})=\frac{e^{i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N-1}{2}}} A_{+, g}(\hat{\mathbf{x}}, k, \zeta(k))+O\left(\frac{e^{i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N+1}{2}}}\right) \tag{27}
\end{equation*}
$$

where for any $\hat{\mathbf{x}} \in S_{1}$

$$
A_{+, g}(\hat{\mathbf{x}}, k, \zeta(k)):=-\chi(k) \int_{\Gamma}\left(\frac{\partial e^{-i k \hat{\mathbf{x}} \cdot \mathbf{y}}}{\partial \mathbf{n}_{\mathbf{y}}}+i \zeta(k, \mathbf{y}) e^{-i k \hat{\mathbf{x}} \cdot \mathbf{y}}\right) \llbracket u^{+}(\mathbf{y}) \rrbracket d \gamma(\mathbf{y}) .
$$

For the incoming solution, we have

$$
G_{k}^{-}(\mathbf{x}, \mathbf{y})=\frac{e^{-i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N-1}{2}}} e^{i k \hat{\mathbf{x}} \cdot \mathbf{y}} \chi(-k)+O\left(\frac{e^{-i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N+1}{2}}}\right)
$$

and

$$
\frac{\partial G_{k}^{-}}{\partial \mathbf{n}_{\mathbf{y}}}(\mathbf{x}, \mathbf{y})=\frac{e^{-i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N-1}{2}}} \frac{\partial e^{i k \hat{\mathbf{x}} \cdot \mathbf{y}}}{\partial \mathbf{n}_{\mathbf{y}}} \chi(-k)+O\left(\frac{e^{-i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N+1}{2}}}\right)
$$

Hence

$$
\begin{equation*}
R^{-}(k, \zeta(k)) g(\mathbf{x})=\frac{e^{-i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N-1}{2}}} A_{-, g}(\hat{\mathbf{x}}, k, \zeta(k))+O\left(\frac{e^{-i k|\mathbf{x}|}}{|\mathbf{x}|^{\frac{N+1}{2}}}\right) \tag{28}
\end{equation*}
$$

where for any $\hat{\mathbf{x}} \in S_{1}$

$$
A_{-, g}(\hat{\mathbf{x}}, k, \zeta(k)):=-\chi(-k) \int_{\Gamma}\left(\frac{\partial e^{i k \hat{\mathbf{x}} \cdot \mathbf{y}}}{\partial \mathbf{n}_{\mathbf{y}}}+i \zeta(k, \mathbf{y}) e^{i k \hat{\mathbf{x}} \cdot \mathbf{y}}\right) \llbracket u^{-}(\mathbf{y}) \rrbracket d \gamma(\mathbf{y})
$$

$A_{+, g}$ and $A_{-, g}$ are the scattering amplitudes, or far field patterns of, respectively, the outgoing and the incoming solution.

From (21), we automatically infer that

$$
\begin{equation*}
A_{-, g}(\hat{\mathbf{x}}, k, \zeta(k))=A_{+, g}(\hat{\mathbf{x}},-k, \zeta(k)) \tag{29}
\end{equation*}
$$

and (22) implies that

$$
\begin{equation*}
\overline{A_{+, g}(\hat{\mathbf{x}}, k, \zeta(k))}=A_{-, \bar{g}}(\hat{\mathbf{x}}, \bar{k},-\overline{\zeta(k)}) . \tag{30}
\end{equation*}
$$

Now we study more closely the case of the plane wave incidence. This is important for several reasons. First, it is a very important case physically. Second, the far field pattern can be expressed as a superposition of plane waves. More precisely, for the incident wave $u_{0}(\mathbf{x})=e^{-i k \hat{\mathbf{y}} \cdot \mathbf{x}}$ where $|\hat{\mathbf{y}}|=1$, the boundary condition reads

$$
\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u=\frac{\partial u_{0}}{\partial \mathbf{n}}+i \zeta(k) u_{0}=q_{\hat{\mathbf{y}}, k, \zeta(k)}
$$

where

$$
\begin{equation*}
\left(q_{\hat{\mathbf{y}}, k, \zeta(k)}\right)(\mathbf{x}):=\frac{\partial}{\partial \mathbf{n}_{\mathbf{x}}} e^{-i k \hat{\mathbf{y}} \cdot \mathbf{x}}+i \zeta(k, \mathbf{x}) e^{-i k \hat{\mathbf{y}} \cdot \mathbf{x}} \tag{31}
\end{equation*}
$$

The far field pattern, with respect to the plane wave, is labeled $s_{ \pm}$, i.e.,

$$
\begin{equation*}
s_{ \pm}(\hat{\mathbf{y}}, \hat{\mathbf{x}}, k, \zeta(k)):=A_{ \pm, q_{\hat{\mathbf{y}}, k, \zeta(k)}}(\hat{\mathbf{x}}, k, \zeta(k)) \tag{32}
\end{equation*}
$$

Putting together (27), (28), and (31), we have that

$$
\begin{align*}
& A_{+, g}(\hat{\mathbf{x}}, k, \zeta(k))=-\chi(k) \int_{\Gamma} q_{\hat{\mathbf{x}}, k, \zeta(k)} S^{+}(k, \zeta(k)) g d \gamma \\
& A_{-, g}(\hat{\mathbf{x}}, k, \zeta(k))=-\chi(-k) \int_{\Gamma} q_{-\hat{\mathbf{x}}, k, \zeta(k)} S^{-}(k, \zeta(k)) g d \gamma \tag{33}
\end{align*}
$$

### 2.4. Two fundamental relationships between incoming and outgoing

 far field patterns.Lemma 13. We have
$A_{-, g}(-\hat{\mathbf{x}}, k, \zeta(k))=-1^{\frac{N+1}{2}} A_{+, g}(\hat{\mathbf{x}}, k, \zeta(k))$

$$
\begin{equation*}
+\frac{i k^{\frac{N-1}{2}}}{2 \pi} \int_{|\hat{\mathbf{y}}|=1} s_{-}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k)) A_{+, g}(\hat{\mathbf{y}}, k, \zeta(k)) d S(\hat{\mathbf{y}}) \tag{34}
\end{equation*}
$$

$A_{+, g}(\hat{\mathbf{x}}, k, \zeta(k))=-1^{\frac{N+1}{2}} A_{-, g}(-\hat{\mathbf{x}}, k, \zeta(k))$

$$
\begin{equation*}
+\left(\frac{-i k}{2 \pi}\right)^{\frac{N-1}{2}} \int_{|\hat{\mathbf{y}}|=1} s_{+}(\hat{\mathbf{x}},-\hat{\mathbf{y}}, k, \zeta(k)) A_{-, g}(-\hat{\mathbf{y}}, k, \zeta(k)) d S(\hat{\mathbf{y}}) \tag{35}
\end{equation*}
$$

Proof. For $k \in \tilde{\mathbb{C}}$ and $g \in H^{-1 / 2}(\Gamma)$ fixed, let us compute

$$
\begin{aligned}
\mathcal{H} & =-\frac{A_{+, g}(\hat{\mathbf{x}}, k, \zeta(k))}{\chi(k)}+\frac{A_{-, g}(-\hat{\mathbf{x}}, k, \zeta(k))}{\chi(-k)} \\
& =\int_{\Gamma}\left[S^{+}(k, \zeta(k)) g-S^{-}(k, \zeta(k)) g\right] q_{\hat{\mathbf{x}}, k, \zeta(k)} d \gamma
\end{aligned}
$$

Thanks to (26), one may write

$$
\mathcal{H}=\left\langle S^{+}(k, \zeta(k)) g, \overline{q_{\hat{\mathbf{x}}, k, \zeta(k)}}\right\rangle-\left\langle g,\left(S^{+}(-k, \zeta(k))\right)^{*} \overline{q_{\hat{\mathbf{x}}, k, \zeta(k)}}\right\rangle .
$$

Due to (25), we arrange the previous equation as

$$
\mathcal{H}=\left\langle S^{+}(k, \zeta(k)) g, \overline{q_{\hat{\mathbf{x}}, k, \zeta(k)}}\right\rangle-\left\langle g, S^{+}(\bar{k},-\overline{\zeta(k)}) \overline{q_{\hat{\mathbf{x}}}, k, \zeta(k)}\right\rangle .
$$

By (31), the plane wave satisfies $q:=\overline{q_{\hat{\mathbf{x}}}, k, \zeta(k)}=q_{-\hat{\mathbf{x}}, \bar{k},-\overline{\zeta(k)}}$. We define the function $v$ by $v=R^{+}(\bar{k},-\overline{\zeta(k)}) q$ in $\Omega$ and by $v=R^{\operatorname{int}}\left((\bar{k},-\overline{\zeta(k)}) q\right.$ in $\Omega^{\text {int }}$. In fact, $v$ is the outgoing solution of $\Delta v+\bar{k}^{2} v=0$. Moreover, we have $S^{+}(\bar{k},-\overline{\zeta(k)}) \overline{q_{\hat{\mathbf{x}}, k, \zeta(k)}}=$ $S^{+}(\bar{k},-\overline{\zeta(k)}) q=\llbracket v \rrbracket$ and $\frac{\partial v}{\partial \mathbf{n}}-i \overline{\zeta(k)} v=q=\overline{q_{\hat{\mathbf{x}}, k, \zeta(k)}}$ on both sides of $\Gamma$. From (27) and (32), the asymptotic behavior of $v$ is

$$
v(\mathbf{y}) \stackrel{|\mathbf{y}| \rightarrow \infty}{\sim} \frac{e^{i \bar{k}|\mathbf{y}|}}{|\mathbf{y}|^{\frac{N-1}{2}}} s_{+}(-\hat{\mathbf{x}}, \hat{\mathbf{y}}, \bar{k},-\overline{\zeta(k)}),
$$

where $s_{+}$is defined in (32).
On the other hand, let us denote by $u=R^{+}(k, \zeta(k)) g$ in $\Omega$ and $u=R^{\text {int }}(k, \zeta(k)) g$ in $\Omega^{\text {int }}$, the outgoing solution with the initial data $g$. We have

$$
S^{+}(k, \zeta(k)) g=\llbracket u \rrbracket, \quad \frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u=g \quad \text { on } \quad \Gamma
$$

and

$$
u(\mathbf{y}) \stackrel{|\mathbf{y}| \rightarrow \infty}{\sim} \frac{e^{i k|\mathbf{y}|}}{|\mathbf{y}|^{\frac{N-1}{2}}} A_{+, g}(\hat{\mathbf{y}}, k, \zeta(k))
$$

Therefore

$$
\begin{aligned}
\mathcal{H} & =\left\langle\llbracket u \rrbracket, \frac{\partial v}{\partial \mathbf{n}}-i \overline{\zeta(k)} v\right\rangle-\left\langle\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u, \llbracket v \rrbracket\right\rangle \\
& =\int_{\Gamma}\left\{\llbracket u \rrbracket\left(\frac{\partial \bar{v}}{\partial \mathbf{n}}+i \zeta(k) \bar{v}\right)-\left(\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u\right) \llbracket \bar{v} \rrbracket\right\} .
\end{aligned}
$$

Let us denote by $\tilde{\Omega}_{R}$ the domain $\Omega^{\text {int }} \cup\left(\Omega \cap B_{R}\right)$ for some $R>0$ large enough. Then Green's formula applied to $\tilde{\Omega}_{R}$ turns into the two following relations:

$$
\begin{aligned}
\int_{\tilde{\Omega}_{R}} \nabla u \cdot \nabla \bar{v}-k^{2} u \bar{v} & =\int_{\tilde{\Omega}_{R}} \nabla u \cdot \nabla \bar{v}+\Delta u \bar{v} \\
& =\int_{\Gamma}\left(\frac{\partial u^{\mathrm{int}}}{\partial \mathbf{n}} \bar{v}^{\mathrm{int}}-\frac{\partial u}{\partial \mathbf{n}} \bar{v}\right) d \gamma+\int_{S_{R}} \frac{\partial u}{\partial r} \bar{v} d S_{R}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\tilde{\Omega}_{R}} \nabla u \cdot \nabla \bar{v}-k^{2} u \bar{v} & =\int_{\tilde{\Omega}_{R}} \nabla u \cdot \nabla \bar{v}+u \Delta \bar{v} \\
& =\int_{\Gamma}\left(u^{\mathrm{int}} \frac{\partial \overline{\mathrm{v}}^{\mathrm{int}}}{\partial \mathbf{n}}-u \frac{\partial \bar{v}}{\partial \mathbf{n}}\right) d \gamma+\int_{S_{R}} u \frac{\partial \bar{v}}{\partial r} d S_{R}
\end{aligned}
$$

By subtracting these last two equations, we have

$$
\begin{aligned}
& -\int_{S_{R}}\left(\frac{\partial u}{\partial r} \bar{v}-u \frac{\partial \bar{v}}{\partial r}\right) d S_{R} \\
& =\int_{\Gamma}\left\{\left(\frac{\partial u^{\mathrm{int}}}{\partial \mathbf{n}} \bar{v}^{\mathrm{int}}-\frac{\partial u}{\partial \mathbf{n}} \bar{v}\right)-\left(u^{\mathrm{int}} \frac{\partial \bar{v}^{\mathrm{int}}}{\partial \mathbf{n}}-u \frac{\partial \bar{v}}{\partial \mathbf{n}}\right)\right\} d \gamma \\
& =\int_{\Gamma}\left\{\left[\left(\frac{\partial u^{\mathrm{int}}}{\partial \mathbf{n}}+i \zeta(k) u^{\mathrm{int}}\right) \bar{v}^{\mathrm{int}}-\left(\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u\right) \bar{v}\right]\right. \\
& \left.\quad-\left[u^{\mathrm{int}}\left(\frac{\partial \bar{v}^{\mathrm{int}}}{\partial \mathbf{n}}+i \zeta(k) \bar{v}^{\mathrm{int}}\right)-u\left(\frac{\partial \bar{v}}{\partial \mathbf{n}}+i \zeta(k) \bar{v}\right)\right]\right\} d \gamma
\end{aligned}
$$

Since

$$
\frac{\partial u^{\mathrm{int}}}{\partial \mathbf{n}}+i \zeta(k) u^{\mathrm{int}}=\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u
$$

and

$$
\frac{\partial \bar{v}^{\mathrm{int}}}{\partial \mathbf{n}}+i \zeta(k) \bar{v}^{\mathrm{int}}=\frac{\partial \bar{v}}{\partial \mathbf{n}}+i \zeta(k) \bar{v}
$$

the last equality becomes
(36) $\int_{S_{R}}\left(\frac{\partial u}{\partial r} \bar{v}-u \frac{\partial \bar{v}}{\partial r}\right) d S_{R}=\int_{\Gamma}\left\{\llbracket u \rrbracket\left(\frac{\partial \bar{v}}{\partial \mathbf{n}}+i \zeta(k) \bar{v}\right)-\left(\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u\right) \llbracket \bar{v} \rrbracket\right\} d \gamma$.

Now on $S_{R}$, the asymptotic behavior of $u$ and $v$ enables one to write

$$
\frac{\partial u(r \hat{\mathbf{y}})}{\partial r} \overline{v(r \hat{\mathbf{y}})}-u(r \hat{\mathbf{y}}) \frac{\partial \overline{v(r \hat{\mathbf{y}})}}{\partial r} r \sim_{\sim}^{\infty} \frac{2 i k}{r^{N-1}} \overline{s_{+}(-\hat{\mathbf{x}}, \hat{\mathbf{y}}, \bar{k},-\overline{\zeta(k)})} A_{+, g}(\hat{\mathbf{y}}, k, \zeta(k))
$$

Thus,

$$
\mathcal{H}=\int_{S_{R}}\left(\frac{\partial u}{\partial r} \bar{v}-u \frac{\partial \bar{v}}{\partial r}\right) d S_{R}
$$

with

$$
\left.\left.\begin{array}{rl}
\int_{S_{R}}\left(\frac{\partial u}{\partial r}\right. & \bar{v}
\end{array}\right) u \frac{\partial \bar{v}}{\partial r}\right) d S_{R} .
$$

By (30) and (32)

$$
\begin{aligned}
\overline{s_{+}(-\hat{\mathbf{x}}, \hat{\mathbf{y}}, \bar{k},-\overline{\zeta(k)})} & =\overline{A_{+, q_{-\hat{\mathbf{x}}, \bar{k},-\overline{\zeta(k)}}}(\hat{\mathbf{y}}, \bar{k},-\overline{\zeta(k)})} \\
& =\overline{A_{+, \overline{q_{\hat{\mathbf{x}}, k, \zeta(k)}}}(\hat{\mathbf{y}}, \bar{k},-\overline{\zeta(k)})} \\
& =A_{-, q_{\mathbf{x}, k, \zeta(k)}}(\hat{\mathbf{y}}, k, \zeta(k))=s_{-}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k))
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\overline{s_{+}(-\hat{\mathbf{x}}, \hat{\mathbf{y}}, \bar{k},-\overline{\zeta(k)})}=s_{-}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k)) \tag{37}
\end{equation*}
$$

and

$$
\begin{aligned}
& \int_{S_{R}}\left(\frac{\partial u}{\partial r} \bar{v}-u \frac{\partial \bar{v}}{\partial r}\right) d S_{R} \\
& \xrightarrow{R \rightarrow \infty} 2 i k \int_{|\hat{\mathbf{y}}|=1} s_{-}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k)) A_{+, g}(\hat{\mathbf{y}}, k, \zeta(k)) d S(\hat{\mathbf{y}})
\end{aligned}
$$

Since $\mathcal{H}$ does not depend on $R$, it follows that

$$
\mathcal{H}=2 i k \int_{|\hat{\mathbf{y}}|=1} s_{-}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k)) A_{+, g}(\hat{\mathbf{y}}, k, \zeta(k)) d S(\hat{\mathbf{y}})
$$

Finally from the relations $\frac{\chi(k)}{\chi(-k)}=(-1)^{\frac{N-3}{2}}=(-1)^{\frac{N+1}{2}}$ and $2 i k \chi(-k)=\left(\frac{i k}{2 \pi}\right)^{\frac{N-1}{2}}$, we have proved (34).

Let us now explicitly write down the mapping $A_{-} \rightarrow A_{+}$. We proceed as previously. Thanks to (25) and (26), $\mathcal{H}$ is given by

$$
\begin{aligned}
\mathcal{H} & =-\int_{\Gamma}\left\{S^{-}(k, \zeta(k)) g-S^{-}(-k, \zeta(k)) g\right\} q_{\hat{\mathbf{x}}, k, \zeta(k)} d \gamma \\
& =-\left\langle S^{-}(k, \zeta(k)) g, \overline{q_{\hat{\mathbf{x}}, k, \zeta(k)}}\right\rangle+\left\langle g, S^{-}(\bar{k},-\overline{\zeta(k)}) \overline{q_{\hat{\mathbf{x}}}, k, \zeta(k)}\right\rangle
\end{aligned}
$$

We now set

$$
\left\{\begin{array} { l l } 
{ v = R ^ { - } ( \overline { k } , - \overline { \zeta ( k ) } ) \overline { q _ { \hat { \mathbf { x } } , k , \zeta ( k ) } } } & { \text { in } \Omega } \\
{ v = R ^ { \operatorname { i n t } } ( \overline { k } , - \overline { \zeta ( k ) } ) \overline { q _ { \hat { \mathbf { x } } , k , \zeta ( k ) } } } & { \text { in } \Omega ^ { \operatorname { i n t } } }
\end{array} \quad \text { and } \quad \left\{\begin{array}{ll}
u=R^{-}(k, \zeta(k)) g & \text { in } \Omega \\
u=R^{\operatorname{int}}(k, \zeta(k)) g & \text { in } \Omega^{\mathrm{int}}
\end{array}\right.\right.
$$

Hence

$$
\mathcal{H}=\int_{\Gamma}\left\{\left(\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u\right) \llbracket \bar{v} \rrbracket-\llbracket u \rrbracket\left(\frac{\partial \bar{v}}{\partial \mathbf{n}}+i \zeta(k) \bar{v}\right)\right\} .
$$

Formula (36) also holds with the new choice of $u$ and $v$. Thus,

$$
\begin{aligned}
\mathcal{H} & =-\int_{S_{R}}\left(\frac{\partial u}{\partial r} \bar{v}-u \frac{\partial \bar{v}}{\partial r}\right) d S_{R} \\
& =2 i k \int_{|\hat{\mathbf{y}}|=1} \overline{s_{-}(-\hat{\mathbf{x}}, \hat{\mathbf{y}}, \bar{k},-\overline{\zeta(k)})} A_{-, g}(\hat{\mathbf{y}}, k, \zeta(k)) d S(\hat{\mathbf{y}})
\end{aligned}
$$

Finally we have proved (35) by (37) and by changing $\hat{\mathbf{y}}$ into $-\hat{\mathbf{y}}$ in the integral.
3. The scattering matrix. In section 2 , we have introduced several notions in the case of a general impedance boundary condition. We are going to apply them to the case of an impedance that satisfies the physical assumption

$$
\begin{equation*}
0 \leq \Re(\zeta(k, \mathbf{x}) \bar{k}) \leq \lambda_{m}|k|^{2} \quad \forall k \in \mathbb{C} \text { with }|k| \geq K \quad \text { and } \quad \forall \mathbf{x} \in \Gamma \tag{38}
\end{equation*}
$$

for some $K \geq 0$ and $0<\lambda_{m}<1$. We use the notation of section 2 .
3.1. Notion of resonant frequency. The calculations of section 2.1 are also valid in the case of (38). However few results can be improved. In particular, Lemma 2 becomes the following.

Lemma 14. Let $\zeta(k)$ be an impedance function satisfying condition (38). The problem (13) has a unique solution when the complex frequency $k$ lies inside the upper half plane $\mathbb{C}^{+}:=\{k \in \mathbb{C}, \Im(k)>0\}$.

Proof. We proceed as in the proof of Lemma 2. From (14) and (38), one can automatically deduce that $i \bar{k} b^{+}$is coercive when $\Im(k)>0$. We conclude the proof by using the Lax-Milgram lemma.

As in section 2.1, we define $R^{+}(k, \zeta(k)): g \mapsto u^{+}$, where $u^{+}$is solution to (13). Using Lemma 4 , one can extend $R^{+}$to $\widetilde{\mathbb{C}} \backslash \mathbb{C}^{+}$. Hence $R^{+}$has a countable number of poles in $\tilde{\mathbb{C}} \backslash \mathbb{C}^{+}$.

Definition 15. The "resonant frequencies" are defined as the poles of the operator $R^{+}(k, \zeta(k))$, where $\zeta(k)$ is a physical impedance.

Combining Lemmas 4 and 14, we get the following theorem.
Theorem 16. The resonant frequencies lie in $\tilde{\mathbb{C}} \backslash \mathbb{C}^{+}$.
3.2. Definition of the scattering matrix and derivation of the fundamental relation. In [9], the scattering matrix for the Dirichlet or the Neumann boundary condition is defined from the problem in time. However, in [10, formula (A.16)], it is shown that the scattering matrix satisfies a relation which involves only the far fields of the outgoing and incoming solutions. For the impedance boundary condition, if the scattering matrix is denoted by $\mathcal{S}(k, \zeta(k))$, this relation writes formally

$$
\begin{equation*}
\mathcal{S}(k, \zeta(k)): A_{-, g}(-\hat{\mathbf{x}}, k, \zeta(k)) \mapsto A_{+, g}(\hat{\mathbf{x}}, k, \zeta(k)) \tag{39}
\end{equation*}
$$

$\forall g \in H^{-1 / 2}(\Gamma)$. In order to infer from this property a definition of the scattering matrix, we must get rid of the term $g$ in (39). To this end, let us introduce the far field operators $A_{ \pm}(k, \zeta(k))$ defined by

$$
\left(A_{ \pm}(k, \zeta(k)) g\right)(\hat{\mathbf{x}})=A_{ \pm, g}(\hat{\mathbf{x}}, k, \zeta(k))
$$

If $W$ stands for the symmetry operator (i.e., $[W a](\hat{\mathbf{y}})=a(-\hat{\mathbf{y}})$ ), then (39) turns into

$$
\mathcal{S}(k, \zeta(k)) W A_{-}(k, \zeta(k)) g=A_{+}(k, \zeta(k)) g
$$

$\forall g \in H^{-1 / 2}(\Gamma)$. Hence $\mathcal{S}(k, \zeta(k)) W A_{-}(k, \zeta(k))=A_{+}(k, \zeta(k))$, which implies the following definition.

DEFINITION 17. The "scattering matrix" $\mathcal{S}(k, \zeta(k))$ associated with the frequency $k$ and the impedance $\zeta(k)$ is defined by

$$
\mathcal{S}(k, \zeta(k)):=A_{+}(k, \zeta(k))\left(A_{-}(k, \zeta(k))\right)^{-1} W^{-1}
$$

The operators $A_{ \pm}(k, \zeta(k))$ map $H^{-1 / 2}(\Gamma)$ to $L^{2}\left(S_{1}\right)$. We will show in the proof of Theorem 18 that $A_{ \pm}(k, \zeta(k))$ is one-to-one. Hence $A_{ \pm}(k, \zeta(k))$ is an isomorphism from $H^{-1 / 2}(\Gamma)$ onto the space $A_{ \pm}(k, \zeta(k)) H^{-1 / 2}(\Gamma)$. Actually, the space $A_{ \pm}(k, \zeta(k)) H^{-1 / 2}$ $(\Gamma)$ is strictly included in $L^{2}\left(S_{1}\right)$. We do not know how to characterize the far field patterns of waves scattered by an obstacle in $L^{2}\left(S_{1}\right)$ [5]. Hence the scattering matrix is only defined on $W A_{ \pm}(k, \zeta(k)) H^{-1 / 2}(\Gamma)$. However, we will show later on that the scattering matrix can be extended to any function of $L^{2}\left(S_{1}\right)$.

THEOREM 18. The poles of the scattering matrix are the poles of the far field operator $A_{+}(k, \zeta(k))$.

Proof. From Definition 17, the poles of the scattering matrix are composed of the poles of $A_{+}(k, \zeta(k))$ plus the zeros of $A_{-}(k, \zeta(k))$. Thus the property is proved if we show that there is no zero of $A_{-}(k, \zeta(k))$.

Suppose by contradiction that $k$ is a zero of $A_{-}(k, \zeta(k))$. Then 0 is eigenvalue of $A_{-}(k, \zeta(k))$. Hence there exists a nonzero function $g \in H^{-1 / 2}(\Gamma)$ such that the far field $A_{-}(k, \zeta(k)) g:=u^{\infty}$ of the incoming solution $u$ to the extension of the problem (19) vanishes (see Lemma 9). Hence from [5, Theorem 2.13], we have $u \equiv 0$ outside a ball containing the obstacle $\Omega^{\text {int }}$, and thus by analytic continuation (see [4]) $u \equiv 0$ in $\Omega$. Taking the restriction of $u$ on the boundary, we get $\frac{\partial u}{\partial \mathbf{n}}+i \zeta(k) u=0$ on $\Gamma$. Finally, since $g \not \equiv 0$, the impedance boundary condition cannot be satisfied, which leads to a contradiction.
3.3. Expression of the scattering matrix. We set

$$
\begin{aligned}
& {\left[Q_{+}(k, \zeta(k)) A\right](\hat{\mathbf{x}})=\int_{|\hat{\mathbf{y}}|=1} s_{+}(\hat{\mathbf{x}},-\hat{\mathbf{y}}, k, \zeta(k)) A(\hat{\mathbf{y}}) d S(\hat{\mathbf{y}})} \\
& {\left[Q_{-}(k, \zeta(k)) A\right](\hat{\mathbf{x}})=\int_{|\hat{\mathbf{y}}|=1} s_{-}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k)) A(\hat{\mathbf{y}}) d S(\hat{\mathbf{y}})}
\end{aligned}
$$

By (35) and (39), the scattering matrix writes

$$
\begin{equation*}
\mathcal{S}(k, \zeta(k))=(-1)^{\frac{N+1}{2}}\left[\mathrm{I}-\left(\frac{i k}{2 \pi}\right)^{\frac{N-1}{2}} Q_{+}(k, \zeta(k))\right] . \tag{40}
\end{equation*}
$$

From this expression of the scattering matrix, it is now clear that the domain of definition of $\mathcal{S}$ can be extended to the whole space $L^{2}\left(S_{1}\right)$. Thanks to (34), the inverse of $\mathcal{S}$ is given by

$$
\begin{equation*}
\mathcal{S}^{-1}(k, \zeta(k))=(-1)^{\frac{N+1}{2}}\left[\mathrm{I}-\left(\frac{-i k}{2 \pi}\right)^{\frac{N-1}{2}} Q_{-}(k, \zeta(k))\right] . \tag{41}
\end{equation*}
$$

The conjugate of the scattering matrix is

$$
\mathcal{S}^{*}(k, \zeta(k))=(-1)^{\frac{N+1}{2}}\left[\mathrm{I}-\left(\frac{-i \bar{k}}{2 \pi}\right)^{\frac{N-1}{2}} Q_{+}(k, \zeta(k))^{*}\right]
$$

The kernel of $Q_{+}(k, \zeta(k))$ is $s_{+}(\hat{\mathbf{x}},-\hat{\mathbf{y}}, k, \zeta(k))$, so that the kernel of $Q_{+}(k, \zeta(k))^{*}$ is $\overline{s_{+}(\hat{\mathbf{y}},-\hat{\mathbf{x}}, k, \zeta(k))}$. From the reciprocity relation $[5,9]$, we have $s_{+}(\hat{\mathbf{y}},-\hat{\mathbf{x}}, k, \zeta(k))=$ $s_{+}(-\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k))$. Thus, by relation (37), $s_{-}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, \bar{k},-\overline{\zeta(k)})$ is the kernel of the operator $Q_{+}(k, \zeta(k))^{*}$, which implies that $Q_{+}\left((k, \zeta(k))^{*}=Q_{-}(\bar{k},-\overline{\zeta(k)})\right.$. Hence

$$
\mathcal{S}^{*}(k, \zeta(k))=\mathcal{S}^{-1}(\bar{k},-\overline{\zeta(k)})
$$

and we obtain the fundamental relation

$$
\begin{equation*}
\mathcal{S}(\bar{k},-\overline{\zeta(k)})=\left[\mathcal{S}^{*}(k, \zeta(k))\right]^{-1} \tag{42}
\end{equation*}
$$

Hence relation (9) is shown. We have insisted in the introduction on the fact that this relation plays a central role in this work. We now give a simple consequence of (42).

It is important for applications to see whether or not the scattering matrix is unitary on the real axis. Indeed, the scattering matrix is unitary on the real axis if and only if the time translation operator $U(t)$ is unitary. This latter property means that the energy of the systems is conserved. Because of the surface impedance which introduces some absorption, we expect the scattering matrix to be not unitary. The answer to this question is given in the next lemma.

Lemma 19. The scattering matrix is unitary on the real axis if and only if $\zeta(k)$ is purely imaginary on the real axis.

As a consequence of this lemma, the assumption (11) implies that the scattering matrix is not unitary on the real axis. In fact, if (11) is not satisfied, then the impedance boundary condition degenerates into the Robin boundary condition on the real axis.

Proof. The scattering matrix is unitary on the real axis if and only if

$$
\mathcal{S}^{*}(k, \zeta(k))=[\mathcal{S}(k, \zeta(k))]^{-1}
$$

for almost all $k \in \mathbb{R} \cap \tilde{\mathbb{C}}$. Hence by (42), the scattering matrix is unitary on the real axis if and only if $\mathcal{S}(k, \zeta(k))=\mathcal{S}(k,-\overline{\zeta(k)})$. By (40), this is equivalent to $s_{+}(\hat{\mathbf{x}},-\hat{\mathbf{y}}, k, \zeta(k))$ $=s_{+}(\hat{\mathbf{x}},-\hat{\mathbf{y}}, k,-\overline{\zeta(k)})$ for almost all $\hat{\mathbf{x}} \in S_{1}$ and almost all $\hat{\mathbf{y}} \in S_{1}$. From the uniqueness of the recovery of the impedance (on a known and fixed boundary) from the far field pattern (see Theorem 6.13 in [4]), we conclude that the scattering matrix is unitary on the real axis if and only if $\zeta(k)=-\overline{\zeta(k)}$ for $k$ real.
3.4. Relation between the resonant frequencies and the zeros of the scattering matrix. The main interest of the scattering matrix lies in the following result.

Theorem 20. The poles of the scattering matrix $\mathcal{S}(k, \zeta(k))$ are exactly the resonant frequencies (see Definition 15).

Proof. From Theorem 18 and relation (33), the poles of the scattering matrix are the poles of the jump operator $S^{+}(k, \zeta(k))$. Since $S^{+}(k, \zeta(k)) g$ corresponds to the jump between the outgoing solution $R^{+}(k, \zeta(k)) g$ and the interior solution $R^{\text {int }}(k, \zeta(k)) g$, the poles of the scattering matrix are a priori composed of the poles of $R^{+}(k, \zeta(k))$ (namely the resonant frequencies) and the poles of $R^{\text {int }}$. We are going to show that the poles of the interior problem disappear so that the theorem is proved.

From (40), to show this we have only to show that the kernel $s_{+}$of the operator $Q_{+}$is independent of the interior problem. We recall that the interior problem appears in the jump operator $S^{+}$, i.e.,

$$
s_{+}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k))=A_{+, q_{\hat{\mathbf{x}}, k, \zeta(k)}}(\hat{\mathbf{y}}, k, \zeta(k))
$$

$$
\begin{aligned}
& =-\chi(k) \int_{\Gamma} q_{\hat{\mathbf{y}}, k, \zeta(k)} S^{+}(k, \zeta(k)) q_{\hat{\mathbf{x}}, k, \zeta(k)} d \gamma \\
& =-\chi(k) \int_{\Gamma} q_{\hat{\mathbf{y}}, k, \zeta(k)}\left(u^{\mathrm{int}}-u^{+}\right) d \gamma
\end{aligned}
$$

where $u^{\text {int }}$ is solution to (20) with $g=q_{\hat{\mathbf{x}}, k, \zeta(k)}$. We set $e_{\hat{\mathbf{x}}}(\mathbf{y})=e^{-i k \hat{\mathbf{x}} \cdot \mathbf{y}}$. We notice that $\forall k \in \mathbb{C}, e_{\hat{\mathbf{x}}}$ is solution to (20) with $g=q_{\hat{\mathbf{x}}, k, \zeta(k)}$. When $k$ is not a pole of (20), we have uniqueness of (20) and thus $u^{\text {int }}(\mathbf{y})=e_{\hat{\mathbf{x}}}(\mathbf{y})$. Now when $k$ is a pole of (20), we do not want to single out the particular solution $e_{\hat{\mathbf{x}}}$. We assume that $u^{\text {int }}$ is any solution to (20). Green's formula then gives

$$
0=\int_{\Omega^{\mathrm{int}}} e_{\hat{\mathbf{y}}} \Delta u^{\mathrm{int}}-\Delta e_{\hat{\mathbf{y}}} u^{\mathrm{int}}=\int_{\Gamma} e_{\hat{\mathbf{y}}} \frac{\partial u^{\mathrm{int}}}{\partial \mathbf{n}}-\frac{\partial e_{\hat{\mathbf{y}}}}{\partial \mathbf{n}} u^{\mathrm{int}} d \gamma
$$

Thus, since $\frac{\partial u^{\mathrm{int}}}{\partial \mathbf{n}}+i \zeta(k) u^{\mathrm{int}}=\frac{\partial e_{\hat{\mathbf{x}}}}{\partial \mathbf{n}}+i \zeta(k) e_{\hat{\mathbf{x}}}$ on $\Gamma$, it follows that

$$
\int_{\Gamma} q_{\hat{\mathbf{y}}, k, \zeta(k)} u^{\mathrm{int}} d \gamma=\int_{\Gamma} e_{\hat{\mathbf{y}}}\left(\frac{\partial u^{\mathrm{int}}}{\partial \mathbf{n}}+i \zeta(k) u^{\mathrm{int}}\right) d \gamma=\int_{\Gamma} e_{\hat{\mathbf{y}}}\left(\frac{\partial e_{\hat{\mathbf{x}}}}{\partial \mathbf{n}}+i \zeta(k) e_{\hat{\mathbf{x}}}\right) d \gamma
$$

We can also show that, by Green's formula,

$$
\int_{\Gamma} e_{\hat{\mathbf{y}}} \frac{\partial e_{\hat{\mathbf{x}}}}{\partial \mathbf{n}} d \gamma=\int_{\Gamma} \frac{\partial e_{\hat{\mathbf{y}}}}{\partial \mathbf{n}} e_{\hat{\mathbf{x}}} d \gamma
$$

Thus,

$$
\int_{\Gamma} q_{\hat{\mathbf{y}}, k, \zeta(k)} u^{\mathrm{int}} d \gamma=\int_{\Gamma}\left(\frac{\partial e_{\hat{\mathbf{y}}}}{\partial \mathbf{n}}+i \zeta(k) e_{\hat{\mathbf{y}}}\right) e_{\hat{\mathbf{x}}} d \gamma=\int_{\Gamma} q_{\hat{\mathbf{y}}, k, \zeta(k)} e_{\hat{\mathbf{x}}} d \gamma
$$

and

$$
\begin{equation*}
s_{+}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, k, \zeta(k))=-\chi(k) \int_{\Gamma} q_{\hat{\mathbf{y}}, k, \zeta(k)}\left(e_{\hat{\mathbf{x}}}-u^{+}\right) d \gamma \tag{43}
\end{equation*}
$$

We notice that the interior problem disappears: the spurious poles (of the interior problem) are not poles of $\mathcal{S}$.

Remark 21. The scattering matrix gives the relationship between incoming and outgoing solutions. In order to give an explicit form of $\mathcal{S}$ in the previous section, we used integral equations on the boundary of the obstacle. The main drawback to the use of integral equations is that they introduce the interior problem and its singularities in the formulation of $\mathcal{S}$. In particular, we know that the problem (20) is singular for a countable number of poles. Theorem 20 shows that these poles do not create spurious poles for $\mathcal{S}$, that is to say, the poles of the scattering matrix are in fact the resonant frequencies of the exterior problem.

THEOREM 22. $k$ is a resonant frequency (i.e., a pole of $\mathcal{S}$ for the impedance $\zeta(k)$ ) if and only if $\bar{k}$ is a zero of $\mathcal{S}$ for the impedance $-\overline{\zeta(k)}$.

Proof. From (42), $k$ is a pole of $\mathcal{S}^{*}$ for the impedance $\zeta(k)$ if and only if $\bar{k}$ is a zero of $\mathcal{S}$ for the impedance $-\overline{\zeta(k)}$. To conclude, we use Theorem 20 and Lemma 23 below.

Lemma 23. Let $B(k)$ be an operator-valued meromorphic function. Then $B(k)$ and $B(k)^{*}$ have their poles at the same complex numbers $k$.

Proof. Assume that $k$ be a pole of $B(k)$. Let $k_{n}$ be a sequence which converge to $k$. Then there exists a sequence $u_{n}$ such that $\left\|u_{n}\right\|=1$ and $\left\|B\left(k_{n}\right) u_{n}\right\|$ tends to infinity. We set $v_{n}=B\left(k_{n}\right) u_{n}$. We have

$$
\left\|v_{n}\right\|=\left(B\left(k_{n}\right) u_{n}, \frac{v_{n}}{\left\|v_{n}\right\|}\right)=\left(u_{n}, B\left(k_{n}\right)^{*} \frac{v_{n}}{\left\|v_{n}\right\|}\right) \leq\left\|u_{n}\right\|\left\|B\left(k_{n}\right)^{*} \frac{v_{n}}{\left\|v_{n}\right\|}\right\|
$$

We conclude that $\left\|B\left(k_{n}\right)^{*} \frac{v_{n}}{\left\|v_{n}\right\|}\right\|$ tends to infinity, which implies that $k$ is a pole of $B(k)^{*}$.
4. Purely imaginary resonant frequencies. In this section, some estimates on the location of the purely imaginary poles are given. Thanks to Theorem 22, we are able to use the work of P. Lax and R. Phillips [9, 10] and J. Beale [2]. Here we are concerned with an impedance of the form

$$
\begin{equation*}
\zeta(k, \mathbf{x})=k \lambda(\mathbf{x}) \tag{44}
\end{equation*}
$$

where $0 \leq \lambda(\mathbf{x})<1$ for any $\mathbf{x} \in \Gamma$. Relation (11) is satisfied. Moreover, $\lambda_{m}:=$ $\max _{\mathbf{x} \in \Gamma} \lambda(\mathbf{x})<1$, which implies that (12) holds. Condition (38) is trivially satisfied so that all the results of previous section hold with the choice (44). Equation (44) is the impedance function which is most broadly used in the literature.

We first give the expression of the scattering matrix on the purely imaginary axis. It is of the form (4) where $Q(i \sigma)$ is a compact self-adjoint operator when $\sigma \in \mathbb{R}$.
4.1. The transmission coefficient. As in [10, 2], we wish to study the location of the zeros of $\mathcal{S}$ instead of the location of the poles of $\mathcal{S}$.

THEOREM 24. The resonant frequencies are the poles of the extension of the problem (13) with the impedance (44). These resonant frequencies lie in the lower half plane $\tilde{\mathbb{C}} \backslash \mathbb{C}^{+}$.

Moreover, $-i \sigma($ with $\sigma \in \mathbb{R})$ is a resonant frequency if and only if 0 is an eigenvalue of the operator $\mathcal{S}(i \sigma,-i \lambda \sigma)$.

Proof. The first part of the theorem is a simple consequence of Definition 15 and Theorem 16.

By Theorem 22, $k=-i \sigma$ is a resonant frequency (i.e., a pole of $\mathcal{S}$ for the impedance $\zeta(k)=-i \lambda \sigma)$ if and only if $\bar{k}=i \sigma$ is a zero of $\mathcal{S}$ for the impedance $-\overline{\zeta(k)}=-i \lambda \sigma . \quad \square$

As stated in the introduction, we do not consider, for the study of the zeros of $\mathcal{S}$, the problem (13) at the frequency $k=i \sigma$ with the impedance (44), i.e., $\zeta(i \sigma)=i \sigma \lambda$. We consider instead the problem (13) at the frequency $k=i \sigma$ with the impedance $-i \sigma \lambda$. Thus we have to find the location of the zeros of the scattering matrix $\mathcal{S}(i \sigma, \tilde{\zeta}(i \sigma))$, with the impedance $\tilde{\zeta}(k, x)=-\lambda(x) k$. From (40),

$$
\begin{equation*}
\mathcal{S}(i \sigma,-i \sigma \lambda)=(-1)^{\frac{N+1}{2}}\left[\mathrm{I}-\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma) W\right] \tag{45}
\end{equation*}
$$

where the operator $W$ is defined by the relation $[W a](\hat{\mathbf{y}})=a(-\hat{\mathbf{y}})$, and where $s(\sigma)$ is the operator of $L^{2}\left(S_{1}\right)$ whose kernel is $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma):=s_{+}(\hat{\mathbf{x}}, \hat{\mathbf{y}}, i \sigma,-i \lambda \sigma)$. By (27) and (32), $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)$ is given by

$$
s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)=\lim _{r \rightarrow \infty}\left[r^{\frac{N-1}{2}} e^{\sigma \rho} v(\rho \hat{\mathbf{y}}, \hat{\mathbf{x}} ; \sigma)\right]
$$

where

$$
\left\{\begin{array}{l}
\left(\sigma^{2}-\Delta\right) v(\mathbf{y}, \hat{\mathbf{x}} ; \sigma)=0 \quad \text { in } \quad \Omega  \tag{46}\\
\left(\frac{\partial}{\partial \mathbf{n}}+\lambda(\mathbf{y}) \sigma\right) v(\mathbf{y}, \hat{\mathbf{x}} ; \sigma)=\left(\frac{\partial}{\partial \mathbf{n}}+\lambda(\mathbf{y}) \sigma\right) e^{\sigma \hat{\mathbf{x}} \cdot \mathbf{y}} \quad \text { on } \quad \Gamma .
\end{array}\right.
$$

This problem is elliptic and has a real-valued solution, so that $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)$ is real valued. Moreover, from the reciprocity relation [5, 9], we have $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)=s(\hat{\mathbf{y}}, \hat{\mathbf{x}} ; \sigma)$. Consequently, the operator $s(\sigma)$ is self-adjoint. That $s(\sigma)$ is compact follows from the fact that $s(\sigma)$ is a Hilbert-Schmidt operator. $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)$ is called the "transmission coefficient".

Let us now finish this section by giving an integral representation of the transmission coefficient $s$. To this end, we set $v_{\hat{\mathbf{x}}}(\mathbf{z})=v(\mathbf{z}, \hat{\mathbf{x}} ; \sigma)$ and $e_{\hat{\mathbf{y}}}(\mathbf{z})=e^{\sigma \hat{\mathbf{y}} \cdot \mathbf{z}}$.

Lemma 25. For $\sigma>0$, the transmission coefficient is given by

$$
s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)=\frac{\sigma^{\frac{N-3}{2}}}{2(2 \pi)^{\frac{N-1}{2}}}\left[-\int_{\Omega^{\mathrm{int}}} p_{\sigma}\left(e_{\hat{\mathbf{x}}}, e_{\hat{\mathbf{y}}}\right)-\int_{\Omega} p_{\sigma}\left(v_{\hat{\mathbf{x}}}, v_{\hat{\mathbf{y}}}\right)-\int_{\Gamma} \lambda \sigma\left(e_{\hat{\mathbf{x}}} e_{\hat{\mathbf{y}}}-v_{\hat{\mathbf{x}}} v_{\hat{\mathbf{y}}}\right) d \gamma\right],
$$

where $p_{\sigma}(u, v)=\nabla u \cdot \nabla v+\sigma^{2} u v$.
Proof. From (43), we have (with $k=i \sigma$, and $\zeta(k)=-i \lambda \sigma$ )

$$
s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)=-\chi(i \sigma) \int_{\Gamma}\left(\frac{\partial e_{\hat{\mathbf{y}}}}{\partial \mathbf{n}}+\lambda \sigma e_{\hat{\mathbf{y}}}\right)\left(e_{\hat{\mathbf{x}}}-v_{\hat{\mathbf{x}}}\right) d \gamma
$$

where $\chi(i \sigma)=\frac{\sigma^{\frac{N-3}{2}}}{2(2 \pi)^{\frac{N-1}{2}}}$. Since $\frac{\partial v_{\hat{\mathbf{y}}}}{\partial \mathbf{n}}+\lambda \sigma v_{\hat{\mathbf{y}}}=\frac{\partial e_{\hat{\mathbf{y}}}}{\partial \mathbf{n}}+\lambda \sigma e_{\hat{\mathbf{y}}}$, we get

$$
s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)=-\frac{\sigma^{\frac{N-3}{2}}}{2(2 \pi)^{\frac{N-1}{2}}}\left\{\int_{\Gamma}\left(\frac{\partial e_{\hat{\mathbf{y}}}}{\partial \mathbf{n}}+\lambda \sigma e_{\hat{\mathbf{y}}}\right) e_{\hat{\mathbf{x}}} d \gamma-\int_{\Gamma}\left(\frac{\partial v_{\hat{\mathbf{y}}}}{\partial \mathbf{n}}+\lambda \sigma v_{\hat{\mathbf{y}}}\right) v_{\hat{\mathbf{x}}} d \gamma\right\}
$$

Let us set $L_{\sigma} u=\left(\sigma^{2}-\Delta\right) u$. Since $L_{\sigma} v_{\hat{\mathbf{y}}}=0$ and $L_{\sigma} e_{\hat{\mathbf{y}}}=0$, Green's formula leads to

$$
0=\int_{\Omega^{\mathrm{int}}} e_{\hat{\mathbf{x}}} L_{\sigma} e_{\hat{\mathbf{y}}}=\int_{\Omega^{\mathrm{int}}} p_{\sigma}\left(e_{\hat{\mathbf{x}}}, e_{\hat{\mathbf{y}}}\right)-\int_{\Gamma} e_{\hat{\mathbf{x}}} \frac{\partial e_{\hat{\mathbf{y}}}}{\partial \mathbf{n}} d \gamma
$$

and

$$
0=\int_{\Omega} v_{\hat{\mathbf{x}}} L_{\sigma} v_{\hat{\mathbf{y}}}=\int_{\Omega} p_{\sigma}\left(v_{\hat{\mathbf{x}}}, v_{\hat{\mathbf{y}}}\right)+\int_{\Gamma} v_{\hat{\mathbf{x}}} \frac{\partial v_{\hat{\mathbf{y}}}}{\partial \mathbf{n}} d \gamma
$$

Hence, putting these two expressions in $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)$, we have proved the lemma.
4.2. Properties of the zeros of $\mathcal{S}$. The problem (46) does not correspond to a physical impedance (i.e., the impedance does not satisfy the condition (38)). However, the impedance satisfies the condition (12).

Theorem 26. Assume that $0<\lambda_{m}:=\max _{\mathbf{x} \in \Gamma} \lambda(\mathbf{x})<1$. Then for

$$
\sigma \geq \sigma_{0}^{\prime}:=\frac{\lambda_{m} C+1}{1-\lambda_{m}}
$$

(where $C$ is a constant which depends only on $\Omega$ ) the problem (46) has a unique solution in $H^{1}(\Omega)$.

Proof. We only have to use Lemma 2 with the frequency $k=i \sigma$ and the impedance $\tilde{\zeta}(k)=-\lambda k$. We check that this impedance satisfies the condition (12) with $K=0$.

Hence there exists a constant $C$ depending only on $\Omega$ such that the problem (46) has a unique solution whenever $\sigma \geq \lambda_{m} \sigma+\lambda_{m} C+1$.

In the remaining, an impedance function $\lambda$ will be said to be admissible if $\lambda(x) \geq 0$ $\forall \mathrm{x} \in \Gamma$ and if $0<\lambda_{m}:=\max _{\mathrm{x} \in \Gamma} \lambda(\mathrm{x})<1$.

Lemma 27. Assume that $0<\lambda_{m}:=\max _{\mathbf{x} \in \Gamma} \lambda(\mathbf{x})<1$. Then the operator $s(\sigma)$ is negative for

$$
\sigma \geq \sigma_{0}^{\prime \prime}:=\frac{\lambda_{m} C}{1-\lambda_{m}^{2}}
$$

where $C$ is the same constant as in Theorem 26.
Proof. If we set

$$
E_{a}(\mathbf{x})=\int_{|\hat{\mathbf{y}}|=1} e^{\sigma \hat{\mathbf{y}} \cdot \mathbf{x}} a(\hat{\mathbf{y}}) d S(\hat{\mathbf{y}}) \quad \text { and } \quad V_{a}(\mathbf{x})=\int_{|\hat{\mathbf{y}}|=1} v(\mathbf{x}, \hat{\mathbf{y}} ; \sigma) a(\hat{\mathbf{y}}) d S(\hat{\mathbf{y}}),
$$

then one can write

$$
(s(\sigma) a, a)=\frac{\sigma^{\frac{N-3}{2}}}{2(2 \pi)^{\frac{N-1}{2}}}\left[-\int_{\Omega^{\mathrm{int}}} p_{\sigma}\left(E_{a}, E_{a}\right)-\int_{\Omega} p_{\sigma}\left(V_{a}, V_{a}\right)-\int_{\Gamma} \lambda \sigma\left(E_{a}^{2}-V_{a}^{2}\right) d \gamma\right] .
$$

The only positive term in the right-hand side of above equation is $\int_{\Gamma} \lambda \sigma V_{a}{ }^{2} d \gamma$. Using (15) with $\mathcal{D}=\Omega$ and $\epsilon=\frac{1}{\lambda_{m} \sigma}$, we have

$$
\lambda_{m} \sigma \int_{\Gamma} V_{a}^{2} d \gamma \leq \int_{\Omega}\left|\nabla V_{a}\right|^{2}+\lambda_{m} \sigma\left(C+\lambda_{m} \sigma\right) \int_{\Omega} V_{a}^{2}
$$

Therefore for $\sigma \geq \sigma_{0}^{\prime \prime}$, we have $\sigma^{2} \geq \lambda_{m} \sigma\left(C+\lambda_{m} \sigma\right)$, which proves that

$$
(s(\sigma) a, a) \leq \frac{\sigma^{\frac{N-3}{2}}}{2(2 \pi)^{\frac{N-1}{2}}}\left[-\int_{\Omega^{\mathrm{intt}}} p_{\sigma}\left(E_{a}, E_{a}\right)-\int_{\Gamma} \lambda \sigma E_{a}^{2} d \gamma\right] \leq 0 .
$$

We set $\sigma_{0}:=\max \left(\sigma_{0}^{\prime}, \sigma_{0}^{\prime \prime}\right)$. For $\sigma \geq \sigma_{0}$, the above theorem shows that the eigenvalues of $s(\sigma)$ are all negative. But when $\sigma<\sigma_{0}$, some eigenvalues may be positive. More precisely, Beale showed in [2] that the number of positive eigenvalues counted with multiplicities is finite. In the same way, most of the results of [2] are also valid in our case of interest.

The kernel $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)$ is square integrable. Thus $s(\sigma)$ is an Hilbert-Schmidt operator. $s(\sigma)$ is then compact, which implies that the eigenvalues of $s(\sigma)$ are bounded and that zero is the only possible cluster point.

As for Theorem 3.7 in [2], the next theorem shows that $s(\sigma)$ is an increasing function of the interior domain.

Theorem 28. Let us introduce two bounded domains $\Omega_{1}^{\mathrm{int}}$ and $\Omega_{2}^{\mathrm{int}}$ such that $\Omega_{1}^{\mathrm{int}} \subset \Omega_{2}^{\mathrm{int}}$. The associated admissible impedances are respectively denoted by $\lambda_{1}$ and $\lambda_{2}$. We set $s_{i}(\sigma)$ the transmission operator with respect to $\Omega^{\text {int }}$. Then for $\sigma \geq \sigma_{0}$

$$
s_{2}(\sigma) \leq s_{1}(\sigma) \leq 0 .
$$

Proof. For $a \in L^{2}\left(S_{1}\right)$, we set

$$
E(\mathbf{x})=\int_{|\hat{\mathbf{y}}|=1} e^{\sigma \hat{\mathbf{y}} \cdot \mathbf{x}} a(\hat{\mathbf{y}}) d S(\hat{\mathbf{y}}), \quad V_{i}(\mathbf{x})=\int_{|\hat{\mathbf{y}}|=1} v_{i}(\mathbf{x}, \hat{\mathbf{y}} ; \sigma) a(\hat{\mathbf{y}}) d S(\hat{\mathbf{y}}) .
$$

We set $\Omega_{j}=\mathbb{R}^{N} \backslash \overline{\Omega_{i}^{(j)}}$. Then

$$
\begin{aligned}
& 2(2 \pi)^{\frac{N-1}{2}} \sigma^{\frac{3-N}{2}}\left[\left(s_{1}(\sigma) a, a\right)-\left(s_{2}(\sigma) a, a\right)\right] \\
&= \int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}}\left(p_{\sigma}(E, E)-p_{\sigma}\left(V_{1}, V_{1}\right)\right)+\int_{\Omega_{2}}\left(p_{\sigma}\left(V_{2}, V_{2}\right)-p_{\sigma}\left(V_{1}, V_{1}\right)\right) \\
&-\int_{\Gamma_{1}} \lambda_{1} \sigma\left(E^{2}-V_{1}^{2}\right) d \gamma+\int_{\Gamma_{2}} \lambda_{2} \sigma\left(E^{2}-V_{2}^{2}\right) d \gamma \\
&= \int_{\Omega_{1} \cap \Omega_{2}^{\text {int }}} p_{\sigma}\left(E-V_{1}, E-V_{1}\right)+\int_{\Omega_{2}} p_{\sigma}\left(V_{2}-V_{1}, V_{2}-V_{1}\right) \\
&+2 \int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}} p_{\sigma}\left(E-V_{1}, V_{1}\right)+2 \int_{\Omega_{2}} p_{\sigma}\left(V_{2}-V_{1}, V_{1}\right) \\
& \quad-\int_{\Gamma_{1}} \lambda_{1} \sigma\left(E^{2}-V_{1}^{2}\right) d \gamma+\int_{\Gamma_{2}} \lambda_{2} \sigma\left(E^{2}-V_{2}^{2}\right) d \gamma
\end{aligned}
$$

Using Green's formula, we have that

$$
\begin{aligned}
0=\int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}} L_{\sigma}\left(E-V_{1}\right) V_{1}= & \int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}} p_{\sigma}\left(E-V_{1}, V_{1}\right) \\
& -\int_{\Gamma_{1}} \lambda_{1} \sigma\left(E-V_{1}\right) V_{1} d \gamma-\int_{\Gamma_{2}} \frac{\partial\left(E-V_{1}\right)}{\partial \mathbf{n}} V_{1} d \gamma
\end{aligned}
$$

and

$$
0=\int_{\Omega_{2}} L_{\sigma}\left(V_{2}-V_{1}\right) V_{1}=\int_{\Omega_{2}} p_{\sigma}\left(V_{2}-V_{1}, V_{1}\right)+\int_{\Gamma_{2}} \frac{\partial\left(V_{2}-V_{1}\right)}{\partial \mathbf{n}} V_{1} d \gamma
$$

Thus

$$
\begin{aligned}
\int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}} p_{\sigma}(E- & \left.V_{1}, V_{1}\right)+\int_{\Omega_{2}} p_{\sigma}\left(V_{2}-V_{1}, V_{1}\right) \\
& =\int_{\Gamma_{1}} \lambda_{1} \sigma\left(E-V_{1}\right) V_{1} d \gamma-\int_{\Gamma_{2}} \frac{\partial\left(V_{2}-E\right)}{\partial \mathbf{n}} V_{1} d \gamma \\
& =\int_{\Gamma_{1}} \lambda_{1} \sigma\left(E-V_{1}\right) V_{1} d \gamma+\int_{\Gamma_{2}} \lambda_{2} \sigma\left(V_{2}-E\right) V_{1} d \gamma
\end{aligned}
$$

Hence

$$
\begin{aligned}
2(2 \pi)^{\frac{N-1}{2}} \sigma^{\frac{3-N}{2}} & {\left[\left(s_{1}(\sigma) a, a\right)-\left(s_{2}(\sigma) a, a\right)\right]=\int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}} p_{\sigma}\left(E-V_{1}, E-V_{1}\right) } \\
& +\int_{\Omega_{2}} p_{\sigma}\left(V_{2}-V_{1}, V_{2}-V_{1}\right)-\int_{\Gamma_{1}} \lambda_{1} \sigma\left(E-V_{1}\right)^{2} d \gamma \\
& +\int_{\Gamma_{2}} \lambda_{2} \sigma\left(E-V_{1}\right)^{2} d \gamma-\int_{\Gamma_{2}} \lambda_{2} \sigma\left(V_{1}-V_{2}\right)^{2} d \gamma
\end{aligned}
$$

Only two terms are nonpositive in the right-hand side of this equation. By (15) with $\mathcal{D}=\Omega_{1} \cap \Omega_{2}^{\text {int }}$ and $\epsilon=\left(\lambda_{1}\right)_{m} \sigma$, we have

$$
-\left(\lambda_{1}\right)_{m} \sigma \int_{\Gamma_{1}}\left(E-V_{1}\right)^{2} d \gamma \geq\left(\lambda_{1}\right)_{m} \sigma \int_{\Gamma_{2}}\left(E-V_{1}\right)^{2} d \gamma-\int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}}\left|\nabla\left(E-V_{1}\right)\right|^{2}
$$

$$
\begin{aligned}
& -\left(\lambda_{1}\right)_{m} \sigma\left(C+\left(\lambda_{1}\right)_{m} \sigma\right) \int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}}\left|E-V_{1}\right|^{2} \\
\geq & \left(\lambda_{1}\right)_{m} \sigma \int_{\Gamma_{2}}\left(E-V_{1}\right)^{2} d \gamma-\int_{\Omega_{1} \cap \Omega_{2}^{\mathrm{int}}} p_{\sigma}\left(E-V_{1}, E-V_{1}\right)
\end{aligned}
$$

since $\left(\lambda_{1}\right)_{m}<1$ and $\sigma \geq \sigma_{0}$. Similarly, one can show that

$$
-\left(\lambda_{2}\right)_{m} \sigma \int_{\Gamma_{2}}\left(V_{1}-V_{2}\right)^{2} d \gamma \geq-\int_{\Omega_{2}} p_{\sigma}\left(V_{1}-V_{2}, V_{1}-V_{2}\right)
$$

Therefore,

$$
\left(s_{1}(\sigma) a, a\right) \geq\left(s_{2}(\sigma) a, a\right)
$$

As in [2, Corollary 3.8], we have the following corollary.
Corollary 29. Suppose that in the above theorem $\Omega_{2}^{\mathrm{int}}=\Omega^{\mathrm{int}}$ is star-like with res-
pect to the origin, and $\Omega_{1}^{\mathrm{int}}=t \Omega^{\mathrm{int}}, 0<t<1$. We assume that $\lambda_{2}(\mathbf{x})=\lambda(\mathbf{x})$ and $\lambda_{1}(\mathbf{x})=\frac{1}{t} \lambda\left(\frac{\mathbf{x}}{t}\right), \mathbf{x} \in \Gamma$. Then the number $\sigma_{0}$ in Theorem 28 can be chosen independent of $t$.

Following [2, Theorem 3.9], we also have the following theorem.
THEOREM 30. If $\Omega^{\text {int }}$ is star-like, then $\sigma^{\frac{N-1}{2}} s(\sigma)$ is a decreasing function of $\sigma$, for $\sigma \geq \sigma_{0}$.

We do not give a proof of this theorem since the proof done in [2] for the Robin boundary condition can clearly be extended to our case.

We turn now to study the eigenvalues of the scattering matrix (see (45)). Since the operator $s(\sigma)$ is compact, so is $K(\sigma):=-\left(\frac{-\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma) W$. Therefore the eigenvalues have no cluster point, except possibly zero. In each compact set that does not include zero, there are at most a finite number of eigenvalues of $K(\sigma)$. Moreover, since $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)$ is real, the eigenvalues of $s(\sigma)$ are real. Hence the eigenvalues of $K(\sigma)$ are real if $N$ is odd. In this case, the positive eigenvalues $\mu_{m}$ and the negative ones $\kappa_{m}$ of $K(\sigma)$ are labeled by

$$
\mu_{1} \geq \mu_{2} \geq \cdots>0>\cdots \geq \kappa_{2} \geq \kappa_{1}
$$

where $\lim _{m \rightarrow \infty} \mu_{m}=\lim _{m \rightarrow \infty} \kappa_{m}=0$.
Our aim is to find the positive values of $\sigma$ for which -1 is an eigenvalue of $K(\sigma)$. This problem turns into that of studying the negative eigenvalues $\kappa_{m}(\sigma)$ and picking out the values of $\sigma$ such that $\kappa_{m}(\sigma)=-1$.

From the expression of $s(\hat{\mathbf{x}}, \hat{\mathbf{y}} ; \sigma)$ stated in Lemma 25 , it is easy to show that the operator $s(\sigma)$ is bounded and analytic when $\sigma \rightarrow 0$, if $N>2$. When $N=2$, the factor $\sigma^{\frac{N-3}{2}}$ in the expression of $s$ implies that $s(\sigma)$ tends to infinity when $\sigma \rightarrow 0$. And for $N>2$, from the expression of $K(\sigma)$ we automatically can infer that $\lim _{\sigma \rightarrow 0} K(\sigma)=0$, which proves that for any $m, \lim _{\sigma \rightarrow 0} \mu_{m}(\sigma)=\lim _{\sigma \rightarrow 0} \kappa_{m}(\sigma)=0$. With the same argument, we have $\kappa_{m}(\sigma) \xrightarrow{\sigma \rightarrow \infty}-\infty$.

In fact, $\kappa$ is an eigenvalue of $K(\sigma)$ if $\left( \pm\left(\frac{2 \pi}{-\sigma}\right)^{\frac{N-1}{2}} \kappa\right)$ is an eigenvalue of $s(\sigma)$. The $\operatorname{sign} \pm$ comes from the operator $W$. The presence of $W$ in the expression of $K(\sigma)$ complicates the study of the eigenvalues and the eigenvectors of $K(\sigma)$. However, one can show, as in [2, Theorem 4.3], that the results on $s(\sigma)$ can be extended to $K(\sigma)$.


Fig. 4. The function $\sigma \mapsto \kappa_{m}(\sigma)$ and its intersection with the line $\kappa=-1$. We have $A=$ $N(0, \sigma ; \Gamma, \lambda), B=M(\sigma ; \Gamma, \lambda), C=M\left(\sigma_{0} ; \Gamma, \lambda\right)$, and $D=N_{\mathrm{p}}(\Gamma, \Lambda)$.

Theorem 31. Assume that $\sigma \geq \sigma_{0}$.

- If $\Omega_{1}^{\text {int }} \subset \Omega_{2}^{\text {int }}$ and if we denote by $\kappa_{m}^{(1)}$ and $\kappa_{m}^{(2)}$ (respectively, $\mu_{m}^{(1)}$ and $\mu_{m}^{(2)}$ ) the negative eigenvalues (respectively, the positive eigenvalues) with respect to $\Omega_{1}^{\text {int }}$ and $\Omega_{2}^{\text {int }}$, then

$$
\kappa_{m}^{(2)}(\sigma) \leq \kappa_{m}^{(1)}(\sigma) \leq 0, \quad \mu_{m}^{(2)}(\sigma) \geq \mu_{m}^{(1)}(\sigma) \geq 0
$$

- $\kappa_{m}(\sigma)$ is a decreasing function of $\sigma$.

We can also establish another result shown in [2, Theorem 4.4]: if $N$ is even, then there are at most a finite number of zeros of $\mathcal{S}$. The reason for this comes from the relation

$$
K(\sigma)=-i^{N-1}\left(\frac{\sigma}{2 \pi}\right)^{\frac{N-1}{2}} s(\sigma) W
$$

We know by Lemma 27 that all the eigenvalues of $s(\sigma)$ are negative when $\sigma \geq \sigma_{0}$. In this case, the eigenvalues of $K(\sigma)$ are purely imaginary and thus cannot be equal to -1 . On the other hand, if $N$ is odd, there is an infinite sequence of zeros for each $\sigma>0$. From now on, we assume that $N$ is odd.

Let us denote by $N\left(\sigma_{1}, \sigma_{2} ; \Gamma, \lambda\right)$ the number of zeros of the scattering matrix $\mathcal{S}(i \sigma,-i \lambda \sigma)$ when $\sigma$ describes the slab $\left[\sigma_{1}, \sigma_{2}\right]$ (see Figure 4). Thanks to Theorem 31, it is quite clear what is going on for $\sigma \geq \sigma_{0}$ : since $\kappa_{m}(\sigma)$ is decreasing and tends to minus infinity as $\sigma \rightarrow \infty$, then the equation $\kappa_{m}(\sigma)=-1$ has at most one solution $\sigma \geq \sigma_{0}$. Moreover, if $\kappa_{m}\left(\sigma_{0}\right) \geq-1$, then the equation $\kappa_{m}(\sigma)=-1$ has exactly one solution $\sigma \geq \sigma_{0}$. But in $\left[0, \sigma_{0}\right], \kappa_{m}(\sigma)$ is not monotone and even can have some poles.

First let us show that the overall number of poles $\forall \kappa_{m}$ is bounded. $i \sigma$ is a pole of $\mathcal{S}(i \sigma,-i \lambda \sigma)$ if and only if $\sigma$ is a pole of an eigenvalue $\kappa_{m}$. The set of all the poles of $\mathcal{S}(i \sigma,-i \lambda \sigma)$ has no cluster point, except at infinity. Furthermore, the multiplicity of each pole is finite. For any compact set of $\mathbb{C}$, there is at most a finite number of poles of $\mathcal{S}(i \sigma,-i \sigma \lambda)$. Therefore for $\sigma \in\left[0, \sigma_{0}\right]$ there is a finite number of poles and by Theorem 26, there are only a finite number of poles of $\mathcal{S}(i \sigma,-i \sigma \lambda)$ for $\sigma>0$. The
finite number of poles for $\sigma>0$ is denoted by $N_{\mathrm{p}}(\Gamma, \lambda)$. Each pole of the scattering matrix corresponds to a pole of one eigenvalue $\kappa_{m}(\sigma)$. We conclude that there exists an integer $m_{0}$ such that $\kappa_{m}$ has no pole for $m \geq m_{0}$.

Using the same argument to the scattering matrix $\mathcal{S}(-i \sigma,-i \sigma \lambda)$ in the lower half plane, we conclude that this operator has only a finite number of poles in any compact set of $\mathbb{C} \backslash\{0\}$, and by Theorem 24 that $\mathcal{S}(i \sigma,-i \sigma \lambda)$ has a finite number of zeros in any finite compact set of $\sigma>0$. To show that there is no cluster point at zero, we note that

$$
\|K(\sigma)\| \leq \max \left(\left|\kappa_{1}(\sigma)\right|, \mu_{1}(\sigma)\right) \xrightarrow{\sigma \rightarrow 0} 0 .
$$

Hence $\|K(\sigma)\|<1$ in a compact set surrounding zero, which proves that $\mathcal{S}(i \sigma,-i \sigma \lambda)$ is invertible in this set. Therefore, zero cannot be a cluster point, and in the interval [ $\sigma_{1}, \sigma_{2}$ ] the number of zeros of $\mathcal{S}(i \sigma,-i \sigma \lambda)$ is finite for any $\sigma_{1} \geq 0$. This number is clearly $N\left(\sigma_{1}, \sigma_{2} ; \Gamma, \lambda\right)$.

Lemma 32. Assume that $\Omega^{\text {int }}$ is star-shaped. If $M(\sigma ; \Gamma, \lambda)$ denotes the number of eigenvalues such that $\kappa_{m}(\sigma) \leq-1$ (see Figure 4), then for $\sigma>\sigma_{0}$

$$
N\left(\sigma_{0}, \sigma ; \Gamma, \lambda\right)=M(\sigma ; \Gamma, \lambda)-M\left(\sigma_{0} ; \Gamma, \lambda\right)
$$

Moreover,

$$
N(0, \sigma ; \Gamma, \lambda) \geq M(\sigma ; \Gamma, \lambda)-N_{\mathrm{p}}(\Gamma, \lambda)
$$

Proof. Since $\kappa_{m}(\sigma)$ is a decreasing function of $\sigma$ for each $m$, we conclude that there are exactly $M(\sigma ; \Gamma, \lambda)-M\left(\sigma_{0} ; \Gamma, \lambda\right)$ eigenvalues $\kappa_{m}$ such that $\kappa_{m}\left(\sigma_{0}\right)>-1$ and $\kappa_{m}(\sigma) \leq-1$. From Theorem 31, one can infer that each of these eigenvalues crosses the line -1 exactly once in $\left[\sigma_{0}, \sigma\right]$. The other eigenvalues cannot cross the straight line -1 in $\left[\sigma_{0}, \sigma\right]$, which proves the first equality.

For the second inequality, since $\kappa_{m}(0)=0$ for any $m$, we notice that the $M(\sigma ; \Gamma, \lambda)$ eigenvalues that are lower than -1 at the frequency $\sigma$ must cross the line -1 at least once in $[0, \sigma]$ if and only if $\kappa_{m}(\sigma)$ is continuous in $[0, \sigma]$. The function $\kappa_{m}(\sigma)$ is continuous in $[0, \sigma]$ if there is no pole in $[0, \sigma]$. Since at most $N_{\mathrm{p}}(\Gamma, \lambda)$ eigenvalues have one pole or more, the theorem is proved.

Corollary 33. If $\Omega_{1}^{\mathrm{int}} \subset \Omega_{2}^{\mathrm{int}}$ with $\Omega_{1}^{\mathrm{int}}$ star-shaped, and $\lambda_{1}, \lambda_{2}$ are two admissible impedances defined on $\Gamma_{1}, \Gamma_{2}$, respectively, then we have for $\sigma>\sigma_{0}$

$$
N\left(0, \sigma ; \Gamma_{2}, \lambda_{2}\right) \geq N\left(\sigma_{0}, \sigma ; \Gamma_{1}, \lambda_{1}\right)-N_{\mathrm{p}}\left(\Gamma_{2}, \lambda_{2}\right)
$$

Proof. From Lemma 32, we have

$$
M:=M\left(\sigma ; \Gamma_{1}, \lambda_{1}\right) \geq N\left(\sigma_{0}, \sigma ; \Gamma_{1}, \lambda_{1}\right)
$$

There are exactly $M$ eigenvalues of $\Omega_{1}^{\text {int }}$ lower than -1 at the frequency $\sigma$, i.e.,

$$
\kappa_{1}^{(1)}(\sigma) \leq-1, \ldots, \quad \kappa_{M}^{(1)}(\sigma) \leq-1
$$

Thus by Theorem $31, \kappa_{1}^{(2)}(\sigma) \leq-1, \ldots, \kappa_{M}^{(2)}(\sigma) \leq-1$, which means that

$$
M\left(\sigma ; \Gamma_{2}, \lambda_{2}\right) \geq M
$$

Finally, by Lemma 32,

$$
\begin{aligned}
N\left(0, \sigma ; \Gamma_{2}, \lambda_{2}\right) & \geq M\left(\sigma ; \Gamma_{2}, \lambda_{2}\right)-N_{\mathrm{p}}\left(\Gamma_{2}, \lambda_{2}\right) \\
& \geq N\left(\sigma_{0}, \sigma ; \Gamma_{1}, \lambda_{1}\right)-N_{\mathrm{p}}\left(\Gamma_{2}, \lambda_{2}\right)
\end{aligned}
$$

THEOREM 34. Assume that there exist two balls $B_{R_{1}}$ and $B_{R_{2}}$ of radii $R_{1}$ and $R_{2}$, respectively, such that $\bar{B}_{R_{1}} \subset \Omega^{\mathrm{int}}, \bar{\Omega}_{i} \subset B_{R_{2}}$. Assume furthermore that $\Omega^{\mathrm{int}}$ is starshaped. Let $\lambda, \lambda_{1}$, and $\lambda_{2}$ be admissible impedances on $\Gamma, S_{R_{1}}$, and $S_{R_{2}}$, respectively. Then for $\sigma>\sigma_{0}$

$$
\begin{aligned}
& N(0, \sigma ; \Gamma, \lambda) \geq M\left(\sigma ; S_{R_{1}}, \lambda_{1}\right)-M\left(\sigma_{0} ; S_{R_{1}}, \lambda_{1}\right)-N_{\mathrm{p}}(\Gamma, \lambda) \\
& N(0, \sigma ; \Gamma, \lambda) \leq M\left(\sigma ; S_{R_{2}}, \lambda_{2}\right)-M\left(\sigma_{0} ; S_{R_{2}}, \lambda_{2}\right)+N\left(0, \sigma_{0} ; S_{R_{2}}, \lambda_{2}\right) \\
&+N_{\mathrm{p}}\left(S_{R_{2}}, \lambda_{2}\right)+N\left(0, \sigma_{0} ; \Gamma, \lambda\right)
\end{aligned}
$$

Proof. From Corollary 33, we have that

$$
N(0, \sigma ; \Gamma, \lambda) \geq N\left(\sigma_{0}, \sigma ; S_{R_{1}}, \lambda_{1}\right)-N_{\mathrm{p}}(\Gamma, \lambda)
$$

Then by Lemma 32, the first inequality is proved.
Corollary 33 now enables us to write

$$
N\left(0, \sigma ; S_{R_{2}}, \lambda_{2}\right) \geq N\left(\sigma_{0}, \sigma ; \Gamma, \lambda\right)-N_{\mathrm{p}}\left(S_{R_{2}}, \lambda_{2}\right)
$$

Hence one may infer that

$$
\begin{aligned}
N(0, \sigma ; \Gamma, \lambda) & =N\left(0, \sigma_{0} ; \Gamma, \lambda\right)+N\left(\sigma_{0}, \sigma ; \Gamma, \lambda\right) \\
& \leq N\left(0, \sigma ; S_{R_{2}}, \lambda_{2}\right)+N_{\mathrm{p}}\left(S_{R_{2}}, \lambda_{2}\right)+N\left(0, \sigma_{0} ; \Gamma, \lambda\right)
\end{aligned}
$$

By Lemma 32, we have

$$
\begin{aligned}
N\left(0, \sigma ; S_{R_{2}}, \lambda_{2}\right) & =N\left(0, \sigma_{0} ; S_{R_{2}}, \lambda_{2}\right)+N\left(\sigma_{0}, \sigma ; S_{R_{2}}, \lambda_{2}\right) \\
& =M\left(\sigma ; S_{R_{2}}, \lambda_{2}\right)-M\left(\sigma_{0} ; S_{R_{2}}, \lambda_{2}\right)+N\left(0, \sigma_{0} ; S_{R_{2}}, \lambda_{2}\right)
\end{aligned}
$$

This, combined with previous relation, proves the second inequality of the theorem.

In the right-hand side of the two inequalities of Theorem 34, only the first term depends on $\sigma$. If $N$ is odd, these two terms tend to infinity as $\sigma \rightarrow \infty$, and hence gives the leading behavior of $N(0, \sigma ; \Gamma, \lambda)$ for $\sigma$ large. These two factors, namely $M\left(\sigma ; S_{R_{1}}, \lambda_{1}\right)$ and $M\left(\sigma ; S_{R_{2}}, \lambda_{2}\right)$ can be computed as in [2, section 5]. In fact, the asymptotic number of zeros on the imaginary axis for the case of the sphere is independent of the boundary condition. More precisely, the number of zeros on the imaginary axis between 0 and $i \sigma$ for the case of a sphere a radius $R$ is asymptotically equal to $\frac{1}{(N-1)!}\left(\frac{R}{\gamma_{0}}\right)^{N-1}$, where $\gamma_{0} \approx 0.6627[2]$. Noting that $N_{\mathrm{I}}(\sigma)=N(0, \sigma ; \Gamma, \lambda)$, we can infer the following theorem.

Theorem 35. Assume $N$ is odd. Assume further that $\bar{B}_{R_{1}} \subset \Omega^{\text {int }}, \bar{\Omega}_{i} \subset B_{R_{2}}$ and that $\Omega^{\text {int }}$ is star-shaped. Then

$$
\begin{aligned}
& \lim _{\sigma \rightarrow \infty} \frac{N_{\mathrm{I}}(\sigma)}{\sigma^{N-1}} \geq \frac{1}{(N-1)!}\left(\frac{R_{1}}{\gamma_{0}}\right)^{N-1} \\
& \lim _{\sigma \rightarrow \infty} \frac{N_{\mathrm{I}}(\sigma)}{\sigma^{N-1}} \leq \frac{1}{(N-1)!}\left(\frac{R_{2}}{\gamma_{0}}\right)^{N-1}
\end{aligned}
$$

where $\gamma_{0}$ is the unique solution of the equation

$$
e^{\sqrt{1+\gamma_{0}^{2}}} \frac{\sqrt{1+\gamma_{0}^{2}}-1}{\gamma_{0}}=1
$$

5. Conclusion. The motivation of this paper was to answer the following question: What can we infer of the obstacle from the location of the resonant frequencies? It is well known that the asymptotic repartition of eigenvalues of the interior acoustic problem gives the volume and the perimeter of the obstacle. This leads us to consider counting functions of the resonant frequencies for the exterior of an obstacle. It is not easy at all to link the global counting function with some geometrical quantities on the obstacle. However, a special study can be performed on the purely imaginary axis. There are infinitely many resonant frequencies on this axis. Let $N_{\mathrm{I}}(\sigma)$ be the number of purely imaginary poles whose modulus is lower than $\sigma$. We set

$$
R_{\Gamma}=\gamma_{0}\left[(N-1)!\lim _{\sigma \rightarrow \infty} \frac{N_{\mathrm{I}}(\sigma)}{\sigma^{N-1}}\right]^{\frac{1}{N-1}}
$$

Then for the acoustic waves with the impedance boundary condition (in odd space dimensions), we have

$$
R_{1} \leq R_{\Gamma} \leq R_{2}
$$

where $R_{1}$ is the radius of the largest sphere contained in the obstacle and $R_{2}$ is the radius of the smallest sphere containing the obstacle. Without further a priori information on the obstacle $\Omega^{\text {int }}$, this relation is not of great interest for the inverse problem: it simply states that the boundary of the obstacle is crossing a sphere of radius $R_{\Gamma}$. This does not give a very precise idea of the size of the obstacle. For the inverse problem, it would be more interesting to have an upper bound on $R_{2}$ or a lower bound on $R_{1}$.

However, we are sometimes looking for an obstacle belonging to a special class of targets. For instance, for radar identification, one can look for an airplane. Since the shape of an airplane is always roughly the same, we can figure out that $R_{\Gamma}$ gives a good idea of the size of the airplane. It is in this sense that the last inequality has to be used.
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#### Abstract

We consider the Dirichlet problem for uniformly elliptic operators $L=\sum a_{i j} D_{i j}$ with measurable coefficients $a_{i j}$ in the unit ball $B_{1} \subset \boldsymbol{R}^{d}$. A recent sensational result of Nikolai Nadirashvili states that there is no uniqueness of "weak" solutions to this problem if $d \geq 3$. He constructed two sequences of linear elliptic operators with smooth coefficients $\left\{a_{i j}^{0, k}\right\}$ and $\left\{a_{i j}^{1, k}\right\}$, which have the same ellipticity constant $\nu>0$ and converge to the same functions $a_{i j}$ almost everywhere (a.e.) in $B_{1}$ as $k \rightarrow \infty$, while the corresponding sequences of solutions $\left\{u^{0, k}\right\}$ and $\left\{u^{1, k}\right\}$ converge to two different functions; i.e., the Dirichlet problem has at least two "weak" solutions. In the present paper, we popularize and slightly generalize Nadirashvili's result: for an arbitrary constant $\Lambda>0$, we construct two sequences of linear elliptic operators with the same ellipticity constant $\nu=\nu(\Lambda)>0$ and the additional restriction $\left|a_{i j}^{0, k}-a_{i j}^{1, k}\right| \leq \Lambda$ for all $i, j, k$, which define two different "weak" solutions to the Dirichlet problem [N. S. Nadirashvili, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 24 (1997), pp. 537-550].
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1. Introduction. Let $\Omega$ be a bounded domain in $\boldsymbol{R}^{d}, d \geq 1$, with the boundary $\partial \Omega$ of class $C^{2}$. Let $a=\left(a_{i j}(x)\right)$ be a real, symmetric, measurable $d \times d$ matrix function on $\Omega$, satisfying the uniform ellipticity condition

$$
\begin{equation*}
\nu|\xi|^{2} \leq \sum_{i, j=1}^{d} a_{i j} \xi_{i} \xi_{j} \leq \nu^{-1}|\xi|^{2} \quad \text { for all } \quad \xi \in \boldsymbol{R}^{d}, \tag{1.1}
\end{equation*}
$$

where $\nu=$ const $\in(0,1]$. We consider the Dirichlet problem

$$
\begin{equation*}
L u=\sum_{i, j=1}^{d} a_{i j} D_{i j} u=0 \quad \text { in } \quad \Omega, \quad u=g \quad \text { on } \quad \partial \Omega, \tag{1.2}
\end{equation*}
$$

where $D_{i j} u=\partial^{2} u / \partial x_{i} \partial x_{j}$, and $g$ is a given continuous function. If $a_{i j} \in C(\bar{\Omega})$, then this problem has a unique strong solution, which belongs to the Sobolev space $W^{2, p}\left(\Omega^{\prime}\right)$ for any subdomain $\Omega^{\prime} \subset \overline{\Omega^{\prime}} \subset \Omega$ and $1<p<\infty$ (see [15, section 9.6$]$ ). For discontinuous $a_{i j}$, there is no definition of solution to the problem (1.2), which preserves simultaneously all the basic properties of strong solutions, such as the existence, uniqueness, maximum principle, etc. For arbitrary approximation $a_{i j}$ by smooth functions $a_{i j}^{k}, k=1,2, \ldots$, the solutions $u^{k}$ to the corresponding Dirichlet problems are uniformly bounded and equicontinuous on $\bar{\Omega}$ (see [23], [27], and also [15, section 9.8]). Therefore, there exists a subsequence (we call it $\left\{u^{k}\right\}$ again) converging to some function $u \in C(\bar{\Omega})$. In the following definition, this function is called

[^43]a weak solution to the problem (1.2), and so our previous argument shows that the weak solutions always exist.

Definition 1.1. A function $u=u(x) \in C(\bar{\Omega})$ is a weak solution to the problem (1.2) if there exists a sequence of real symmetric matrices of coefficients $\left\{a^{k}\right\}=\left\{\left(a_{i j}^{k}(x)\right)\right\}, k=1,2, \ldots$, such that
(i) $a_{i j}^{k} \in C^{\infty}(\bar{\Omega})$ and satisfy (1.1) for each $k$ with the same constant $\nu \in(0,1]$;
(ii) $a_{i j}^{k} \rightarrow a_{i j}$ a.e. in $\Omega$ as $k \rightarrow \infty$;
(iii) the (classical) solutions $\left\{u^{k}\right\}$ to the problems

$$
\begin{equation*}
L^{k} u^{k}=\sum_{i, j=1}^{d} a_{i j}^{k} D_{i j} u^{k}=0 \quad \text { in } \quad \Omega, \quad u^{k}=g \quad \text { on } \quad \partial \Omega \tag{1.3}
\end{equation*}
$$

converge in $C(\bar{\Omega})$ to $u$ :

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{\Omega}\left|u^{k}-u\right|=0 \tag{1.4}
\end{equation*}
$$

The properties of classical or strong solutions, which do not depend on the smoothness of coefficients, such as the Hölder estimates, the Harnack inequality, and different forms of the maximum principle, are automatically extended to the weak solutions. As regards the uniqueness of weak solutions, the situation is different. For classical solutions, the uniqueness follows from the maximum principle, because the difference of two solutions to a linear homogeneous equation $L u=0$ satisfies the same equation. This reasoning does not work for weak solutions because different weak solutions may be obtained by means of different sequences $\left\{a^{k}\right\}$. Many mathematicians tried to solve this so-called weak uniqueness problem for discontinuous $a_{i j}$ (see [3], [4], [5], [9], [10], [11], [22], [29], and references therein), but positive results were obtained only under additional restrictions on $a_{i j}$. We will discuss some of these results in section 2 below.

A recent sensational result of Nikolai Nadirashvili [25] states that the weak uniqueness may fail if $d \geq 3$. He constructed two sequences of operators with smooth coefficients $\left\{a_{i j}^{0, k}\right\}$ and $\left\{a_{i j}^{1, k}\right\}$, which satisfy the ellipticity condition (1.1) with the same constant $\nu \in(0,1]$ and converge to the same functions $a_{i j}$ a.e. in the unit ball $B_{1}=\{|x|<1\} \subset \boldsymbol{R}^{3}$ as $k \rightarrow \infty$, while the corresponding sequences of solutions converge to two different functions. In other words, there are at least two different weak solutions to the problem (1.2) in $\Omega=B_{1} \subset \boldsymbol{R}^{3}$. In this paper, we show that the weak uniqueness still fails under the additional restriction

$$
\begin{equation*}
\sup _{\Omega}\left|a_{i j}^{0, k}-a_{i j}^{1, k}\right| \leq \Lambda \quad \text { for all } \quad i, j, k \tag{1.5}
\end{equation*}
$$

with a constant $\Lambda>0$ which can be made arbitrarily small. Namely, we have the following result.

THEOREM 1.2. For any constant $\Lambda>0$, there exist two sequences $\left\{a^{0, k}\right\}=$ $\left\{\left(a_{i j}^{0, k}\right)\right\}$ and $\left\{a^{1, k}\right\}=\left\{\left(a_{i j}^{1, k}\right)\right\}$ of real, symmetric, $3 \times 3$ matrix functions on $B_{1} \subset \boldsymbol{R}^{3}$, and a function $g \in C^{\infty}\left(\overline{B_{1}}\right)$, such that
(i) for each $k$, functions $\left\{a_{i j}^{0, k}\right\},\left\{a_{i j}^{1, k}\right\} \subset C^{\infty}\left(\overline{B_{1}}\right)$, satisfy (1.5) with the given constant $\Lambda$, and (1.1) with a constant $\nu=\nu(\Lambda) \in(0,1]$;
(ii) $a_{i j}^{0, k}, a_{i j}^{1, k}$ converge to the same functions $a_{i j}$ a.e. in $B_{1}$ as $k \rightarrow \infty$;
(iii) for $m=0$ and 1 , the sequences $u^{m, k}$ of solutions to the problems

$$
\begin{equation*}
L^{m, k} u^{m, k}=\sum_{i, j=1}^{3} a_{i j}^{m, k} D_{i j} u^{m, k}=0 \quad \text { in } \quad B_{1}, u^{m, k}=g \quad \text { on } \quad \partial B_{1} \tag{1.6}
\end{equation*}
$$

converge to two different functions $u^{0}$ and $u^{1}$, respectively:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{B_{1}}\left|u^{m, k}-u^{m}\right|=0, \quad u^{0}(0) \neq u^{1}(0) \tag{1.7}
\end{equation*}
$$

By Definition 1.1, these limit functions $u^{0}$ and $u^{1}$ are two different weak solutions to the problem (1.2) for $\Omega=B_{1}$.

Proof. The proof of this theorem is given below in section 4. As in the Nadirashvili paper [25], we use some special "piecewise periodic" approximations of $a_{i j}$, though the technical details here are different from those in [25].

Theorem 1.2 is easily extended to higher dimensions $d>3$, with minimal modifications in the proof.

Remark 1.1. The definition of weak solution here and in [22], [29] is equivalent to the definition of "good" solution in [9], [10], [11], [25]. Jensen [16] (see also [8]) proved that the concept of weak solution to (1.2) coincides with that of viscosity solution. Our preference is motivated by the following reasons. By Corollary 2.2 below, any strong solution $u \in W^{2, d}(\Omega)$ of (1.2) is a weak solution, but not vice versa. Moreover, the weak uniqueness problem of (1.2) with arbitrary $g$ is equivalent to the weak uniqueness problem for corresponding diffusion processes (see [19], [21]). This means Nadirashvili's example automatically gives the negative answer to the latter problem.

The following martingale problem is also equivalent to the weak uniqueness problem for (1.2) with arbitrary $g \in C\left(\boldsymbol{R}^{d}\right)$ (see [19], [21], and a discussion in [9]). Let an operator $L=\sum a_{i j} D_{i j}$ with coefficients $a_{i j}$ satisfying (1.1) be defined on the whole space $\boldsymbol{R}^{d}$. Using a "selection" procedure initiated by Krylov [20], Stroock and Varadhan [30] proved that for each $x \in \boldsymbol{R}^{d}$, there exists a probability measure $P_{x}$ on $C\left([0, \infty), \boldsymbol{R}^{d}\right)=\left\{\xi_{t}, t \geq 0\right\}$, such that
(i) $P_{x}\left(\xi_{0}=x\right)=1$,
(ii) $\varphi\left(\xi_{t}\right)-\varphi\left(\xi_{0}\right)-\int_{0}^{t} L \varphi\left(\xi_{s}\right) d s$ is a $P_{x}$-local martingale for all $\varphi \in C^{2}\left(\boldsymbol{R}^{d}\right)$. They also showed that the solution to the martingale problem is unique if $a_{i j}$ are continuous or $d \leq 2$ (see [31] and [30, Chapter 7]). It remained unknown if the solution was unique for $d \geq 3$ and discontinuous $a_{i j}$. Nadirashvili's result gives a negative answer to this question as well: the martingale problem may have different solutions.

In section 2, we discuss different conditions on the coefficients, which provide the uniqueness of weak solutions. Section 3 contains some preparatory material. Finally, section 4 is devoted to the proof of Theorem 1.2.
2. Uniqueness of weak solutions. Many positive results on the weak uniqueness are based on the following Aleksandrov-Bakelman-Pucci estimate for functions in the Sobolev space $W^{2, d}(\Omega)$. Having in mind the imbedding $W^{2, d}(\Omega) \subset C(\bar{\Omega})$, we always consider only such "representatives" of functions in $W^{2, d}(\Omega)$ which are continuous on $\bar{\Omega}$.

THEOREM 2.1. Let $a=\left(a_{i j}(x)\right)$ be a real, symmetric, measurable $d \times d$ matrix function on a bounded domain $\Omega \subset \boldsymbol{R}^{d}, d \geq 2$. Then for any function $u \in W^{2, d}(\Omega)$,
we have

$$
\begin{equation*}
\sup _{\Omega}|u| \leq \sup _{\partial \Omega}|u|+N\|L u\|_{\mathcal{L}^{d}(\Omega)} \tag{2.1}
\end{equation*}
$$

where $L=\sum a_{i j} D_{i j}$, and the constant $N$ depends only on $d$, $\nu$, and $\operatorname{diam} \Omega$.
Proof. The proof is contained in [1] (see also [15, Chapter 9]).
Corollary 2.2. If the problem (1.2) has a strong solution $u \in W^{2, d}(\Omega)$, then $u$ is also a unique weak solution to this problem.

Proof. Let $a^{k}=\left(a_{i j}^{k}(x)\right), k=1,2, \ldots$, be real, symmetric, smooth matrix functions, such that $a_{i j}^{k} \rightarrow a_{i j}$ a.e. in $\Omega$ as $k \rightarrow \infty$, and let $\left\{u^{k}\right\}$ be a sequence of solutions to the problems (1.3). Then

$$
L^{k}\left(u^{k}-u\right)=-L^{k} u=\left(L-L^{k}\right) u \quad \text { in } \Omega, \quad u^{k}-u=0 \text { on } \partial \Omega
$$

By Theorem 2.1,

$$
\begin{align*}
\sup _{\Omega}\left|u^{k}-u\right| & \leq N \cdot\left\|\left(L-L^{k}\right) u\right\|_{\mathcal{L}^{d}(\Omega)} \\
& =N\left(\int_{\Omega}\left|\sum_{i, j}\left(a_{i j}-a_{i j}^{k}\right) D_{i j} u\right|^{d} d x\right)^{1 / d} \tag{2.2}
\end{align*}
$$

with a constant $N$ independent on $k$. Since the integral function converges to 0 a.e. in $\Omega$ as $k \rightarrow \infty$ and is dominated by const $\sum\left|D_{i j} u\right|^{d} \in \mathcal{L}^{1}(\Omega)$, we have (1.4). This means $u$ is the only weak solution to the problem (1.2).

Using suitable approximations of $g \in C(\bar{\Omega})$ by smooth functions, we can reduce the weak uniqueness problem to the case $g \in C^{\infty}(\bar{\Omega})$. Further, we set $v=u-g$, so that the problem (1.2) is transformed to the equivalent one:

$$
\begin{equation*}
L v=\sum_{i, j} a_{i j} D_{i j} v=f \quad \text { in } \quad \Omega, \quad v=0 \quad \text { on } \quad \partial \Omega, \tag{2.3}
\end{equation*}
$$

where $f=-L g \in \mathcal{L}^{\infty}(\Omega)$. The problem (2.3) has a unique strong solution in $W^{2, d}(\Omega)$, even for $f \in \mathcal{L}^{d}(\Omega)$, if the estimate

$$
\begin{equation*}
\max _{i, j}\left\|D_{i j} v\right\|_{\mathcal{L}^{d}(\Omega)} \leq N\|L v\|_{\mathcal{L}^{d}(\Omega)} \quad \text { for } \quad v \in C^{2}(\bar{\Omega}), \quad v=0 \quad \text { on } \quad \partial \Omega \tag{2.4}
\end{equation*}
$$

holds with a constant $N$ independent of $v$ (see [15, Chapter 9]). This is true in the following cases (i), (ii), and (iii).
(i) $a_{i j} \in C(\bar{\Omega})$. By the Calderon-Zygmund inequality (see [15, Chapter 9]), the estimate (2.4) remains true also for norms in $\mathcal{L}^{p}(\Omega), 1<p<\infty$.
(ii) $d=2$. The estimate (2.4) is due to S . N. Bernstein when $\Omega$ is a ball in $\boldsymbol{R}^{2}$. It is generalized to bounded domains $\Omega$ with $\partial \Omega \in C^{2}$ (see [24, Chapter 3, section 19]).
(iii) The coefficients $a_{i j}$ are close to some constants $a_{i j}^{0}$ (cf. [12]):

$$
\begin{equation*}
\left|a_{i j}-a_{i j}^{0}\right| \leq \varepsilon_{0} \tag{2.5}
\end{equation*}
$$

where $\varepsilon_{0}=\varepsilon_{0}(d, \nu)$ is a small positive constant. The estimate (2.4) for $L=\sum a_{i j} D_{i j}$ is obtained by easy perturbation arguments. Indeed, as a particular case of (i), this
estimate holds for $L^{0}=\sum a_{i j}^{0} D_{i j}$; i.e., for arbitrary $v \in C^{2}(\bar{\Omega})$ satisfying $v=0$ on $\partial \Omega$, we have

$$
M=\sum_{i, j}\left\|D_{i j} v\right\| \leq N_{0}\left\|L^{0} v\right\|
$$

where $N_{0}=N_{0}(\nu, \Omega)$ and $\|\cdot\|$ is the norm in $\mathcal{L}^{d}(\Omega)$. Using (2.5), we get

$$
\begin{gathered}
\left\|L^{0} v\right\| \leq\|L v\|+\left\|\left(L-L^{0}\right) v\right\| \leq\|L v\|+\varepsilon_{0} M \\
M \leq N_{0}\left\|L^{0} v\right\| \leq N_{0}\|L v\|+N_{0} \varepsilon_{0} M
\end{gathered}
$$

For $0<\varepsilon_{0}<1 / N_{0}$, the last inequality implies (2.4) with $N=\left(1-N_{0} \varepsilon_{0}\right)^{-1} N_{0}$.
Summarizing the above considerations, we obtain the weak uniqueness for the problem (1.2) with arbitrary $g \in C(\bar{\Omega})$ in the cases (i), (ii), and (iii).

Corollary 2.2 does not cover all the cases when the weak uniqueness holds. If the coefficients $a_{i j}$ are discontinuous at a single point, the weak solution to the problem (1.2) may not belong to $W^{2, p}(\Omega)$ if $p>\frac{3}{2}$ (see [28, Remark 8.1]). However, Luis Caffarelli proved that in this case the weak solution is unique. Relying on this result, Cerutti, Escauriaza, and Fabes [9], [10] proved the uniqueness when $a_{i j} \in C(\Omega \backslash E)$, where $E$ is a countable set having at most one cluster point. Further generalizations were made by Krylov [22] for $E$ with countable closure and by Safonov [29] for closed $E$ of small Hausdorff dimension $\alpha=\alpha(d, \nu)$; i.e., $\alpha \rightarrow 0$ as $\nu \rightarrow 0$. Nevertheless, many special questions remain open, e.g., whether or not the weak uniqueness holds when $E$ is a segment in $\Omega \subset \boldsymbol{R}^{d}, d \geq 3$.

For other related results, see [3], [5], [4], [11]. We only mention a paper by Bass and Pardoux [5], where the weak uniqueness is proved when $\Omega$ is the union of a finite number of disjoint polyhedrons and $a_{i j}$ are constants on each of them.

Since the problems (1.2) and (2.3) are equivalent, the weak uniqueness can be treated in terms of properties of the Green function for $\Omega$ (see [9], [10], [11], [22]). By this approach, Krylov [22] showed that the weak uniqueness is a local property of coefficients $a_{i j}$, i.e., it holds for a neighborhood of each point $x_{0} \in \Omega$, if and only if it holds for $\Omega$.

Both (1.2) and (2.3) are the particular cases of the problem

$$
\begin{equation*}
L u=\sum_{i, j} a_{i j} D_{i j} u=f \quad \text { in } \quad \Omega, \quad u=g \quad \text { on } \quad \partial \Omega, \tag{2.6}
\end{equation*}
$$

where $f \in \mathcal{L}^{d}(\Omega), g \in C(\bar{\Omega})$. The weak uniqueness for (1.2) with arbitrary $g \in C(\bar{\Omega})$ implies the uniqueness for (2.6) in the following sense. Let smooth functions $a_{i j}^{k}=$ $a_{j i}^{k}, f^{k}, g^{k}$ be given for $i, j=1,2, \ldots, d ; k=1,2, \ldots$ Suppose $a_{i j}^{k}$ satisfy (1.1) for each $k, a_{i j}^{k} \rightarrow a_{i j}$ a.e. in $\Omega, f^{k} \rightarrow f$ in $\mathcal{L}^{d}(\Omega)$, and $g^{k} \rightarrow g$ in $C(\bar{\Omega})$ as $k \rightarrow \infty$. Let $u^{k}$ be a (classical) solution to the problem

$$
\begin{equation*}
L^{k} u^{k}=\sum_{i, j} a_{i j}^{k} D_{i j} u^{k}=f^{k} \quad \text { in } \quad \Omega, \quad u^{k}=g^{k} \quad \text { on } \quad \partial \Omega \tag{2.7}
\end{equation*}
$$

Then $u^{k} \rightarrow u$ in $C(\bar{\Omega})$ as $k \rightarrow \infty$, where the limit function $u$ does not depend on the choice of $a_{i j}^{k}, f^{k}, g^{k}$ (see [29, section 2]). The weak uniqueness is also preserved after perturbation of $L$ by zero order terms (see [22], [11]). However, this is not true for
approximations of $f$ in $\mathcal{L}^{p}(\Omega)$ with $p<d$, as the following example shows (cf. [14], [2], [26]). This example also shows that the estimate (2.1) fails for $\mathcal{L}^{p}$-norms, $p<d$, in place of the $\mathcal{L}^{d}$-norm.

Example 2.1. Let $d \geq 2,0<p<d$ be fixed. We choose $\alpha=$ const $\in(0,1)$, such that $(2-\alpha) p<d$, and consider the function $u(x)=1-|x|^{\alpha}$ on $B_{1} \subset \boldsymbol{R}^{d}$. Since $D_{i j} u(x)=O\left(|x|^{\alpha-2}\right)$, the function $u$ belongs to $W^{2, p}\left(B_{1}\right)$ and satisfies

$$
\begin{equation*}
L u=\sum_{i, j} a_{i j} D_{i j} u=0 \quad \text { in } \quad B_{1}, \quad u=0 \quad \text { on } \quad \partial B_{1}, \tag{2.8}
\end{equation*}
$$

where

$$
a_{i j}=\delta_{i j}+\beta \frac{x_{i} x_{j}}{|x|^{2}}, \quad \beta=\frac{d-2+\alpha}{1-\alpha}
$$

Obviously, the only weak solution to (2.8) is identically zero. Although our function $u(x)$ has a singularity at 0 , we can approximate it by functions $u^{\varepsilon}, 0<\varepsilon<1$, such that

$$
u^{\varepsilon} \in C^{\infty}(\bar{\Omega}), \quad u^{\varepsilon}=u \quad \text { on } \quad B_{1} \backslash B_{\varepsilon} ; \quad\left|D_{i j} u^{\varepsilon}\right| \leq N \varepsilon^{\alpha-2} \quad \text { on } \quad B_{\varepsilon}
$$

with a constant $N$ which is independent on $\varepsilon$. Therefore,

$$
L u^{\varepsilon}=f^{\varepsilon} \quad \text { in } \quad B_{1}, \quad u^{\varepsilon}=0 \quad \text { on } \quad \partial B_{1},
$$

where

$$
f^{\varepsilon}=0 \quad \text { on } \quad B_{1} \backslash B_{\varepsilon}, \quad\left|f^{\varepsilon}\right| \leq N \varepsilon^{\alpha-2} \quad \text { on } \quad B_{\varepsilon} .
$$

In particular, $f^{\varepsilon} \rightarrow 0$ in $\mathcal{L}^{p}\left(B_{1}\right)$, while $u^{\varepsilon} \rightarrow u \neq 0$ in $C\left(\overline{B_{1}}\right)$ as $\varepsilon \rightarrow 0$.
3. Auxiliary results. In this section, we consider linear elliptic operators $L=$ $\sum a_{i j} D_{i j}$ with the coefficients $a_{i j} \in C^{\infty}\left(\boldsymbol{R}^{d}\right), d \geq 1$. As usual, we assume that the matrix function $a=\left(a_{i j}(x)\right)$ is real, symmetric, and satisfies (1.1) with a constant $\nu \in(0,1]$. In addition, suppose $a_{i j}$ are periodic with period 1 in each of the variables. We may treat $a_{i j}$ as functions in $C^{\infty}\left(\boldsymbol{T}^{d}\right)$, where $\boldsymbol{T}^{d}$ is the $d$-dimensional torus. We will identify $\boldsymbol{T}^{d}$ with $\left[-\frac{1}{2}, \frac{1}{2}\right)^{d} \subset \boldsymbol{R}^{d}$ and the functions on $\boldsymbol{T}^{d}$ with 1-periodic functions on $\boldsymbol{R}^{d}$, so that

$$
\begin{equation*}
u(x) \equiv u(x+z) \quad \text { on } \quad \boldsymbol{T}^{d}=\left[\frac{1}{2}, \frac{1}{2}\right)^{d} \tag{3.1}
\end{equation*}
$$

for some vector $z$ with integer components.
The following theorem is a version of the Fredholm alternative for equations with periodic coefficients.

Theorem 3.1.
(i) The equation

$$
\begin{equation*}
L u=\sum_{i, j} a_{i j} D_{i j} u=f \tag{3.2}
\end{equation*}
$$

with $f \in C^{\infty}\left(\boldsymbol{T}^{d}\right)$ has a solution in $C^{\infty}\left(\boldsymbol{T}^{d}\right)$ if and only if

$$
\begin{equation*}
(f, \rho)=\int_{\boldsymbol{T}^{d}} f \rho d x=0 \tag{3.3}
\end{equation*}
$$

for every solution $\rho \in C^{\infty}\left(\boldsymbol{T}^{d}\right)$ of the adjoint homogeneous equation

$$
\begin{equation*}
L^{*} \rho=\sum_{i, j} D_{i j}\left(a_{i j} \rho\right)=0 \tag{3.4}
\end{equation*}
$$

(ii) The homogeneous equations $L u=0$ and $L^{*} \rho=0$ have the same finite number of linearly independent solutions.

Proof. The proof is given in [7, part 2, section 3.6], even for more general equations of higher order. For second-order equations, we specify these statements as follows.

Corollary 3.2. Under the additional restriction

$$
\begin{equation*}
\int_{\boldsymbol{T}^{d}} \rho d x=1 \tag{3.5}
\end{equation*}
$$

equation (3.4) has a unique solution $\rho \in C^{\infty}\left(\boldsymbol{T}^{d}\right)$. Moreover, $\rho \geq 0$ on $\boldsymbol{T}^{d}$. Equation (3.2) with $f \in C^{\infty}\left(\boldsymbol{T}^{d}\right)$ has a solution in $C^{\infty}\left(\boldsymbol{T}^{d}\right)$ if and only if $f$ satisfies (3.3) with this $\rho$.

Proof. By the strong maximum principle (see [7, part 2, section 2.2], or [15, Theorem 3.5]), from $L u=f \geq 0$ on $\boldsymbol{T}^{d}$ it follows that $u=$ const, $f=0$. Therefore, the number of linearly independent solutions for each of two equations $L u=0$ and $L^{*} \rho=0$ is one. This implies that the problem (3.4), (3.5) has a unique solution $\rho \in C^{\infty}\left(\boldsymbol{T}^{d}\right)$, and the last statement here is equivalent to Theorem 3.1(i).

To prove the inequality $\rho \geq 0$ on $\boldsymbol{T}^{d}$, suppose otherwise. Then there exists a positive function $f \in C^{\infty}\left(\boldsymbol{T}^{d}\right)$ satisfying (3.3) with this $\rho$. In turn, this provides the solvability of (3.2) for $f>0$, which is impossible. This contradiction gives $\rho \geq 0$, and the proof is completed.

Definition 3.3. Let $a=\left(a_{i j}\right)$ be a real, symmetric $d \times d$ matrix function, where $a_{i j} \in C^{\infty}\left(\boldsymbol{T}^{d}\right)$ and satisfy (1.1) with a constant $\nu \in(0,1]$. A homogenized matrix of $a$ is the constant matrix

$$
\begin{equation*}
a^{0}=\left(a_{i j}^{0}\right)=H(a)=\int_{\boldsymbol{T}^{d}} a \rho d x \tag{3.6}
\end{equation*}
$$

where $\rho \in C^{\infty}\left(\boldsymbol{T}^{d}\right)$ is a (unique) solution to the problem (3.4), (3.5).
The following theorem was proved by Freidlin [13]. He used an interpretation of $\rho(x)$ as the density of limit distributions on $\boldsymbol{T}^{d}$ of Markov processes corresponding to $L=\sum a_{i j} D_{i j}$. Here we give an alternative proof which is closer to [6], [17]. We do not use this theorem here; however, its proof presents in a "pure" form the basic element in the proof of Theorem 1.2.

Theorem 3.4. Let $d \times d$ matrices $a(x)$ and $a^{0}$ be as in Definition 3.3. For $\varepsilon>0$, we set $a^{\varepsilon}(x)=a\left(\varepsilon^{-1} x\right)$, so that $a^{\varepsilon}$ are defined for all $\varepsilon \geq 0$. Let $\Omega$ be a bounded domain in $\boldsymbol{R}^{d}$ with the boundary $\partial \Omega \in C^{\infty}$, and let a function $g \in C^{\infty}(\bar{\Omega})$ be given. Then the solutions $u^{\varepsilon}, \varepsilon \geq 0$, to the problems

$$
\begin{equation*}
L^{\varepsilon} u^{\varepsilon}=\sum_{i, j} a_{i j}^{\varepsilon} D_{i j} u^{\varepsilon}=0 \quad \text { in } \Omega, u^{\varepsilon}=g \text { on } \partial \Omega \tag{3.7}
\end{equation*}
$$

satisfy

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0+} \sup _{\Omega}\left|u^{\varepsilon}-u^{0}\right|=0 \tag{3.8}
\end{equation*}
$$

Proof. We have the matrix equality

$$
\left(a-a^{0}, \rho\right)=\int_{\boldsymbol{T}^{d}}\left(a-a^{0}\right) \rho d x=\int_{\boldsymbol{T}^{d}} a \rho d x-a^{0} \int_{\boldsymbol{T}^{d}} \rho d x=a^{0}-a^{0}=0
$$

By Corollary 3.2 applied to each entry of the matrix $a-a^{0}$, there exists a matrix function $v=\left(v_{i j}\right)$ with $v_{i j} \in C^{\infty}(\bar{\Omega})$, such that

$$
\begin{equation*}
L v(x)=\sum_{i, j} a_{i j} D_{i j} v(x)=a(x)-a^{0} \tag{3.9}
\end{equation*}
$$

For $\varepsilon>0$, we have

$$
\begin{equation*}
\varepsilon^{2} L^{\varepsilon}\left(v\left(\varepsilon^{-1} x\right)\right)=\left(L^{\varepsilon} v\right)\left(\varepsilon^{-1} x\right)=a\left(\varepsilon^{-1} x\right)-a^{0}=a^{\varepsilon}(x)-a^{0} \tag{3.10}
\end{equation*}
$$

Consider the functions

$$
w^{\varepsilon}(x)=u^{\varepsilon}(x)-u^{0}(x)+\varepsilon^{2} \sum_{i, j} v_{i j}\left(\varepsilon^{-1} x\right) D_{i j} u^{0}(x)
$$

Since the coefficients and the boundary data in (3.7) are smooth, all the functions $u^{\varepsilon}, u^{0}, v_{i j}$ belong to $C^{\infty}(\bar{\Omega})$. Using the identities $L^{\varepsilon} u^{\varepsilon}=L^{0} u^{0}=0$ and (3.10), we get

$$
\begin{gathered}
L^{\varepsilon} w^{\varepsilon}=L^{\varepsilon} u^{\varepsilon}-L^{\varepsilon} u^{0}+\varepsilon^{2} \sum_{i, j} L^{\varepsilon}\left(v_{i j}\left(\varepsilon^{-1} x\right)\right) \cdot D_{i j} u^{0}(x)+F^{\varepsilon} \\
=L^{\varepsilon} u^{\varepsilon}-L^{\varepsilon} u^{0}+\left(L^{\varepsilon}-L^{0}\right) u^{0}+F^{\varepsilon}=F^{\varepsilon}
\end{gathered}
$$

where

$$
F^{\varepsilon}(x)=\varepsilon^{2} \sum_{i, j}\left[L^{\varepsilon}\left(v_{i j}\left(\varepsilon^{-1} x\right) D_{i j} u^{0}(x)\right)-L^{\varepsilon}\left(v_{i j}\left(\varepsilon^{-1} x\right)\right) \cdot D_{i j} u^{0}(x)\right]
$$

satisfies $\left|F^{\varepsilon}\right| \leq N \varepsilon$ with a constant $N$ which is independent of $\varepsilon$. Moreover, since $u^{\varepsilon}=u^{0}=g$ on $\partial \Omega$, we also have $\left|w^{\varepsilon}\right| \leq N \varepsilon^{2}$ on $\partial \Omega$. By the comparison principle for second-order elliptic equations, $\left|w^{\varepsilon}\right| \leq N \varepsilon$ in $\Omega$ for $0<\varepsilon<1$, which gives us equation (3.8).

As in the Nadirashvili paper [25], our approach to Theorem 1.2 is based on the fact that two different constant $3 \times 3$ matrices $A^{0}$ and $A^{1}$ may be obtained by homogenization of smooth matrices $a^{0}$ and $a^{1}$ correspondingly, which coincide on a portion of $\boldsymbol{T}^{3}$, and on the fact that locally the structure of $a^{m}$ is similar to that of $A^{m}(m=0$ and 1) on the remaining part of $\boldsymbol{T}^{3}$. The details are given in the following technical lemma.

Lemma 3.5. For any constants $\Lambda \geq \lambda_{0}>0$ and $\theta>0$, there exists an open set $G=G(\Lambda, \theta) \subset T^{3}$ of the Lebesgue measure $|G| \leq \theta$ and two real symmetric, $3 \times 3$ matrix functions $a^{0}=\left(a_{i j}^{0}(x)\right), a^{1}=\left(a_{i j}^{1}(x)\right)$, such that
(i) functions $a_{i j}^{0}, a_{i j}^{1} \in C^{\infty}\left(\boldsymbol{T}^{3}\right)$, satisfy (1.1) with a constant $\nu=\nu(\Lambda, \theta) \in$ ( 0,1 ], and

$$
\begin{equation*}
a^{0}=I, \quad a^{1}=I+\lambda l^{t} l \quad \text { on } \quad G, \quad a^{0}=a^{1} \quad \text { on } \quad \boldsymbol{T}^{3} \backslash G, \tag{3.11}
\end{equation*}
$$

where $I=\left(\delta_{i j}\right)$ is the unit matrix, $\lambda \in C^{\infty}\left(\boldsymbol{T}^{3}\right), \quad l=\left(l_{1}, l_{2}, l_{3}\right)$ with $l_{i} \in C^{\infty}(G), l^{t}$ is the corresponding column vector, and

$$
\begin{equation*}
0 \leq \lambda \leq \Lambda, \quad|l|^{2}=\sum_{i} l_{i}^{2}=1 \quad \text { on } \quad G, \quad \lambda \equiv 0 \quad \text { on } \quad \boldsymbol{T}^{3} \backslash G \tag{3.12}
\end{equation*}
$$

(ii) the homogenized matrices

$$
\begin{equation*}
A^{0}=H\left(a^{0}\right)=I, \quad A^{1}=H\left(a^{1}\right)=c\left(I+\lambda_{0} e_{3}^{t} e_{3}\right) \tag{3.13}
\end{equation*}
$$

where $1 \leq c=\mathrm{const} \leq 1+\Lambda, \quad e_{3}=(0,0,1)$.
Proof. Step 1. We will find $G$ in the form $G=G^{\prime} \times \boldsymbol{T}^{1} \subset \boldsymbol{T}^{3}$, where

$$
\begin{equation*}
G^{\prime}=\left\{x^{\prime}=\left(x_{1}, x_{2}\right): r_{0}<\left|x^{\prime}\right|<r_{1}\right\} \subset \boldsymbol{T}^{2}=\left[-\frac{1}{2}, \frac{1}{2}\right)^{2} \tag{3.14}
\end{equation*}
$$

$r_{1}=\min \left(\frac{1}{4}, \sqrt{\frac{\theta}{\pi}}\right)$, and a small constant $r_{0} \in\left(0, \frac{1}{4} r_{1}\right]$ will be chosen later. We have $|G|=\left|G^{\prime}\right|<\pi r_{1}^{2} \leq \theta$. Next, we choose a smooth function $\lambda$ on $\boldsymbol{R}^{1}$ with compact support in $\left(r_{0}, r_{1}\right)$ such that

$$
\begin{equation*}
0 \leq \lambda \leq \Lambda \quad \text { on } \boldsymbol{R}^{1}, \quad \lambda=\Lambda \quad \text { on } \quad\left[2 r_{0}, \frac{1}{2} r_{1}\right] . \tag{3.15}
\end{equation*}
$$

We will use the same notation $\lambda$ for the function $\lambda=\lambda(r), r=\left|x^{\prime}\right|=\sqrt{x_{1}^{2}+x_{2}^{2}}$ on $\boldsymbol{R}^{2} \subset \boldsymbol{R}^{3}$. Further, we set

$$
\begin{equation*}
l=\left(l_{1}, l_{2}, l_{3}\right)=r^{-1}\left(x_{1}, x_{2}, 0\right), \quad r=\left|x^{\prime}\right| \quad \text { on } \quad G . \tag{3.16}
\end{equation*}
$$

Then $\lambda$ and $l$ satisfy (3.12), and the matrices $a^{0}, a^{1}$ are well defined on $G$ by the identities (3.11). We will extend $a_{33}^{0}=a_{33}^{1}=1$ from $G$ to $\boldsymbol{T}^{3}$ by the formula

$$
\begin{equation*}
a_{33}^{0}=a_{33}^{1}=1+c_{0} \zeta_{0}(r)-c_{1} \zeta_{1}(r), \quad r=\left|x^{\prime}\right| \tag{3.17}
\end{equation*}
$$

with some constants $c_{0} \geq 0,0 \leq c_{1} \leq \frac{1}{2}$. Here $\zeta_{0}$ and $\zeta_{1}$ are smooth functions on $\boldsymbol{R}^{1}$ with compact supports in $\left(-r_{0}, r_{0}\right)$ and $\left(\frac{1}{4}, \frac{1}{2}\right)$, correspondingly, satisfying $0 \leq \zeta_{0}, \zeta_{1} \leq 1$ on $\boldsymbol{R}^{1}, \quad \zeta_{0}=1$ on $\left[-\frac{1}{2} r_{0}, \frac{1}{2} r_{0}\right]$, and $\zeta_{1}=1$ on a fixed subinterval of $\left(\frac{1}{4}, \frac{1}{2}\right)$. The remaining coefficients

$$
\begin{equation*}
a_{i j}^{0}=a_{i j}^{1}=\delta_{i j} \quad \text { on } \quad \boldsymbol{T}^{3} \backslash G, \quad i+j<6 \tag{3.18}
\end{equation*}
$$

Together with (3.11), the formulas (3.17), (3.18) determine the matrices $a^{0}, a^{1} \in$ $C^{\infty}\left(\boldsymbol{T}^{3}\right)$ satisfying all the properties (i). The properties (ii) will be obtained by a suitable choice of the constants $r_{0}, c_{0}, c_{1}$.

Step 2. For $m=0$ and 1 , we denote by $\rho_{m}$ the solution to the problem (3.4), (3.5) with $d=3, a_{i j}=a_{i j}^{m}$. Since $a^{m}=\left(a_{i j}^{m}\right)$ depend only on $x^{\prime}=\left(x_{1}, x_{2}\right)$, $\rho_{m}$ coincide with the (unique) solutions to the problem

$$
\begin{equation*}
\left(L^{m}\right)^{*} \rho_{m}=\sum_{i, j=1}^{2} D_{i j}\left(a_{i j}^{m} \rho_{m}\left(x^{\prime}\right)\right)=0, \quad \int_{\boldsymbol{T}^{2}} \rho_{m}\left(x^{\prime}\right) d x^{\prime}=1 \tag{3.19}
\end{equation*}
$$

Therefore, $\rho_{m}(x)=\rho_{m}\left(x^{\prime}\right)=\rho_{m}\left(x_{1}, x_{2}\right)$ do not depend on $x_{3}$. By (3.11) and (3.18), $a_{i j}^{0}=\delta_{i j}$ for $i+j<6$. Hence $\rho_{0} \equiv 1$, and the homogenized matrix $A^{0}=H\left(a^{0}\right)$ has the entries

$$
A_{i j}^{0}=\int_{\boldsymbol{T}^{2}} a_{i j}^{0} d x^{\prime}=\delta_{i j}, \quad i+j<6
$$

We do not have any explicit representations for $\rho_{1}$. However, from the symmetry it follows that $\rho_{1}=\rho_{1}\left(x_{1}, x_{2}\right)$ is an even function of $x_{1}$ and $x_{2}$. By (3.11), (3.15)-(3.18), we get

$$
\begin{gathered}
A_{i j}^{1}=\int_{\boldsymbol{T}^{2}} a_{i j}^{1} \rho_{1} d x^{\prime}=\delta_{i j}+\int_{\boldsymbol{T}^{2}} \lambda r^{-2} x_{i} x_{j} \rho_{1} d x^{\prime}=0, \quad i \neq j, \\
1 \leq A_{11}^{1}=A_{22}^{1}=1+\int_{\boldsymbol{T}^{2}} \lambda r^{-2} x_{1}^{2} \rho_{1} d x^{\prime} \leq 1+\Lambda,
\end{gathered}
$$

so that

$$
\begin{equation*}
A_{i j}^{1}=c \delta_{i j} \quad \text { for } \quad i+j<6, \quad \text { where } \quad 1 \leq c \leq 1+\Lambda . \tag{3.20}
\end{equation*}
$$

Now it remains to get the equalities $A_{33}^{0}=1, A_{33}^{1}=c\left(1+\lambda_{0}\right)$, which by virtue of (3.17) are equivalent to the system

$$
\rho_{00} c_{0}-\rho_{01} c_{1}=0, \quad \rho_{10} c_{0}-\rho_{11} c_{1}=b,
$$

where

$$
0 \leq \rho_{m n}=\int_{\boldsymbol{T}^{2}} \zeta_{n} \rho_{m} d x^{\prime}, \quad 0 \leq b=\left(1+\lambda_{0}\right) c-1 \leq(2+\Lambda) \Lambda .
$$

The solution of this system is

$$
c_{1}=\frac{b}{K \rho_{01}-\rho_{11}}, \quad c_{0}=\frac{\rho_{01}}{\rho_{00}} c_{1}, \quad \text { where } \quad K=\frac{\rho_{10}}{\rho_{00}} .
$$

We also need the inequalities $0 \leq c_{1} \leq \frac{1}{2}$, which guarantee the uniform ellipticity of the matrices $a^{0}, a^{1}$. We may assume that $\zeta_{1}$ is fixed and for different $r_{0}>0$ the functions $\zeta_{0}$ are obtained by rescaling $x \longrightarrow$ const $\cdot x$, so that now everything depends only on $r_{0} \in\left(0, \frac{1}{4} r_{0}\right]$. Since $\rho_{01}$ does not depend on $r_{0}$ and $\rho_{11} \leq 1$, the desired inequalities $0 \leq c_{1} \leq \frac{1}{2}$ hold automatically for small $r_{0}>0$ if we show that

$$
\begin{equation*}
K=\frac{\rho_{10}}{\rho_{00}} \rightarrow+\infty \quad \text { as } \quad r_{0} \rightarrow 0+. \tag{3.21}
\end{equation*}
$$

Step 3. We set $B=B_{A}=\left\{y^{\prime}=\left(y_{1}, y_{2}\right):\left|y^{\prime}\right|<A\right\} \subset \boldsymbol{R}^{2}$, where $A=\frac{\sqrt{2}}{2}$. Notice that for each $x^{\prime}=\left(x_{1}, x_{2}\right) \in \boldsymbol{T}^{2}=\left[-\frac{1}{2}, \frac{1}{2}\right)^{2}$, there exist at least one and at most two points $y^{\prime}=\left(y_{1}, y_{2}\right) \in B$, such that both $x_{1}-y_{1}$ and $x_{2}-y_{2}$ are integers. Therefore, considering $\rho_{m} \in C^{\infty}\left(\boldsymbol{T}^{2}\right)$ as periodic functions on $\boldsymbol{R}^{2}$ for $m=0$ and 1, we obtain

$$
\begin{equation*}
1=\int_{\boldsymbol{T}^{2}} \rho_{m} d x^{\prime} \leq \int_{B} \rho_{m} d x^{\prime} \leq 2 . \tag{3.22}
\end{equation*}
$$

Further, since $\lambda(r)=0, \zeta_{0}(r)=1$ on $\left[0, \frac{1}{2} r_{0}\right]$, the ordinary differential equation

$$
\begin{equation*}
(1+m \lambda) w_{m}^{\prime \prime}+\frac{1}{r} w_{m}^{\prime}=\zeta_{0} \tag{3.23}
\end{equation*}
$$

has a solution $w_{m}(r)=\frac{1}{4} r^{2}$ on $\left(0, \frac{1}{2} r_{0}\right]$. This solution is uniquely extended to $(0, A]$. The function

$$
W_{m}(r)=w_{m}(r)-\frac{w_{m}^{\prime}(A)}{2 A} r^{2}, \quad \text { where } \quad r=\left|x^{\prime}\right|=\sqrt{x_{1}^{2}+x_{2}^{2}}
$$

belongs to $C^{\infty}(\bar{B})$ and satisfies

$$
\begin{equation*}
L^{m} W_{m}=\sum_{i, j=1}^{2} a_{i j}^{m} D_{i j} W_{m}=(1+m \lambda) W_{m}^{\prime \prime}+\frac{1}{r} W_{m}^{\prime}=\zeta_{0}-\frac{w_{m}^{\prime}(A)}{A}(2+m \lambda) \tag{3.24}
\end{equation*}
$$

in $B, D_{i} W_{m}=0$ on $\partial B$. Integrating by parts twice, using (3.19) and then (3.24), we have

$$
\begin{gathered}
\int_{B} L^{m} W_{m} \cdot \rho_{m} d x^{\prime}=\int_{B} L^{m}\left(W_{m}-W_{m}(A)\right) \cdot \rho_{m} d x^{\prime} \\
=\int_{B}\left(W_{m}-W_{m}(A)\right) \cdot\left(L^{m}\right)^{*} \rho_{m} d x^{\prime}=0 \\
\rho_{m 0}=\int_{\boldsymbol{T}^{2}} \zeta_{0} \rho_{m} d x^{\prime}=\int_{B} \zeta_{0} \rho_{m} d x^{\prime}=\frac{w_{m}^{\prime}(A)}{A} \int_{B}(2+m \lambda) \rho_{m} d x^{\prime}
\end{gathered}
$$

By the inequalities (3.22), we get

$$
\begin{equation*}
K=\frac{\rho_{10}}{\rho_{00}} \geq \frac{1}{2} f(A), \quad \text { where } \quad f(r)=\frac{w_{1}^{\prime}(r)}{w_{0}^{\prime}(r)} \tag{3.25}
\end{equation*}
$$

Since $\lambda=0$ on $\left[0, r_{0}\right]$, we have $w_{1} \equiv w_{0}$ on $\left[0, r_{0}\right]$; in particular, $f\left(r_{0}\right)=1$. Moreover, since $\zeta_{0}=0$ on $\left[r_{0}, \infty\right)$, and $\lambda=\Lambda$ on $\left[2 r_{0}, \frac{1}{2} r_{1}\right]$, we also have

$$
\begin{gathered}
(\ln f)^{\prime}=\frac{w_{1}^{\prime \prime}}{w_{1}^{\prime}}-\frac{w_{0}^{\prime \prime}}{w_{0}^{\prime}}=\frac{-1}{(1+\lambda) r}+\frac{1}{r}=\frac{\lambda}{(1+\lambda) r} \quad \text { on } \quad\left[r_{0}, \infty\right) \\
\ln f(A)=\int_{r_{0}}^{A} \frac{\lambda d r}{(1+\lambda) r} \geq \frac{\Lambda}{1+\Lambda} \int_{2 r_{0}}^{\frac{1}{2} r_{1}} \frac{d r}{r}=\frac{\Lambda}{1+\Lambda} \ln \frac{r_{1}}{4 r_{0}}
\end{gathered}
$$

The last relation shows that by the choice of small $r_{0} \in\left(0, \frac{1}{4} r_{1}\right], \quad f(A)$ can be made arbitrarily large. Then (3.25) gives us the desired estimate (3.24), and so Lemma 3.5 is proved.
4. Proof of Theorem 1.2. Step 1. For the given constant $\Lambda>0$ and $\theta=\frac{1}{2}$, we fix the open set $G \subset \boldsymbol{T}^{3}$ and the constant $\nu=\nu(\Lambda) \in(0,1]$ from Lemma 3.5. Starting from the unit ball $B_{1}$ in $\boldsymbol{R}^{3}$, we will construct a decreasing sequence of open sets

$$
\begin{equation*}
B_{1}=G_{0} \supset G_{1} \supset \cdots \supset G_{k} \supset G_{k+1} \supset \cdots \tag{4.1}
\end{equation*}
$$

of the Lebesgue measures

$$
\begin{equation*}
\left|G_{k}\right| \leq 2^{-k}\left|B_{1}\right|, \quad k=0,1, \ldots \tag{4.2}
\end{equation*}
$$

and two sequences of real, symmetric, smooth $3 \times 3$ matrix functions $\left\{a^{0, k}\right\}$ and $\left\{a^{1, k}\right\}$ on $\overline{B_{1}}$, satisfying (1.1) with the chosen constant $\nu=\nu(\Lambda)$, and such that

$$
\begin{equation*}
a^{0, k}=I, \quad a^{1, k}=I+\lambda_{k}\left(l^{k}\right)^{t} l^{k} \quad \text { on } G_{k} ; \quad a^{0, k}=a^{1, k}=a \quad \text { on } B_{1} \backslash G_{k} \tag{4.3}
\end{equation*}
$$

where $\lambda_{k} \in C^{\infty}\left(\overline{B_{1}}\right), l^{k}=\left(l_{1}^{k}, l_{2}^{k}, l_{3}^{k}\right)$ with $l_{i}^{k} \in C^{\infty}\left(\overline{G_{k}}\right)$, and

$$
\begin{equation*}
0 \leq \lambda_{k} \leq \Lambda, \quad\left|l^{k}\right|=1 \quad \text { on } \quad G_{k} ; \quad \lambda_{k} \equiv 0 \quad \text { on } \quad B_{1} \backslash G_{k} \tag{4.4}
\end{equation*}
$$

Our goal is to construct $\left\{a^{0, k}\right\}$ and $\left\{a^{1, k}\right\}$ in such a manner that for some $g \in$ $C^{\infty}\left(\overline{B_{1}}\right)$, the sequences $\left\{u^{0, k}\right\}$ and $\left\{u^{1, k}\right\}$ of solutions to the problems (1.6) uniformly converge to two different functions $u^{0}$ and $u^{1}$.

Notice that from (4.2)-(4.3) the convergence follows of $a_{i j}^{0, k}, a_{i j}^{1, k}$ to $a_{i j}$ a.e. on $B_{1}$ as $k \rightarrow \infty$; i.e., see statement (ii) of Theorem 1.2.

We set $G_{0}=B_{1}, \lambda_{0}=\Lambda, l^{0}=e_{3}=(0,0,1), g=x_{1}^{2}-x_{3}^{2}$. Then $a^{0,0}=I, a^{1,0}=$ $I+\Lambda e_{3}^{t} e_{3}$, the corresponding solutions to the problems (1.6), $u^{0,0} \equiv g$, and $u^{1,0}$ are different; hence

$$
\begin{equation*}
\left|u^{0,0}-u^{1,0}\right|_{0} \geq H \tag{4.5}
\end{equation*}
$$

with some constant $H>0$. Here and in the remaining part of the proof, $|\cdot|_{0}$ denotes the norm in $C\left(\overline{B_{1}}\right)$.

Step 2. Now we have $G_{k}, a^{0, k}, a^{1, k}$ satisfying (4.2)-(4.4) for $k=0$. Assuming that they are given for some integer $k \geq 0$, we will construct $G_{k+1}, a^{0, k+1}, a^{1, k+1}$. By induction, we get all of these objects for all integers $k \geq 0$.

We divide $G_{k}$ into a finite number of regular sets $G_{k, n}, n=1,2, \ldots$, fix an arbitrary point $P_{k, n} \in G_{k, n}$ for each $n$, and introduce the piecewise constant matrix function on $G_{k}$,

$$
\begin{equation*}
\bar{a}=\left(\bar{a}_{i j}\right)=I+\bar{\lambda} \bar{l} t \bar{l}, \quad \text { where } \quad \bar{\lambda}=\lambda_{k}\left(P_{k, n}\right), \bar{l}=l^{k}\left(P_{k, n}\right) \quad \text { on } \quad G_{k, n} \tag{4.6}
\end{equation*}
$$

For arbitrary constant $\delta_{k}>0$, we can choose $G_{k, n}$ of appropriately small diameters, such that

$$
\begin{equation*}
\left|a_{i j}^{1, k}-\bar{a}_{i j}\right| \leq \delta_{k} \quad \text { on } \quad G_{k}=\bigcup_{n} G_{k, n} \tag{4.7}
\end{equation*}
$$

Further, for arbitrary constant $\mu_{k}>0$, there exists a function $\eta_{k} \in C^{\infty}\left(\overline{B_{1}}\right)$, such that $0 \leq \eta_{k} \leq 1$ on $B_{1}, \quad \eta_{k}=0$ on $B_{1} \backslash G_{k}$ and near $\partial G_{k, n}$ for each $n$, and

$$
\begin{equation*}
\left|G_{k} \backslash G_{k}^{\prime}\right| \leq \mu_{k}, \quad \text { where } \quad G_{k}^{\prime}=\left\{x \in G_{k}: \eta_{k}(x)=1\right\} \tag{4.8}
\end{equation*}
$$

The constants $\delta_{k}, \mu_{k}$ will be selected later.
Next, we concentrate on $G_{k, n}$ for fixed $n$. We change the coordinates by the formula

$$
\begin{equation*}
x=y Q_{n}, \quad y=x Q_{n}^{t} \tag{4.9}
\end{equation*}
$$

where $Q_{n}$ is a matrix of rotation satisfying $\bar{l}=e_{3} Q_{n}$. Let $\tilde{a}^{0}(y), \tilde{a}^{1}(y)$ be matrix functions $a^{0}, a^{1}$ in Lemma 3.5 applied with $\lambda_{0}=\bar{\lambda}$. By (3.13), we have

$$
\tilde{A}^{0}=H\left(\tilde{a}^{0}\right)=I, \quad \tilde{A}^{1}=H\left(\tilde{a}^{1}\right)=c\left(I+\bar{\lambda} e_{3}^{t} e_{3}\right), \quad 1 \leq c \leq 1+\Lambda
$$

As in (3.9), there exist $3 \times 3$ matrix functions $\tilde{v}^{m}(y)=\left(\tilde{v}_{i j}^{m}(y)\right)$ for $m=0$ and 1 , with entries in $C^{\infty}\left(\boldsymbol{T}^{3}\right)$, satisfying

$$
\sum_{i, j} \tilde{a}_{i j}^{m}(y) D_{i j} \tilde{v}^{m}(y)=\tilde{a}^{m}(y)-\tilde{A}^{m}
$$

One can see from the proof of Lemma 3.5 that the smoothness of $\tilde{a}^{m}$ does not depend on $n$ (i.e., on the choice of $\lambda_{0}=\bar{\lambda}$ ). Moreover, replacing $\tilde{v}^{m}$ by $\tilde{v}^{m}+$ const, we may assume $\tilde{v}^{m}(0)=0$. Then by the well-known properties of solutions of elliptic equations with smooth coefficients, the bounds for $\tilde{v}^{m}$ and their derivative of any order do not depend on $n$. In the $x$-coordinates, the matrices $\tilde{a}^{m}(y), \tilde{v}^{m}(y), \tilde{A}^{m}$ are replaced by

$$
a^{m}(x)=Q_{n}^{t} \tilde{a}^{m}\left(x Q_{n}^{t}\right) Q_{n}, \quad v^{m}(x)=Q_{n}^{t} \tilde{v}^{m}\left(x Q_{n}^{t}\right) Q_{n}, \quad A^{m}(x)=Q_{n}^{t} \tilde{A}^{m} Q_{n}
$$

correspondingly. As a result, we obtain

$$
\begin{equation*}
\sum_{i, j} a_{i j}^{m} D_{i j} v^{m}(x)=a^{m}(x)-A^{m} \tag{4.10}
\end{equation*}
$$

By (4.6) and the choice of the orthogonal matrix $Q_{n}$ in (4.9),

$$
\begin{equation*}
A^{0}=I, \quad A^{1}=c\left(I+\bar{\lambda} \bar{l}^{t} \bar{l}\right)=c \bar{a}, \quad 1 \leq c \leq 1+\Lambda \tag{4.11}
\end{equation*}
$$

Step 3. For $m=0$ and 1, we define

$$
\begin{equation*}
a^{m, k+1}(x)=\left(1-\eta_{k}(x)\right) a^{0, k}(x)+\eta_{k}(x) a^{m}\left(\varepsilon^{-1} x\right) \quad \text { on } \quad B_{1} \tag{4.12}
\end{equation*}
$$

with a small $\varepsilon>0$. Here and in (4.10), the matrix functions $a^{m}, v^{m}$ depend also on $k, n$ : these functions satisfy $(4.10),(4.11)$ on $G_{k, n}$ with $\bar{a}$ depending on $k, n$, so that

$$
\begin{equation*}
\varepsilon^{2} \sum_{i, j} a_{i j}^{m}\left(\varepsilon^{-1} x\right) D_{i j} v^{m}\left(\varepsilon^{-1} x\right)=a^{m}\left(\varepsilon^{-1} x\right)-A^{m} \tag{4.13}
\end{equation*}
$$

but they may be discontinuous on $G_{k}=\bigcup_{n} G_{k, n}$. However, since $\eta_{k}$ vanishes on $B_{1} \backslash G_{k}$ and near $\partial G_{k, n}$, the functions $a^{0, k+1}$ and $a^{1, k+1}$ are well defined, belong to $C^{\infty}\left(\overline{B_{1}}\right)$, and satisfy (1.1) with the constant $\nu=\nu(\Lambda)$.

Further, we denote by $Z^{3}$ the set of all vectors in $\boldsymbol{R}^{3}$ with integer components and define

$$
\begin{gathered}
\boldsymbol{T}_{\varepsilon, n}(z)=\left\{x \in \boldsymbol{R}^{3}: \varepsilon^{-1} x Q_{n}^{t}-z \in \boldsymbol{T}^{3}=\left[-\frac{1}{2}, \frac{1}{2}\right)^{3}\right\} \\
G_{\varepsilon, n}(z)=\left\{x \in \boldsymbol{R}^{3}: \varepsilon^{-1} x Q_{n}^{t}-z \in G \subset \boldsymbol{T}^{3}\right\}
\end{gathered}
$$

where $Q_{n}$ is the matrix of rotation in (4.9). For different $z \in Z^{3}, \boldsymbol{T}_{\varepsilon, n}(z)$ are disjoint cubes in $\boldsymbol{R}^{3}$ with the edge length $\varepsilon$, which are obtained from the "standard" cube $\boldsymbol{T}^{3}=\left[-\frac{1}{2}, \frac{1}{2}\right)^{3}$ by the mapping

$$
\boldsymbol{T}^{3} \ni y \quad \longrightarrow \quad x=\varepsilon(y+z) Q_{n}
$$

and $G_{\varepsilon, n}(z)$ is the image of $G \subset T^{3}$ by the same mapping. Obviously,

$$
\begin{equation*}
\left|G_{\varepsilon, n}(z)\right| \leq \theta\left|\boldsymbol{T}_{\varepsilon, n}(z)\right|=\frac{1}{2}\left|\boldsymbol{T}_{\varepsilon, n}(z)\right| \tag{4.14}
\end{equation*}
$$

Finally, we define

$$
\begin{equation*}
G_{k+1}=\bigcup_{n} \bigcup_{z \in Z_{n}} G_{\varepsilon, n}(z) \quad \text { where } \quad Z_{n}=\left\{z \in Z^{3}: \boldsymbol{T}_{\varepsilon, n}(z) \subset G_{k, n}\right\} \tag{4.15}
\end{equation*}
$$

Since the components $G_{\varepsilon, n}(z)$ of this set are disjoint, from (4.14) and (4.2) it follows $\left|G_{k+1}\right|=\sum_{n} \sum_{z \in Z_{n}}\left|G_{\varepsilon, n}(z)\right| \leq \frac{1}{2} \sum_{n} \sum_{z \in Z_{n}}\left|\boldsymbol{T}_{\varepsilon, n}(z)\right| \leq \frac{1}{2} \sum_{n}\left|G_{k, n}\right|=\frac{1}{2}\left|G_{k}\right| \leq 2^{-(k+1)}\left|B_{1}\right| ;$
i.e., the estimate (4.2) holds for $k+1$.

In order to get the representation (4.3) for the matrix functions $a^{m, k+1}$, we will use the fact that $x \in G_{\varepsilon, n}(z)$ if and only if $y=\varepsilon^{-1} x Q_{n}^{t}-z \in G \subset T^{3}$. By the periodicity, $\tilde{a}^{m}(y) \equiv \tilde{a}^{m}(y+z)$, and hence

$$
a^{m}\left(\varepsilon^{-1} x\right)=Q_{n}^{t} \tilde{a}^{m}\left(\varepsilon^{-1} x Q_{n}^{t}\right) Q_{n}=Q_{n}^{t} \tilde{a}^{m}(y) Q_{n}
$$

for all $x \in G_{\varepsilon, n}(z)$. Since $a^{0, k}=I$ on $G_{k} \supset G_{\varepsilon, n}(z)$, we have

$$
a^{m, k+1}(x)=\left(1-\eta_{k}(x)\right) I+\eta_{k}(x) Q_{n}^{t} \tilde{a}^{m}(y) Q_{n} \quad \text { on } \quad G_{\varepsilon, n}(z) .
$$

The properties (3.11) in Lemma 3.5 for $\tilde{a}^{m}$ imply $\tilde{a}^{0}=I, \tilde{a}^{1}=I+\lambda l^{t} l$, with $\lambda=\lambda(y), l=l(y)$ satisfying (3.12). Hence

$$
a^{0, k+1}=I, \quad a^{1, k+1}=I+\lambda_{k+1}\left(l^{k+1}\right)^{t} l^{k+1} \quad \text { on } \quad G_{\varepsilon, n}(z),
$$

where

$$
\lambda_{k+1}(x)=\eta_{k}(x) \lambda(y), \quad l^{k+1}(x)=l(y) Q_{n}, \quad y=\varepsilon^{-1} x Q_{n}^{t}-z .
$$

Thus $\lambda_{k+1}, l^{k+1}$ are defined and smooth on $G_{k+1}=\bigcup G_{\varepsilon, n}(z)$. From $\lambda \in C^{\infty}\left(\boldsymbol{T}^{3}\right)$, $\lambda \equiv 0$ on $\bar{B}_{1} \backslash G_{k+1}$, we obtain $\lambda_{k+1} \in C^{\infty}\left(\bar{B}_{1}\right)$.

The properties (4.4) for $\lambda_{k+1}, l^{k+1}$ are obvious. In (4.3), we only need to show that

$$
\begin{equation*}
a^{0, k+1}=a^{1, k+1} \quad \text { on } \quad B_{1} \backslash G_{k+1} . \tag{4.16}
\end{equation*}
$$

This equality on $\boldsymbol{T}_{\varepsilon, n}(z) \backslash G_{\varepsilon, n}(z)$ for $z \in Z_{n}$ follows from $\tilde{a}^{0}(y)=\tilde{a}^{1}(y)$ on $\boldsymbol{T}^{3} \backslash G_{k}$. The remaining points in $B_{1} \backslash G_{k+1}$ lie either in $B_{1} \backslash G_{k}$ or in the $2 \varepsilon$-neighborhood of $\partial G_{k, n}$ for some $n$. Since $\eta_{k}=0$ on $B_{1} \backslash G_{k}$ and near $\partial G_{k, n}$, we have (4.16), provided $\varepsilon>0$ is small enough.

Step 4. We will show that the solutions $u^{m, k+1}$ to the problems (1.6) can be made arbitrarily close to $u^{m, k}$; i.e., for arbitrary constant $h_{k}>0$, by the appropriate choice of constants $\delta_{k}, \mu_{k}, \varepsilon$ in (4.7), (4.8), (4.12), we have

$$
\begin{equation*}
\left|u^{m, k+1}-u^{m, k}\right|_{0} \leq h_{k} \tag{4.17}
\end{equation*}
$$

for $m=0$ and 1 . For fixed $m, k, \varepsilon$, we introduce the function

$$
w=u^{m, k+1}-u^{m, k}+\varepsilon^{2} \eta_{k} V, \quad \text { where } \quad V=V(x)=\sum_{i, j} v_{i j}\left(\varepsilon^{-1} x\right) D_{i j} u^{m, k}(x),
$$

$\left(v_{i j}\right)=v^{m}$ is the matrix function from (4.13), which is smooth on each set $G_{k, n}$. Since $\eta_{k}=0$ on $B_{1} \backslash G_{k}$ and near $\partial G_{k, n}$ for each $n$, the function $w$ is well defined, belongs to $C^{\infty}\left(\overline{B_{1}}\right)$, and $w=0$ on $\partial B_{1}$. Obviously,

$$
\begin{equation*}
\left|u^{m, k+1}-u^{m, k}\right|_{0} \leq|w|_{0}+\varepsilon^{2}|V|_{0} \leq|w|_{0}+N \varepsilon^{2} . \tag{4.18}
\end{equation*}
$$

Here and in the rest of the proof, $N$ denotes different constants not depending on $\varepsilon$ and the constants $\delta_{k}, \mu_{k}$ in (4.7), (4.8). By Theorem 2.1,

$$
\begin{equation*}
|w|_{0} \leq N\|F\|_{\mathcal{L}^{3}\left(B_{1}\right)}, \quad \text { where } \quad F=L^{m, k+1} w \tag{4.19}
\end{equation*}
$$

Therefore, we will get the estimate (4.17) if we show that the norm of $F$ in $\mathcal{L}^{3}\left(B_{1}\right)$ can be made arbitrarily small.

On the set $B_{1} \backslash G_{k}$, we have $\eta_{k}=0, a^{m, k+1}=a^{m, k}=a^{0, k}$; hence

$$
F=L^{m, k+1}\left(u^{m, k+1}-u^{m, k}\right)=L^{m, k+1} u^{m, k+1}-L^{m, k} u^{m, k}=0 .
$$

The estimate of $F$ on $G_{k}$ is more delicate. We write $F=L^{m, k+1} w=F_{1}+F_{2}$, where

$$
\begin{gathered}
F_{1}(x)=-L^{m, k+1} u^{m, k}(x)+\varepsilon^{2} \eta_{k}(x) \sum_{i, j} L^{m, k+1} v_{i, j}^{m}\left(\varepsilon^{-1} x\right) \cdot D_{i j} u^{m, k}(x), \\
F_{2}=\varepsilon^{2} \sum_{i, j}\left[L^{m, k+1}\left(\eta_{k} v_{i, j}^{m}\left(\varepsilon^{-1} x\right) D_{i j} u^{m, k}(x)\right)-L^{m, k+1} v_{i, j}^{m}\left(\varepsilon^{-1} x\right) \cdot \eta_{k} D_{i j} u^{m, k}(x)\right] .
\end{gathered}
$$

Using the identity (4.13), we have

$$
F_{1}=-\sum_{i, j} A_{i j}^{m} D_{i j} u^{m, k} u=\sum_{i, j}\left(a_{i j}^{m}-A_{i j}^{m}\right) D_{i j} u^{m, k} u \quad \text { on } \quad G_{k}^{\prime}=\left\{\eta_{k}=1\right\} \subset G_{k}
$$

By virtue of (4.7), (4.8),

$$
\left|F_{1}\right| \leq N \delta_{k} \quad \text { on } \quad G_{k}^{\prime}, \quad\left|F_{1}\right| \leq N \quad \text { on } G_{k} \backslash G_{k}^{\prime}
$$

Hence the norm of $F_{1}$ in $\mathcal{L}^{3}\left(B_{1}\right)$ is bounded by $N\left(\delta_{k}+\mu^{\frac{1}{3}}\right)$ and can be made arbitrarily small. The same is true for $F=F_{1}+F_{2}$ because of the estimate $\left|F_{2}\right| \leq N_{1} \varepsilon$ with a constant $N_{1}$, which does not depend on $\varepsilon$. Now the desired approximation (4.17) follows from (4.19).

Step 5. Using (4.5) and (4.17), it is easy to complete our construction. We choose a sequence $\left\{h_{k}\right\}$ satisfying $\sum h_{k} \leq \frac{1}{4} H$. By the Cauchy criterion, sequences $\left\{u^{0, k}\right\},\left\{u^{1, k}\right\}$ converge in $C\left(\overline{B_{1}}\right)$ to some functions $u^{0}, u^{1}$ :

$$
\left|u^{0, k}-u^{0}\right|_{0},\left|u^{1, k}-u^{1}\right|_{0} \quad \rightarrow 0 \quad \text { as } \quad k \rightarrow \infty
$$

By the triangle inequality, for any natural $K$,

$$
\begin{gathered}
\left|u^{0, K}-u^{1, K}\right|_{0} \geq\left|u^{0,0}-u^{1,0}\right|_{0}-\sum_{k=0}^{K-1}\left|u^{0, k+1}-u^{0, k}\right|_{0}-\sum_{k=0}^{K-1}\left|u^{1, k+1}-u^{1, k}\right|_{0} \\
\geq H-2 \sum_{k=0}^{\infty} h_{k} \geq \frac{1}{2} H>0
\end{gathered}
$$

Therefore,

$$
\left|u^{0}-u^{1}\right|_{0}=\lim _{K \rightarrow \infty}\left|u^{0, K}-u^{1, K}\right|_{0} \geq \frac{1}{2} H>0
$$

Theorem 1.2 is completely proved.
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#### Abstract

In this paper we will be concerned with the problem of reconstructing a region $D \subset \Omega \subset \mathbb{R}^{2}$, from the knowledge of the boundary potential $\left.u\right|_{\partial \Omega}$, where $u$ satisfies $$
\operatorname{div}\left(\left(\chi_{\bar{\Omega} \backslash D}+a \chi_{D}\right) \nabla u\right)=0 \quad \text { in } \Omega \quad \text { and } \quad \frac{\partial u}{\partial \nu}=I \quad \text { on } \partial \Omega,
$$ with $a$ a real, positive constant. We will show that the domain derivative of the corresponding forward mapping is injective. This is done by proving the denseness of a certain subspace of $L^{1}(\partial D)$. The novelty of the result is that our proof is valid without any restriction on the Neumann boundary data $I$.
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1. Introduction. The denseness theorem proved in this paper is related to an inverse problem in electrical impedance tomography. Its relation to this problem was first worked out in [2], [3]. Here we will briefly outline its relevance without any proofs.

We start by introducing some notations. If $D \subset \mathbb{R}^{n}$ is bounded with smooth boundary $\partial D$, we will denote the outward unit normal of $\partial D$ by $\nu$ or, to avoid ambiguities, more precisely by $\nu_{D}$. The Euclidean scalar product in $\mathbb{R}^{n}$ is denoted by $\langle\cdot, \cdot\rangle$. The symbols for the standard function spaces will always stand for the spaces of real valued functions. A lower index $\mathbb{C}$ will be added for the corresponding space of complex valued functions. In particular, $C(D)$ and $C(D)_{\mathbb{C}}$ denote the spaces of real and complex valued, continuous functions on $D$, respectively. For a nonnegative integer $k$ and $0<\alpha<1$, we set

$$
\begin{aligned}
\mathcal{P}^{k, \alpha}(D) & :=\left\{f \in C^{k, \alpha}(\bar{D}): f \text { is harmonic in } D\right\} \\
\mathfrak{X}^{k, \alpha}(\partial D) & :=C^{k, \alpha}\left(\partial D, \mathbb{R}^{n}\right)
\end{aligned}
$$

The spaces $\mathfrak{X}^{k, \alpha}(\partial D)$ will be interpreted as vector fields on $\partial D$. If $Z \in \mathfrak{X}^{k, \alpha}(\partial D)$, then we will denote its normal component $\langle Z, \nu\rangle$ by $Z_{\nu}$. As usual, the upper indices $k$ and $\alpha$ will be dropped if they are zero. In the two-dimensional case $D \subset \mathbb{R}^{2}$ we will identify $\mathbb{R}^{2} \simeq \mathbb{C}$ via $(x, y) \simeq x+i y$ and set

$$
\mathcal{H}^{\alpha}(D):=\left\{f \in C^{\alpha}(\bar{D})_{\mathbb{C}}: f \text { is holomorphic in } D\right\}
$$

Further, the unit tangent on $\partial D$ with positive orientation will be denoted by $\tau$ or $\tau_{D}$.

[^44]Let $\Omega \subset \mathbb{R}^{n}$ be an open bounded set with smooth boundary $\partial \Omega$. Consider the elliptic boundary value problem

$$
\begin{align*}
\operatorname{div}(\sigma \nabla u) & =0 & \text { in } \Omega  \tag{1.1a}\\
\sigma \frac{\partial u}{\partial \nu} & =I & \text { on } \partial \Omega  \tag{1.1b}\\
\int_{\partial \Omega} u d s & =0 & \tag{1.1c}
\end{align*}
$$

Here $\partial / \partial \nu$ denotes the outward normal derivative on $\partial \Omega$, div the divergence, and $\nabla$ the gradient. In the applications $\sigma$ is a positive electrical conductivity, $I$ a boundary current satisfying $\int_{\partial \Omega} I d s=0$, and $u$ the potential of the electric field generated by $I$. A suitable weak formulation of (1.1) can be shown to have a unique solution.

We will exclusively consider the case in which $I \in C(\partial \Omega)$ and the conductivity is of the form

$$
\sigma=\chi_{\bar{\Omega} \backslash D}+a \chi_{D}
$$

where $a$ is a real positive constant, $D$ is an open subset with $C^{2}$-smooth boundary such that $\bar{D} \subset \Omega$, and $\chi_{M}$ denotes the characteristic function of a subset $M \subset \mathbb{R}^{n}$. Then the solution $u$ of (1.1) is in $C(\bar{\Omega}) \cap C^{2}(\Omega \backslash \partial D)$. Setting $u_{+}:=\left.u\right|_{\Omega \backslash D}$ and $u_{-}:=\left.u\right|_{D},(1.1)$ can be rewritten in the form

$$
\begin{align*}
\triangle u & =0 & & \text { in } \Omega \backslash \partial D  \tag{1.2a}\\
\frac{\partial u_{+}}{\partial \nu}-a \frac{\partial u_{-}}{\partial \nu} & =0 & & \text { on } \partial D  \tag{1.2b}\\
\frac{\partial u_{+}}{\partial \nu} & =I & & \text { on } \partial \Omega  \tag{1.2c}\\
\int_{\partial \Omega} u_{+} d s & =0 & & \tag{1.2~d}
\end{align*}
$$

For the remainder of this section we will assume that $\partial D$ is $C^{2, \alpha}$-smooth for some $0<\alpha<1$. Then the first and second derivatives of $u_{-}$and $u_{+}$can be extended Hölder-continuously onto $\partial D$.

We are interested in the inverse problem of reconstructing the conductivity inside $\Omega$ from the boundary potential $\left.u\right|_{\partial \Omega}$. It can be seen from simple counterexamples that, in general, it is not possible to reconstruct $D$ and $a$ simultaneously from a single pair $I,\left.u\right|_{\partial \Omega}$. Therefore it is assumed that the conductivity constant $a$ is known. Then the conductivity depends only on the region $D$, and we can define the forward mapping

$$
F:\left.D \mapsto u\right|_{\partial \Omega} .
$$

This mapping can be linearized at $D$ in the following manner. For $Z$ in some sufficiently small neighborhood $U$ of 0 in $\mathfrak{X}^{2, \alpha}(\partial D)$ the set

$$
\{x+Z(x): x \in \partial D\}
$$

is again the $C^{2, \alpha}$-smooth boundary of an open set $D_{Z}$. For a compact subset $K \subset$ $\bar{\Omega} \backslash \partial D$ we can choose $U$ small enough such that $K \cap \bar{D}_{Z}=\emptyset$ for any $Z \in U$. We then may consider the mapping

$$
\begin{equation*}
\Psi_{K}: \mathfrak{X}^{2, \alpha}(\partial D) \supset U \rightarrow C(K),\left.\quad Z \mapsto u_{Z}\right|_{K} \tag{1.3}
\end{equation*}
$$

where $u_{Z}$ is the solution of (1.2) with conductivity $\chi_{\bar{\Omega} \backslash D_{Z}}+a \chi_{D_{Z}}$, so that $\Psi_{\partial \Omega}\left(D_{Z}\right)=$ $F\left(D_{Z}\right)$.

THEOREM 1.1. For each compact $K \subset \bar{\Omega} \backslash \partial D$ the mapping (1.3) is Fréchet differentiable. Exhausting $\bar{\Omega} \backslash \partial D$ by compact sets, for $Z \in \mathfrak{X}^{2, \alpha}(\partial D)$ we can define the differentiated potential

$$
u^{\prime}:=\left.\frac{d}{d s}\right|_{s=0} \Psi_{K}\left(D_{s Z}\right)
$$

as a function in $C(\bar{\Omega} \backslash \partial D)$. Then $u_{+}^{\prime}$ and $u_{-}^{\prime}$ together with their first partial derivatives can be continuously extended to $\partial D$. If $u$ is the solution of (1.2) with respect to the region $D$, then $u^{\prime}$ is the unique solution of the transmission problem

$$
\begin{align*}
\triangle u^{\prime} & =0 & & \text { in } \Omega \backslash \partial D  \tag{1.4a}\\
u_{+}^{\prime}-u_{-}^{\prime} & =-Z_{\nu}\left(\frac{\partial u_{+}}{\partial \nu}-\frac{\partial u_{-}}{\partial \nu}\right) & & \text { on } \partial D  \tag{1.4b}\\
\frac{\partial u_{+}^{\prime}}{\partial \nu}-a \frac{\partial u_{-}^{\prime}}{\partial \nu} & =(1-a) \operatorname{Div}\left(Z_{\nu} \operatorname{Grad} u\right) & & \text { on } \partial D  \tag{1.4c}\\
\frac{\partial u_{+}^{\prime}}{\partial \nu} & =0 & & \text { on } \partial \Omega  \tag{1.4d}\\
\int_{\partial \Omega} u_{+}^{\prime} d s & =0 & & \tag{1.4e}
\end{align*}
$$

Here Div and Grad denote the surface divergence and surface gradient on $\partial D$, which, in the two-dimensional case, may both be replaced by the derivative with respect to the arc length.

Theorem 1.1 can be obtained by representing the solution of (1.2) by single layer potentials over the boundaries $\partial \Omega$ and $\partial D$ and then using results by Potthast [7], [8] on the Fréchet differentiability of the classical boundary integral operators. A proof using weak formulations for the analogous result, when Dirichlet data $\left.u\right|_{\partial \Omega}$ are prescribed and Neumann data $\partial u / \partial \nu$ on $\partial \Omega$ are measured, can be found in [4].

Denoting by $\mathfrak{X}_{T}^{2, \alpha}(\partial D)$ the space of vector fields in $\mathfrak{X}^{2, \alpha}(\partial D)$, which are tangential on $\partial D$, the above Fréchet derivative of $F$ at $D$ may be viewed as a mapping

$$
\begin{equation*}
F_{D}^{\prime}: \mathfrak{X}^{2, \alpha}(\partial D) / \mathfrak{X}_{T}^{2, \alpha}(\partial D) \rightarrow C(\partial \Omega),\left.\quad[Z] \mapsto u^{\prime}\right|_{\partial \Omega} \tag{1.5}
\end{equation*}
$$

The uniqueness of the linearized inverse problem amounts to proving the injectivity of $F_{D}^{\prime}$. Again, it can be seen from counterexamples that a general uniqueness result is false, unless $\mathbb{R}^{n} \backslash D$ is assumed to be connected. If we suppose that this condition is fulfilled, the injectivity of $F_{D}^{\prime}$ can then be obtained from the denseness of a certain subspace of $C^{\alpha}(\partial D)$ in $L^{1}(\partial D)$. This is one of the main results of [2], and it is proved without using the characterization of the derivative in Theorem 1.1.

Theorem 1.2. Assume that $\mathbb{R}^{n} \backslash D$ is connected and let the notations be as in Theorem 1.1. If $Z$ is in the kernel of $F_{D}^{\prime}$ and $a \neq 1$, then for any $v \in \mathcal{P}^{1, \alpha}(D)$ we have

$$
\begin{equation*}
\int_{\partial D} Z_{\nu}\left\langle\nabla u_{+}, \nabla v\right\rangle d s=0 \tag{1.6}
\end{equation*}
$$

Proof. The trivial Cauchy data $F_{D}^{\prime}(Z)=\left.u_{+}^{\prime}\right|_{\partial \Omega}=0$ and (1.4d) imply $u_{+}^{\prime}=0$ by Holmgren's uniqueness theorem. Now the statement follows by plugging the Cauchy
data of $u_{-}^{\prime}$ from $(1.4 \mathrm{~b}),(1.4 \mathrm{c})$ into Green's second theorem applied to $u_{-}^{\prime}$ and $v$ in D.

For $a>0$ define a refraction operator on the space of vector fields on $\partial D$ by

$$
\begin{equation*}
R_{a}^{\partial D}: \mathfrak{X}(\partial D) \rightarrow \mathfrak{X}(\partial D), \quad X \mapsto X-(a-1)\langle X, \nu\rangle \nu \tag{1.7}
\end{equation*}
$$

The operator $R_{a}^{\partial D}$ multiplies the normal component of $X$ by $a$ and leaves the tangential component unchanged. Clearly, the zeros of $X$ and $R_{a}^{\partial D}(X)$ coincide. Set $\nabla_{a} f=R_{a}^{\partial D}\left(\left.\nabla f\right|_{\partial D}\right), f \in C^{1}(\bar{D})$. The main result can now be formulated as follows.

ThEOREM 1.3. Let $D \subset \mathbb{R}^{2}$ be an open, bounded, connected, and simply connected set with $C^{2}$-smooth boundary. If $u \in \mathcal{P}^{1, \alpha}(D)$ is not constant and $a>0$, then the function space

$$
\begin{equation*}
\mathcal{F}_{\partial D}\left(\nabla_{a} u\right):=\left\{\left\langle\nabla_{a} u, \nabla v\right\rangle: v \in \mathcal{P}^{1, \alpha}(D)\right\} \subset C^{\alpha}(\partial D) \tag{1.8}
\end{equation*}
$$

is dense in $L^{1}(\partial D)$.
Observing that for the solution of (1.2) we have from (1.2b) and the continuity of $u$

$$
\left.\nabla u_{+}\right|_{\partial D}=R_{a}^{\partial D}\left(\left.\nabla u_{-}\right|_{\partial D}\right)=\left.\nabla_{a} u_{-}\right|_{\partial D}
$$

the injectivity of $F_{D}^{\prime}$ in the two-dimensional case is now almost immediate.
Corollary 1.4. Let $D$ be an open, bounded, connected, and simply connected set with $C^{2, \alpha}$-smooth boundary and assume that $I \neq 0$ and $a>0, a \neq 1$. Then the Fréchet derivative (1.5) is injective.

The denseness of the spaces $\mathcal{F}\left(\nabla_{a} u\right)$ is well known if the vector field $\nabla_{a} u$ has no zeros. This can be deduced from the standard theory of Hilbert problems, as will be explained in the next section. The results in [9], [1] on the local uniqueness of $F$ are restricted to injections $I$ which ensure $\nabla u_{+}(x) \neq 0, x \in \partial D$ independently of $D$. In Theorem 1.3 we have not excluded vector fields with zeros on $\partial D$ and therefore we need no restrictions on $I$ in Corollary 1.4.
2. Sketch of the proof. Obviously, $h \in C^{\alpha}(\partial D)$ is an element of $\mathcal{F}_{\partial D}\left(\nabla_{a} u\right)$, if the oblique derivative problem

$$
\begin{equation*}
\text { Find } v \in \mathcal{P}^{1, \alpha}(D) \text { satisfying }\left\langle\nabla_{a} u, \nabla v\right\rangle=h \text { on } \partial D \tag{2.1}
\end{equation*}
$$

is solvable. In arbitrary dimensions a solution theory for the Laplace equation with boundary condition $\langle X, \nabla v\rangle=h$ on $\partial D$, where $X$ is some vector field on $\partial D$, is available only if the normal component of $X$ has no zeros on $\partial D$ (see [11]). Since $u$ is harmonic in $D$, we have

$$
\int_{\partial D}\left\langle\nabla_{a} u, \nu\right\rangle d s=a \int_{\partial D} \partial u / \partial \nu d s=0
$$

and therefore this condition will never be satisfied for (2.1). In two dimensions oblique derivative problems are more thoroughly investigated through their equivalent formulation as Hilbert problems for holomorphic functions (see [6]). This provides a solution theory for the case where $X$ has no zeros on $\partial D$. Unfortunately, this condition in general also will not be satisfied for (2.1). However, unlike the normal derivative, the gradient of a nonconstant harmonic function can vanish only on a set of measure zero on $\partial D$. Using this and the multiplicative structure on $\mathbb{R}^{2} \simeq \mathbb{C}$, it is possible to
show the solvability of (2.1) for enough inhomogeneities $h$ by considering a suitable modification of (2.1). On the other hand, this procedure restricts the proof to the two-dimensional case.

For $z \in \mathbb{C}$ we denote the real and imaginary part by $\operatorname{Re} z$ and $\operatorname{Im} z$, respectively. The complex conjugate of $z$ is denoted by $\bar{z}$.

If $f$ is holomorphic in $D$, then $\operatorname{Re} f$ and $\operatorname{Im} f$ are harmonic in $D$. If $u$ is harmonic in $D$, then $\nabla u$ is antiholomorphic, i.e., $\partial u / \partial x_{1}-i \partial u / \partial x_{2}$ is holomorphic in $D$. Since $D$ is assumed to be simply connected, the converse is also true. If $f$ is holomorphic in $D$, then there exists a harmonic function $u$ on $D$ with $\bar{f} \simeq \nabla u$. This sets up a one-to-one correspondence between $\mathcal{H}^{\alpha}(D)$ and the gradients of functions in $\mathcal{P}^{1, \alpha}(D)$. If $z, w \in \mathbb{C}$, then $\operatorname{Re}(z \bar{w})$ is equal to the Euclidean scalar product of $z$ and $w$, both interpreted as vectors in $\mathbb{R}^{2}$.

Now let $u, v \in \mathcal{P}^{1, \alpha}(D)$ and define $f, g \in \mathcal{H}^{\alpha}(D)$ by $\nabla u \simeq \bar{f}$ and $\nabla v \simeq \bar{g}$. Define the refraction operator (1.7) on the complex functions on $\partial D$ through the identification $\mathbb{R}^{2} \simeq \mathbb{C}$, and set

$$
\begin{equation*}
\varphi_{a}:=\overline{R_{a}^{\partial D}\left(\left.\bar{f}\right|_{\partial D}\right)} \in C^{\alpha}(\partial D)_{\mathbb{C}} \tag{2.2}
\end{equation*}
$$

Then we have $\nabla_{a} u \simeq \bar{\varphi}_{a}$. From the above we find $\operatorname{Re}\left(\bar{\varphi}_{a} g\right)=\left\langle\nabla_{a} u, \nabla v\right\rangle$, hence

$$
\begin{equation*}
\mathcal{F}_{\partial D}\left(\nabla_{a} u\right)=\mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right), \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right):=\left\{\operatorname{Re}\left(\bar{\varphi}_{a} g\right): g \in \mathcal{H}^{\alpha}(D)\right\} \tag{2.4}
\end{equation*}
$$

Now we can reformulate Theorem 1.3 in terms of holomorphic functions.
Theorem 2.1. Assume that $f \in \mathcal{H}^{\alpha}(D)$ is not identically zero and that $a>0$, and define $\varphi_{a}$ as in (2.2). Then the function space $\mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right)$ is dense in $L^{1}(\partial D)$.

The oblique derivative problem (2.1) is equivalent to the Hilbert problem

$$
\begin{equation*}
\text { Find } g \in \mathcal{H}^{\alpha}(D) \text { satisfying } \operatorname{Re}\left(\bar{\varphi}_{a} g\right)=h \text { on } \partial D \tag{2.5}
\end{equation*}
$$

Therefore Theorems 1.3 and 2.1 state that the inhomogeneities $h \in C^{\alpha}(\partial D)$ admitting a solution of $(2.5)$ are dense in $L^{1}(\partial D)$. This denseness is fairly simple to show, if $\varphi_{a}(z) \neq 0$ for all $z \in \partial D$. For this we need the notion of the index of $\varphi_{a}$ defined as the integer

$$
\operatorname{Ind}\left(\varphi_{a}\right)=\left.\frac{1}{2 \pi} \arg \varphi_{a}\right|_{\partial D}
$$

The Hilbert problem is solvable for all $h \in C^{\alpha}(\partial D)$ if and only if the index is nonnegative (see [6]). The functions

$$
\varphi_{\lambda}=\overline{R_{\lambda}^{\partial D}\left(\left.\bar{f}\right|_{\partial D}\right)}, \quad \lambda=(1-t) a+t, \quad t \in[0,1]
$$

have no zeros for all $t$. Therefore a continuity argument implies

$$
\begin{equation*}
\operatorname{Ind}\left(\varphi_{a}\right)=\operatorname{Ind}\left(\left.f\right|_{\partial D}\right) \tag{2.6}
\end{equation*}
$$

Since $f$ is holomorphic, the index of $\left.f\right|_{\partial D}$ is equal to the number of zeros of $f$ in $D$. We thus have $\operatorname{Ind}\left(\varphi_{a}\right) \geqslant 0$, and therefore $C^{\alpha}(\partial D) \subset \mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right)$, which clearly implies the asserted $L^{1}(\partial D)$-denseness.

In [3] it is shown that the relation between the index of the boundary values of a holomorphic function and its zeros inside the region is still valid for the sectionally holomorphic function $f_{u}$ with $\left.\bar{f}_{u}\right|_{D}=\nabla u_{-},\left.\bar{f}_{u}\right|_{\Omega \backslash \bar{D}}=\nabla u_{+}$, provided that $\partial D$ is analytic. In [9] Powell has proved under suitable restrictions on the Neumann data $I$ that $\left.\nabla u_{+}\right|_{\partial \Omega}$ has no zeros and its index is zero. By the above argument, this implies $\left.\nabla u_{+}\right|_{\partial D} \neq 0$, whence the denseness of $\mathcal{F}_{\partial D}\left(\nabla_{a} u_{-}\right)$follows. In [9] the condition $\nabla u_{+}(z) \neq 0, z \in \partial D$, is used to derive local injectivity of $F$. These results are generalized in [1].

For general currents $I$, there is no guarantee that $\nabla u_{+}$has no zeros on $\partial D$. If we have $\varphi_{a}(z)=0$ for some $z \in \partial D$, then it is obvious that (2.5) can be solvable only if the inhomogeneity $h$ also vanishes in $z$. Thus in this case $C^{\alpha}(\partial D) \not \subset \mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right)$, and therefore the difficulty in the proof of Theorem 2.1 is to work around the zeros of $\varphi_{a}$.

The proof, presented in the next section, consists of the following steps:
(i) With the aid of the Riemann mapping theorem, we will show that without loss of generality we may assume that

$$
D=\mathcal{D}:=\{z \in \mathbb{C}:|z|<1\}, \quad \partial D=\mathbf{S}^{1}:=\{z \in \mathbb{C}:|z|=1\}
$$

(ii) We divide the boundary condition in (2.5) by $\left|\varphi_{1}\right|^{2}, \varphi_{1}:=\overline{R_{1}^{\mathbf{S}^{1}\left(\left.\bar{f}\right|_{\mathbf{S}^{1}}\right)}=\left.f\right|_{\mathbf{S}^{1}}}$ and obtain

$$
\begin{equation*}
\operatorname{Re}\left(\bar{\varphi}_{a} g\right) /\left|\varphi_{1}\right|^{2}=\operatorname{Re}\left(\overline{\varphi_{a} / \varphi_{1}} \cdot g / \varphi_{1}\right)=h /\left|\varphi_{1}\right|^{2} \tag{2.7}
\end{equation*}
$$

Noting that $\mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right)$ is a linear subspace of $L^{1}\left(\mathbf{S}^{1}\right)$, it is clear that the solvability of (2.5) need be shown only for some subset $\mathcal{I} \subset C^{\alpha}\left(\mathbf{S}^{1}\right)$ whose linear span is a dense subspace of $L^{1}\left(\mathbf{S}^{1}\right)$. We choose this subset so that the supports of its functions do not intersect with a neighborhood of the zeros of $\varphi_{1}$ which, by definition, coincide with those of $\varphi_{a}$. Then the right-hand side in (2.7) can be considered a function in $C^{\alpha}\left(\mathbf{S}^{1}\right)$ by setting it equal to zero outside the support of $h$. For a function $\varphi$ on $\mathbf{S}^{1}$ we will denote the set of its zeros by $\mathrm{N}(\varphi)$ and define a set of suitable inhomogeneities for (2.5) by setting

$$
\begin{align*}
C^{\alpha}\left(\mathbf{S}^{1}, J\right) & :=\left\{h \in C^{\alpha}\left(\mathbf{S}^{1}\right): \operatorname{supp} h \subset J\right\}, \quad J \subset \mathbf{S}^{1},  \tag{2.8}\\
\mathcal{I}\left(\varphi_{a}\right) & :=\bigcup_{\substack{J \subset \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right) \\
J \text { closed, connected }}} C^{\alpha}\left(\mathbf{S}^{1}, J\right) \tag{2.9}
\end{align*}
$$

The span of $\mathcal{I}\left(\varphi_{a}\right)$ is dense in $L^{1}\left(\mathbf{S}^{1}\right)$.
If $f$ is assumed to admit an extension to a holomorphic function in some neighborhood of $\overline{\mathcal{D}}$, then the set $\mathrm{N}\left(\varphi_{1}\right)=\mathrm{N}\left(\left.f\right|_{\mathbf{S}^{1}}\right)$ is finite. We prove that in this case $\psi:=\varphi_{a} / \varphi_{1}$ can be extended into $\mathrm{N}\left(\varphi_{1}\right)$ as an analytic function $\psi$ on $\mathbf{S}^{1}$. Furthermore, $\psi$ vanishes nowhere on $\mathbf{S}^{1}$ and the index of $\psi$ is zero. Thus the Hilbert problem

$$
\begin{equation*}
\text { Find } g \in \mathcal{H}^{\alpha}(\mathcal{D}) \text { satisfying } \operatorname{Re}(\bar{\psi} g)=h \text { on } \mathbf{S}^{1} \tag{2.10}
\end{equation*}
$$

is solvable for all $h \in C^{\alpha}\left(\mathbf{S}^{1}\right)$. Now if $h \in \mathcal{I}\left(\varphi_{a}\right)$ and $\tilde{g} \in \mathcal{H}^{\alpha}(\mathcal{D})$ is a solution of $\operatorname{Re}(\bar{\psi} \tilde{g})=h /\left|\varphi_{1}\right|^{2}$ on $\mathbf{S}^{1}$, then $g:=f \tilde{g} \in \mathcal{H}^{\alpha}(\mathcal{D})$ satisfies

$$
\begin{equation*}
\operatorname{Re}\left(\bar{\varphi}_{a} g\right)=\operatorname{Re}\left(\overline{\psi \varphi}_{1} \cdot \varphi_{1} \tilde{g}\right)=\left|\varphi_{1}\right|^{2} \operatorname{Re}(\bar{\psi} \tilde{g})=h \text { on } \mathbf{S}^{1} \tag{2.11}
\end{equation*}
$$

Thus if $f$ is holomorphic in a neighborhood of $\overline{\mathcal{D}}$ we have

$$
\begin{equation*}
\mathcal{I}\left(\varphi_{a}\right) \subset \mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}\right) \tag{2.12}
\end{equation*}
$$

hence for this case Theorem 2.1 is proven.
Note that in step (ii), we will make no use of $D=\mathcal{D}$. Only the assumption that $\partial D$ is analytic will be needed. In this case it follows from elliptic regularity results that the interior potential $u_{-}$in (1.2) can be extended as a harmonic function in a neighborhood of $\bar{D}$. Thus for analytic boundaries Corollary 1.4 already can be deduced at this point of the proof.

The formulation of step (ii) with $D=\mathcal{D}$ is motivated by the fact that there exist explicit formulas for the solution of $(2.10)$ for the unit disk. These formulas will be used in the next step.
(iii) Finally, we treat the general case $f \in \mathcal{H}^{\alpha}(\mathcal{D})$. For $r<1$ we set

$$
f_{r}(z):=f(r z), \quad|z|<1 / r, \quad \varphi_{a}^{(r)}:=\overline{R_{a}^{\mathbf{S}^{1}\left(\bar{f}_{r} \mid \mathbf{S}^{1}\right)}, \quad \varphi_{1}^{(r)}:=\left.f_{r}\right|_{\mathbf{S}^{1}} . . . . ~}
$$

Obviously, we have

$$
\begin{equation*}
\varphi_{a}^{(r)} \underset{r \rightarrow 1}{\longrightarrow} \varphi_{a}, \quad \varphi_{1}^{(r)} \underset{r \rightarrow 1}{ } \varphi_{1} \quad\left(C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}} \text {-convergence }\right) \tag{2.13}
\end{equation*}
$$

Since the functions $f_{r}$ are holomorphic in a neighborhood of $\overline{\mathcal{D}}$, from step (ii) we have

$$
\mathcal{I}\left(\varphi_{a}^{(r)}\right) \subset \mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}^{(r)}\right)
$$

Let $h \in \mathcal{I}\left(\varphi_{a}\right)$ and $J \subset \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$ be closed and connected with supp $h \subset J$. By definition, $\varphi_{1}$ has no zeros in $J$. From the uniform convergence $\varphi_{1}^{(r)} \rightarrow \varphi_{1}$ it follows that there exists $r_{0}<1$, such that $\varphi_{1}^{(r)}$ has no zeros in $J$ for $r_{0}<r<1$. Therefore, for these $r$ we have $h \in \mathcal{I}\left(\varphi_{a}^{(r)}\right)$. Consequently, there exist $g_{r} \in \mathcal{H}^{\alpha}(\mathcal{D})$ with boundary values satisfying

$$
\begin{equation*}
\operatorname{Re}\left(\overline{\varphi_{a}^{(r)}} g_{r}\right)=h, \quad r_{0}<r<1 \tag{2.14}
\end{equation*}
$$

Since the $\varphi_{a}^{(r)}$ approximate $\varphi_{a}$, we intend to show that

$$
\begin{equation*}
\operatorname{Re}\left(\bar{\varphi}_{a} g_{r}\right) \underset{r \rightarrow 1}{\longrightarrow} h \quad\left(L^{1}\left(\mathbf{S}^{1}\right) \text {-convergence }\right) \tag{2.15}
\end{equation*}
$$

This establishes that $\mathcal{I}\left(\varphi_{a}\right)$ is contained in the closure of $\mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}\right)$ in $L^{1}\left(\mathbf{S}^{1}\right)$, which completes the proof of Theorem 2.1.

Bearing in mind that $\operatorname{Re}(\bar{z} w), z, w \in \mathbb{C}$, is the Euclidean scalar product of $z$ and $w$, we obtain the estimate

$$
\begin{aligned}
\left\|\operatorname{Re}\left(\bar{\varphi}_{a} g_{r}\right)-h\right\|_{L^{1}\left(\mathbf{S}^{1}\right)} & =\left\|\operatorname{Re}\left(\bar{\varphi}_{a} g_{r}\right)-\operatorname{Re}\left(\overline{\varphi_{a}^{(r)}} g_{r}\right)\right\|_{L^{1}\left(\mathbf{S}^{1}\right)} \\
& =\left\|\operatorname{Re}\left(\left(\bar{\varphi}_{a}-\overline{\varphi_{a}^{(r)}}\right) g_{r}\right)\right\|_{L^{1}\left(\mathbf{S}^{1}\right)} \\
& \leqslant\left\|\varphi_{a}-\varphi_{a}^{(r)}\right\|_{L^{\infty}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}}\left\|g_{r}\right\|_{L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}}
\end{aligned}
$$

From (2.13) we have $\left\|\varphi_{a}-\varphi_{a}^{(r)}\right\|_{L^{\infty}\left(\mathbf{S}^{1}\right)_{\mathrm{C}}} \rightarrow 0$. Thus, for the proof of (2.15), we have to show that the functions $g_{r}$ can be chosen such that the restrictions $\left.g_{r}\right|_{\mathbf{S}^{1}}$ are uniformly $L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$-bounded for $r \rightarrow 1$.
3. Proof of Theorem 2.1. Let $D$ be as in Theorem 2.1 and $f \in \mathcal{H}^{\alpha}(D)$. The Riemann mapping theorem asserts the existence of a $C^{1, \alpha_{-}}$-diffeomorphism

$$
\Phi: \bar{D} \rightarrow \overline{\mathcal{D}}
$$

such that $\left.\Phi\right|_{D}: D \rightarrow \mathcal{D}$ is biholomorphic. Let $u \in \mathcal{P}^{1, \alpha}(D)$ with $\nabla u \simeq \bar{f}$. Then $u^{*}:=u \circ \Phi^{-1} \in C^{1, \alpha}(\overline{\mathcal{D}})$ is harmonic in $\mathcal{D}$. Let $f^{*} \in \mathcal{H}^{\alpha}(\mathcal{D})$ be defined by $\nabla u^{*} \simeq \bar{f}$,

$$
\varphi_{a}:=\overline{R_{a}^{\partial D}\left(\left.\bar{f}\right|_{\partial D}\right)}, \quad \text { and } \quad \varphi_{a}^{*}:=\overline{R_{a}^{\mathbf{S}^{1}}\left(\left.\overline{f^{*}}\right|_{\mathbf{S}^{1}}\right)} \in C^{\alpha}\left(\mathbf{S}^{1}\right) .
$$

As usual, we denote the complex derivative of $\Phi$ by $\Phi^{\prime}$. If $z \in \mathbb{C}, z=a+i b, a, b \in \mathbb{R}$, then the multiplication by $z$ under the identification $\mathbb{R}^{2} \simeq \mathbb{C}$ is equivalent to the multiplication by the matrix $\left(\begin{array}{cc}a & -b \\ b & a\end{array}\right)$. Therefore we have

$$
\operatorname{det}(J \Phi)=\left|\Phi^{\prime}\right|^{2}
$$

where $J \Phi$ denotes the Jacobi matrix of $\Phi$. In particular, $\Phi$ preserves the orientation and $\Phi^{\prime}$ has no zeros. The multiplication of a line vector in $\mathbb{R}^{2}$ by $\left(\begin{array}{cc}a & -b \\ b & a\end{array}\right)$ from the right corresponds to multiplication by $\bar{z}$. Define

$$
\Phi^{*}: L^{1}\left(\mathbf{S}^{1}\right) \rightarrow L^{1}(\partial D), \quad \phi \mapsto \phi \circ \Phi,
$$

and for $q \in C(\partial D)$ let $M_{q}$ be the multiplication mapping

$$
M_{q}: L^{1}(\partial D) \rightarrow L^{1}(\partial D), \quad \psi \mapsto q \cdot \psi
$$

LEMMA 3.1. The functions $\varphi_{a}, \varphi_{a}^{*}$ and the spaces $\mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right), \mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}^{*}\right)$ are related by

$$
\Phi^{*}\left(\varphi_{a}^{*}\right)=\varphi_{a} / \Phi^{\prime} \quad \text { and } \quad \mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right)=M_{\left|\Phi^{\prime}\right|^{2}}\left(\Phi^{*}\left(\mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}^{*}\right)\right)\right)
$$

Proof. If

$$
\gamma:[0, L) \rightarrow \partial D
$$

denotes a parametrization of $\partial D$ by the arclength with positive orientation, then

$$
\Phi \circ \gamma:[0, L) \rightarrow \mathbf{S}^{1}
$$

is a regular $C^{1, \alpha}$-parametrization of $\mathbf{S}^{1}$ with positive orientation. Let $z \in \partial D, z=$ $\gamma(t)$, and $w=\Phi(z) \in \mathbf{S}^{1}$. Then from $(\Phi \circ \gamma)^{\cdot}(t)=\Phi^{\prime}(z) \cdot \dot{\gamma}(t)$ and $\dot{\gamma}(t)=\tau_{D}(z)$ we obtain that

$$
\begin{equation*}
\tau_{\mathcal{D}}(w)=\frac{\Phi^{\prime}(z)}{\left|\Phi^{\prime}(z)\right|} \tau_{D}(z) \quad \text { and } \quad \nu_{\mathcal{D}}(w)=\frac{\Phi^{\prime}(z)}{\left|\Phi^{\prime}(z)\right|} \nu_{D}(z) \tag{3.1}
\end{equation*}
$$

The gradients of $u$ and $u^{*}$ are related by

$$
\nabla u^{*}(w)=\nabla\left(u \circ \Phi^{-1}\right)(w)=\nabla u(z) \circ J \Phi^{-1}(w)
$$

By the above remarks the multiplication by $J \Phi^{-1}(w)$ corresponds to the complex multiplication by $\overline{\left(\Phi^{-1}\right)^{\prime}(w)}=1 / \overline{\Phi^{\prime}(z)}$, hence

$$
\begin{equation*}
f^{*}(w)=f(z) / \Phi^{\prime}(z) \tag{3.2}
\end{equation*}
$$

In two dimensions the refraction operator can be written $R_{a}^{\partial D}(X)=\langle X, \tau\rangle \tau+$ $a\langle X, \nu\rangle \nu, X \in \mathfrak{X}(\partial D)$. Rewriting the scalar products in complex notation, we obtain

$$
\varphi_{a}^{*}(w)=\operatorname{Re}\left(f^{*}(w) \tau_{\mathcal{D}}(w)\right) \overline{\tau_{\mathcal{D}}(w)}+a \operatorname{Re}\left(f^{*}(w) \nu_{\mathcal{D}}\right) \overline{\nu_{\mathcal{D}}(w)}
$$

From this, inserting (3.1) and (3.2), we derive

$$
\begin{aligned}
\varphi_{a}^{*}(w) & =\operatorname{Re}\left(\frac{f(z) \tau_{D}(z)}{\left|\Phi^{\prime}(z)\right|}\right) \overline{\left(\frac{\Phi^{\prime}(z)}{\left|\Phi^{\prime}(z)\right|} \tau_{D}(z)\right)}+a \operatorname{Re}\left(\frac{f(z) \nu_{D}(z)}{\left|\Phi^{\prime}(z)\right|}\right) \overline{\left(\frac{\Phi^{\prime}(z)}{\left|\Phi^{\prime}(z)\right|} \nu_{D}(z)\right)} \\
& =\frac{\overline{\Phi^{\prime}(z)}}{\left|\Phi^{\prime}(z)\right|^{2}}\left\{\operatorname{Re}\left(f(z) \tau_{D}(z)\right) \cdot \overline{\tau_{D}(z)}+a \operatorname{Re}\left(f(z) \nu_{D}(z)\right) \cdot \overline{\nu_{D}(z)}\right\} \\
& =\varphi_{a}(z) / \Phi^{\prime}(z) .
\end{aligned}
$$

This, in view of $\Phi^{*}\left(\varphi_{a}^{*}\right)(z)=\varphi_{a}^{*}(w)$, proves the first statement of the lemma.
For the second statement let $h \in \mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}^{*}\right)$. By definition there exists $g \in \mathcal{H}^{\alpha}(\mathcal{D})$ such that

$$
\operatorname{Re}\left(\overline{\varphi_{a}^{*}} g\right)=h \quad \text { on } \mathbf{S}^{1}
$$

Then the boundary values of $\hat{g}:=\Phi^{\prime} \cdot(g \circ \Phi) \in \mathcal{H}^{\alpha}(D)$ satisfy

$$
\begin{aligned}
\operatorname{Re}\left(\overline{\varphi_{a}(z)} \hat{g}(z)\right) & =\operatorname{Re}\left(\overline{\varphi_{a}^{*}(w) \Phi^{\prime}(z)} \Phi^{\prime}(z) g(w)\right) \\
& =\left|\Phi^{\prime}(z)\right|^{2} h(w)=\left|\Phi^{\prime}(z)\right|^{2} \Phi^{*}(h)(z)
\end{aligned}
$$

whence $M_{\left|\Phi^{\prime}\right|^{2}}\left(\Phi^{*}\left(\mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}^{*}\right)\right)\right) \subset \mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right)$. The converse inclusion is derived in an analogous manner, by replacing $\Phi$ by its inverse $\Phi^{-1}$.

In particular, the mappings $\Phi^{*}$ and $M_{|\Phi|^{2}}$ are continuous and continuously invertible. Hence they map dense subsets of $L^{1}\left(\mathbf{S}^{1}\right)$ and $L^{1}(\partial D)$ onto dense subsets of $L^{1}(\partial D)$. Therefore the $L^{1}(\partial D)$-denseness of $\mathcal{F}_{\partial D}^{c}\left(\varphi_{a}\right)$ is equivalent to the $L^{1}\left(\mathbf{S}^{1}\right)$ denseness of $\mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}^{*}\right)$. Consequently, without loss of generality from now on we may assume that $D=\mathcal{D}$.

Lemma 3.2. The set of zeros $\mathrm{N}\left(\varphi_{1}\right)$ is closed and has measure zero in $\mathbf{S}^{1}$. The linear span of $\mathcal{I}\left(\varphi_{a}\right)$ is dense in $L^{p}\left(\mathbf{S}^{1}\right)$ for any $1 \leqslant p \leqslant 2$.

Proof. The first statement is trivial. Proof that the set $\left\{z \in \mathbf{S}^{1}: f(z)=0\right\}$ has measure zero in $\mathbf{S}^{1}$ can be found in [12, Theorem 1.9, p. 203].

Since the $L^{p}\left(\mathbf{S}^{1}\right)$-norms, $p<2$, are weaker than the $L^{2}\left(\mathbf{S}^{1}\right)$-norm, it suffices to show $L^{2}\left(\mathbf{S}^{1}\right)$-denseness of $\mathcal{I}\left(\varphi_{a}\right)$. Let $h^{\prime} \in L^{2}\left(\mathbf{S}^{1}\right)$ be orthogonal to $\mathcal{I}\left(\varphi_{a}\right)$. Then for any $z_{0} \in \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$ we choose a closed and connected neighborhood $J \subset \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$ of $z_{0}$ and a function

$$
\chi \in C^{\alpha}\left(\mathbf{S}^{1}, J\right) \quad \text { such that } \quad \chi \geqslant 0, \quad \chi\left(z_{0}\right)>0
$$

We select a sequence $\left(h_{k}\right)_{k \in \mathbb{N}}$ in $C^{\alpha}\left(\mathbf{S}^{1}\right)$ converging to $h^{\prime}$ in $L^{2}\left(\mathbf{S}^{1}\right)$. Then, since $\chi h_{k} \in \mathcal{I}\left(\varphi_{a}\right)$, we have

$$
\int_{\mathbf{S}^{1}} h^{\prime} \chi h_{k} d s=0 \quad \text { for all } k \in \mathbb{N}
$$

Passing to the limit $k \rightarrow \infty$ we find $\int_{\mathbf{S}^{1}} \chi\left(h^{\prime}\right)^{2} d s=0$. Therefore $h^{\prime}$ vanishes almost everywhere in the neighborhood $\left\{z \in \mathbf{S}^{1}: \chi(z)>0\right\}$ of $z_{0}$. Since $\mathrm{N}\left(\varphi_{a}\right)$ has measure
zero, this implies $h^{\prime}=0$ almost everywhere. Thus $\mathcal{I}\left(\varphi_{a}\right)^{\perp}=\{0\}$, and the third assertion is established.

Lemma 3.3. Let $\arg$ be the argument function on $\mathbb{C} \backslash\{0\}$ with values in $(-\pi, \pi]$. Then for all $z \in \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$

$$
\begin{gather*}
\min (1, a) \leqslant\left|\varphi_{a}(z) / \varphi_{1}(z)\right| \leqslant \max (1, a)  \tag{3.3}\\
\left|\arg \left(\varphi_{a}(z) / \varphi_{1}(z)\right)\right| \leqslant \arccos (2 \sqrt{a} /(1+a))<\frac{\pi}{2} \tag{3.4}
\end{gather*}
$$

Proof. If $\nu(z), \tau(z)$ is used as a coordinate system, then we have $\varphi_{a}(z)=\left(a x_{1}, x_{2}\right)$ provided that $\varphi_{1}(z)=\left(x_{1}, x_{2}\right)$. From this it follows that

$$
\begin{aligned}
\left|\varphi_{1}(z)\right| \leqslant\left|\varphi_{a}(z)\right| \leqslant a\left|\varphi_{1}(z)\right| & \text { if } a \geqslant 1 \\
a\left|\varphi_{1}(z)\right| \leqslant\left|\varphi_{a}(z)\right| \leqslant\left|\varphi_{1}(z)\right| & \text { if } a \leqslant 1
\end{aligned}
$$

which establishes the first assertion. Interpreting $\nu(z)$ and $\tau(z)$ as complex numbers we define

$$
\zeta_{a}\left(x_{1}, x_{2}\right):=\frac{a x_{1} \nu(z)+x_{2} \tau(z)}{x_{1} \nu(z)+x_{2} \tau(z)}, \quad\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \backslash\{0\}
$$

and

$$
\begin{equation*}
\vartheta_{a}^{*}:=\sup _{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \backslash\{0\}}\left|\arg \left(\zeta_{a}\left(x_{1}, x_{2}\right)\right)\right| . \tag{3.5}
\end{equation*}
$$

From these definitions it is obvious that $\left|\arg \left(\varphi_{a}(z) / \varphi_{1}(z)\right)\right| \leqslant \vartheta_{a}^{*}$. A simple computation shows that

$$
\begin{equation*}
\operatorname{Re}\left(\zeta_{a}\left(x_{1}, x_{2}\right)\right)=\frac{a x_{1}^{2}+x_{2}^{2}}{x_{1}^{2}+x_{2}^{2}}>0, \quad\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \backslash\{0\} \tag{3.6}
\end{equation*}
$$

Since the function $\arg$ has discontinuities only on the half-line $\{z \in \mathbb{R}: z \leqslant 0\}$, the function $\left|\arg \circ \zeta_{a}\right|$ is continuous on $\mathbb{R}^{2} \backslash\{0\}$. Since from the definitions it is obvious that $\zeta_{a}$ does depend only on the argument of $\left(x_{1}, x_{2}\right)$, it suffices to take the supremum in (3.5) over the unit circle. Since continuous functions on compact sets assume their maximum, there exists $\left(x_{1}^{*}, x_{2}^{*}\right)$ on $\mathbf{S}^{1}$ such that

$$
\vartheta_{a}^{*}=\left|\arg \left(\vartheta_{a}\left(x_{1}^{*}, x_{2}^{*}\right)\right)\right|
$$

From (3.6) we obtain $\vartheta_{a}^{*}<\frac{\pi}{2}$. Finally, the explicit expression

$$
\vartheta_{a}^{*}=\arccos (2 \sqrt{a} /(1+a))
$$

follows from elementary calculations. $\quad \mathrm{D}$
Lemma 3.4. Suppose that $f$ admits an extension as a holomorphic function in some neighborhood of $\overline{\mathcal{D}}$. Then the set $\mathrm{N}\left(\varphi_{1}\right)$ is finite and the function $\varphi_{a}(z) / \varphi_{1}(z)$, $z \in \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{1}\right)$ can be extended as an analytic function $\psi$ into $\mathrm{N}\left(\varphi_{1}\right)$. The extension $\psi$ has no zeros and its index is zero.

Proof. The smoothness of $\psi$ need only be shown for points in the finite set $\frac{\mathrm{N}}{\mathrm{N}}\left(\varphi_{1}\right)$. Let $z_{0} \in \mathbf{S}^{1}$ with $\varphi_{1}(z)=0$ and let $u$ be the harmonic function with $\nabla u \simeq \bar{f}$. We claim that there exists a holomorphic function $f_{a}$ defined in some $\varepsilon$-neighborhood $U_{\varepsilon}\left(z_{0}\right):=\left\{z \in \mathbb{C}:\left|z-z_{0}\right|<\varepsilon\right\}$ of $z_{0}$ such that

$$
\begin{equation*}
\left.f_{a}\right|_{\mathbf{S}^{1} \cap U_{\varepsilon}}=\varphi_{a} \tag{3.7}
\end{equation*}
$$

Indeed, if $\varepsilon$ is small enough, by the Cauchy-Kowalevski theorem there exists a solution $v$ of

$$
\triangle v=0 \quad \text { in } U_{\varepsilon}\left(z_{0}\right) \quad \text { and } \quad v=u, \frac{\partial v}{\partial \nu}=a \frac{\partial u}{\partial \nu} \quad \text { on } \mathbf{S}^{1} \cap U_{\varepsilon}\left(z_{0}\right)
$$

Then obviously $\nabla v=R_{a}(\nabla u)$, and therefore the holomorphic function $f_{a}$ defined by $\bar{f}_{a} \simeq \nabla v$ satisfies (3.7).

Thus in some neighborhood of $z_{0}$ on $\mathbf{S}^{1}$ the function $\varphi_{a} / \varphi_{1}$ is equal to the restriction of the meromorphic function $f_{a} / f$. If this function would have a pol in $z_{0}$, the values of $f_{a}(z) / f(z), z \neq z_{0}$, would be unbounded in any neighborhood of $z_{0}$ in $\mathbf{S}^{1}$, and this contradicts (3.3) of Lemma 3.3. Consequently, $f_{a} / f$ is holomorphic in some neighborhood of $z_{0}$, and this proves that $\varphi_{a} / \varphi_{1}$ admits an analytic extension onto all of $\mathbf{S}^{1}$.

Clearly, the estimates of Lemma 3.3 are valid on all of $\mathbf{S}^{1}$. From this, the last statement of Lemma 3.4 is obvious.

For the solution of the Hilbert problem (2.10), we will have to define a logarithm of the function $-\psi / \bar{\psi}$ on $\mathbf{S}^{1}$. At this point, in the solution theory of a general Hilbert problem the index of $\psi$ is important. In our special case we can use the estimate (3.4) to define a logarithm of $-\psi / \bar{\psi}$ somewhat more directly. Therefore the index of $\psi$ will implicitly enter only in the proof of Theorem 2.1. Let $\vartheta_{a}^{*}:=\arccos (2 \sqrt{a} /(1+a))$ as in the proof of Lemma 3.3. With $\vartheta_{a}:=\pi / 2-\vartheta_{a}^{*}>0$ we can rewrite (3.4) in the form

$$
\arg (\psi) \in\left[-\pi / 2+\vartheta_{a}, \pi / 2-\vartheta_{a}\right]
$$

whence

$$
\arg (\psi / \bar{\psi})=\arg \left(\psi^{2} /|\psi|^{2}\right)=\arg \left(\psi^{2}\right) \in\left[-\pi+2 \vartheta_{a}, \pi-2 \vartheta_{a}\right]
$$

follows. Defining a second argument function Arg with values in $[0,2 \pi)$, we get

$$
\operatorname{Arg}(-\psi / \bar{\psi}) \in\left[2 \vartheta_{a}, 2 \pi-2 \vartheta_{a}\right]
$$

If $\log$ denotes the branch of the logarithm corresponding to $\operatorname{Arg}$, that is, $\log (z)=$ $\log |z|+i \operatorname{Arg}(z)$ where $\log$ stands for the usual real logarithm, then the function

$$
\log (-\psi / \bar{\psi}): \mathbf{S}^{1} \rightarrow \mathbb{C}
$$

is analytic on $\mathbf{S}^{1}$. Since the values of $-\psi / \bar{\psi}$ are on the unit circle, the values of $\log (-\psi / \bar{\psi})$ are purely imaginary. For later use we note

$$
\begin{equation*}
\frac{1}{i} \log (-\psi(z) / \bar{\psi}(z)) \in\left[2 \vartheta_{a}, 2 \pi-2 \vartheta_{a}\right], \quad z \in \mathbf{S}^{1} \tag{3.8}
\end{equation*}
$$

There exist explicit formulas for the solution of (2.10) in terms of the Cauchy integral operator, which is defined by

$$
A(\phi)(z):=\frac{1}{\pi i} \int_{\mathbf{S}^{1}} \frac{\phi(\zeta)}{\zeta-z} d \zeta, \quad z \in \mathbb{C}, \quad \phi \in C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}
$$

We collect some properties of $A$ from [5].
The function $A(\phi)$ is holomorphic in $\mathbb{C} \backslash \mathbf{S}^{1}$. The functions $A(\phi)_{+}:=\left.A(\phi)\right|_{\mathbb{C} \backslash \overline{\mathcal{D}}}$ and $A(\phi)_{-}:=\left.A(\phi)\right|_{\mathcal{D}}$ can be extended onto $\mathbf{S}^{1}$ as functions in $C^{\alpha}(\mathbb{C} \backslash \mathcal{D})$ and $C^{\alpha}(\overline{\mathcal{D}})$, respectively. We have $\lim _{|z| \rightarrow \infty} A(\phi)(z)=0$ uniformly in all directions. For $z \in \mathbf{S}^{1}$
the integral $A(\phi)(z)$ exists as a Cauchy principal value and $\left.A(\phi)\right|_{\mathbf{S}^{1}} \in C^{\alpha}\left(\mathbf{S}^{1}\right)$. To avoid ambiguities, we define

$$
\mathbf{A}(\phi):=\left.A(\phi)\right|_{\mathbf{S}^{1}}, \quad \phi \in C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}
$$

The mappings

$$
C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}} \rightarrow C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}, C^{\alpha}(\mathbb{C} \backslash \mathcal{D})_{\mathbb{C}}, C^{\alpha}(\overline{\mathcal{D}})_{\mathbb{C}}, \quad \phi \mapsto \mathbf{A}(\phi), A(\phi)_{+}, A(\phi)_{-}
$$

are continuous. Their values on $\mathbf{S}^{1}$ are related by the Sokhotski-Plemelj formulas

$$
A(\phi)_{-}-A(\phi)_{+}=2 \phi \quad \text { and } \quad A(\phi)_{-}+A(\phi)_{+}=2 \mathbf{A}(\phi) \quad \text { on } \mathbf{S}^{1} .
$$

Later in the proof we will also need the facts that $\mathbf{A}^{2}=\operatorname{Id}_{C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathrm{C}}}$ and that $\mathbf{A}$ can be extended as a continuous linear operator $L^{2}\left(\mathbf{S}^{1}\right)_{\mathbb{C}} \rightarrow L^{2}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$.

THEOREM 3.5. If $f$ admits an extension as a holomorphic function in some neighborhood of $\overline{\mathcal{D}}$, then the Hilbert problem (2.5) is solvable for any inhomogeneity $h \in \mathcal{I}\left(\varphi_{a}\right)$, that is, $\mathcal{I}\left(\varphi_{a}\right) \subset \mathcal{F}_{\mathbf{S}^{1}}^{c}\left(\varphi_{a}\right)$. If $\psi$ is as in Lemma 3.4, then a solution $g$ is given by

$$
\begin{align*}
H(z) & :=\exp \left(\frac{1}{2} A(\log (-\psi / \bar{\psi}))\right)(z), & & z \in \mathbb{C},  \tag{3.9a}\\
G(z) & :=\frac{1}{2} H(z) \cdot A\left(-h /\left(\left|\varphi_{1}\right|^{2} \psi H_{+}\right)\right)(z), & & z \in \mathbb{C},  \tag{3.9b}\\
\tilde{g}(z) & :=G_{-}(z)+\overline{G_{+}(1 / \bar{z}),} & & z \in \mathcal{D}  \tag{3.9c}\\
g(z) & :=f(z) \tilde{g}(z), & & z \in \mathcal{D} . \tag{3.9d}
\end{align*}
$$

Proof. As described in the preceding section, $\tilde{g}$ is the solution of

$$
\begin{equation*}
\tilde{g} \in \mathcal{H}^{\alpha}(\mathcal{D}) \text { with } \operatorname{Re}(\bar{\psi} \tilde{g})=h /\left|\varphi_{1}\right|^{2} \tag{3.10}
\end{equation*}
$$

The formulas (3.9a)-(3.9c) summarize the solution of (3.10) by transforming it into a Riemann problem (see [6]).

The Sokhotski-Plemelj formulas yield

$$
\frac{1}{2} A(\log (-\psi / \bar{\psi}))_{-}-\frac{1}{2} A(\log (-\psi / \bar{\psi}))_{+}=\log (-\psi / \bar{\psi}) \quad \text { on } \mathbf{S}^{1}
$$

Taking the exponential, we deduce that $H$ is a solution of the homogeneous Riemann problem

$$
\bar{\psi} H_{-}+\psi H_{+}=0 \quad \text { on } \mathbf{S}^{1} .
$$

Since $\exp z \neq 0$ for all $z \in \mathbb{C}$ the boundary values $H_{+}$have no zeros. For brevity we set $\delta:=-h /\left(\left|\varphi_{1}\right|^{2} \psi H_{+}\right)$. We recall the fact that we have set $\delta(z)=0$ if $z \notin \operatorname{supp} h$, implying that $\delta \in C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$. On $\mathbf{S}^{1}$ we have

$$
\begin{aligned}
\bar{\psi} G_{-}+\psi G_{+} & =\frac{1}{2}\left(\bar{\psi} H_{-} A(\delta)_{-}+\psi H_{+} A(\delta)_{+}\right)=\frac{1}{2} \psi H_{+}\left(-A(\delta)_{-}+A(\delta)_{+}\right) \\
& =-\psi H_{+} \delta=h /\left|\varphi_{1}\right|^{2}
\end{aligned}
$$

From $1 / z=\bar{z}, z \in \mathbf{S}^{1}$, we find $\overline{G_{+}(1 / \bar{z})}=\overline{G_{+}(z)}, z \in \mathbf{S}^{1}$, whence

$$
\begin{aligned}
\operatorname{Re}(\bar{\psi} \tilde{g}) & =\operatorname{Re}\left(\bar{\psi} G_{-}+\overline{\psi G_{+}}\right)=\operatorname{Re}\left(\bar{\psi} G_{-}+\psi G_{+}\right) \\
& =h /\left|\varphi_{1}\right|^{2}
\end{aligned}
$$

follows. Therefore the boundary values of $g$ satisfy

$$
\operatorname{Re}\left(\bar{\varphi}_{a} g\right)=\left|\varphi_{1}\right|^{2} \operatorname{Re}(\bar{\psi} \tilde{g})=h
$$

Now we consider the case of a general $f \in \mathcal{H}^{\alpha}(\mathcal{D})$ and for $0<r<1$ define

$$
f_{r}(z)=f(r z), \quad \varphi_{1}^{(r)}:=\left.f_{r}\right|_{\mathbf{S}^{1}}, \quad \varphi_{a}^{(r)}:=\overline{R_{a}^{\mathbf{S}^{1}}\left(\left.\bar{f}_{r}\right|_{\mathbf{S}^{1}}\right)}, \quad \psi_{r}:=\varphi_{a}^{(r)} / \varphi_{1}^{(r)}
$$

The functions $f_{r}$ are holomorphic in a neighborhood of $\overline{\mathcal{D}}$ and hence the functions $\psi_{r}$ are analytic on $\mathbf{S}^{1}$. The function $H$ in (3.9a) does not depend on the inhomogeneity $h$. Let

$$
H(r ; z):=\exp \left(A\left(i \phi_{r}\right)(z)\right), \quad z \in \mathbb{C}, \quad \phi_{r}:=\frac{1}{2 i} \log \left(-\psi_{r} / \bar{\psi}_{r}\right)
$$

be formed correspondingly for $f_{r}$. From (3.8) we have

$$
\begin{equation*}
\phi_{r}(z) \in\left[\vartheta_{a}, \pi-\vartheta_{a}\right], \quad z \in \mathbf{S}^{1}, \quad 0<r<1 \tag{3.11}
\end{equation*}
$$

In the investigation of the convergence of $H(r ; \cdot)$ for $r \rightarrow 1$, we will frequently use the fact that for a compact set $M \subset \mathbb{C}$ the multiplication mapping

$$
C^{\alpha}(M)_{\mathbb{C}} \times C^{\alpha}(M)_{\mathbb{C}} \rightarrow C^{\alpha}(M)_{\mathbb{C}}, \quad(f, g) \mapsto f g
$$

and the inverse mapping

$$
\left\{f \in C^{\alpha}(M)_{\mathbb{C}}: f(z) \neq 0, z \in M\right\} \rightarrow C^{\alpha}(M)_{\mathbb{C}}, \quad f \mapsto 1 / f
$$

are continuous. Further, if $U \subset \mathbb{C}$ is open, then $C^{\alpha}(M, U)_{\mathbb{C}}:=\left\{f \in C^{\alpha}(M)_{\mathbb{C}}\right.$ : $f(M) \subset U\}$ is open in $C^{\alpha}(M)_{\mathbb{C}}$ and, for $F \in C^{\alpha}(U)_{\mathbb{C}}$, the mapping

$$
C^{\alpha}(M, U)_{\mathbb{C}} \rightarrow C^{\alpha}(M)_{\mathbb{C}}, \quad f \mapsto F \circ f
$$

is continuous. The fact that the images of these mappings are in $C^{\alpha}(M)_{\mathbb{C}}$ was already used above.

Lemma 3.6. If $J \subset \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$ is closed and connected, then the one-sided boundary values $\left.H(r ; \cdot)_{ \pm}\right|_{J}$ are convergent in $C^{\alpha}(J)_{\mathbb{C}}$. The limit functions have no zeros in $J$.

Proof. Let $\tilde{J} \subset \mathrm{~N}\left(\varphi_{a}\right)$ be closed and connected. Since $\varphi_{1}^{(r)}$, $\varphi_{a}^{(r)}$ converge in $C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$ to $\varphi_{1}$ and $\varphi_{a}$, both of which have no zeros on $\tilde{J}$, it follows that

$$
\left.\left(\psi_{r} / \bar{\psi}_{r}\right)\right|_{\tilde{J}}=\left.\left(\varphi_{a}^{(r)} / \varphi_{1}^{(r)} \cdot \overline{\varphi_{1}^{(r)}} / \overline{\varphi_{a}^{(r)}}\right)\right|_{\tilde{J}} \quad \text { converges for } r \rightarrow 1 \text { in } C^{\alpha}(\tilde{J})_{\mathbb{C}}
$$

Hence

$$
\begin{equation*}
\left.\phi_{r}\right|_{\tilde{J}} \text { converges for } r \rightarrow 1 \text { in } C^{\alpha}(\tilde{J})_{\mathbb{C}} \tag{3.12}
\end{equation*}
$$

In particular, $\phi_{r}$ is pointwise convergent outside the set $\mathrm{N}\left(\varphi_{a}\right)$ of measure zero. From (3.11) and Lebesgue's convergence theorem we obtain that

$$
\begin{equation*}
\phi_{r} \text { converges for } r \rightarrow 1 \text { in any } L^{p}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}, 1 \leqslant p<\infty \tag{3.13}
\end{equation*}
$$

Now, if $J \subset \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$ is closed and connected, the $C^{\alpha}(J)_{\mathbb{C}}$-convergence of $\left.\mathbf{A}\left(i \phi_{r}\right)\right|_{J}$ follows by a suitable splitting of the integral. For this we choose a closed
and connected set $\tilde{J} \subset \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$ containing $J$ in the interior and a real-valued $\chi \in C^{\alpha}\left(\mathbf{S}^{1}\right)$ such that

$$
\operatorname{supp} \chi \subset \tilde{J}, \quad \chi \geqslant 0, \quad \chi=1 \text { on a neighborhood of } J
$$

Then $\chi \phi_{r}$, and in turn $\mathbf{A}\left(i \chi \phi_{r}\right)$, is $C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$ convergent as $r \rightarrow 1$. The second part of the density $(1-\chi) \phi_{r}$ is $L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$-convergent and equal to zero in a neighborhood of $J$, which is independent of $r$. Hence $\left.\mathbf{A}\left(i(1-\chi) \phi_{r}\right)\right|_{J}$ converges together with all its derivatives. Therefore

$$
\left.\mathbf{A}\left(i \phi_{r}\right)\right|_{J}=\left.\mathbf{A}\left(i \chi \phi_{r}\right)\right|_{J}+\left.\mathbf{A}\left(i(1-\chi) \phi_{r}\right)\right|_{J} \text { converges for } r \rightarrow 1 \text { in } C^{\alpha}(J)_{\mathbb{C}}
$$

The Sokhotski-Plemelj formulas imply $A\left(i \phi_{r}\right)_{ \pm}=\mathbf{A}\left(i \phi_{r}\right) \mp i \phi_{r}$ on $\mathbf{S}^{1}$, whence, in view of (3.12), the $C^{\alpha}(J)_{\mathbb{C}}$ convergence of $\left.A\left(i \phi_{r}\right)_{ \pm}\right|_{J}$ follows. Since the application of the exponential preserves this convergence, the lemma is proved.

The crucial point in part (iii) of the sketch of the proof is to show the uniform $L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$-boundedness of $H(r ; \cdot)_{ \pm}$. If it were possible to extend $\mathbf{A}$ to an endomorphism of $L^{\infty}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$, this would follow immediately from (3.11). But it is known that for a continuous, but not Hölder-continuous, density $\phi$ the function $\mathbf{A}(\phi)$ might have unbounded singularities. So $\mathbf{A}\left(L^{\infty}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}\right)$ is not even contained in $L^{\infty}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$. From (3.13) the density $\phi_{r}$, and hence $\mathbf{A}\left(i \phi_{r}\right)$ and $A\left(i \phi_{r}\right)_{ \pm}$, is $L^{2}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$-convergent as $r \rightarrow 1$. Thus we need a statement that the singularities of $\lim _{r \rightarrow 1} \mathbf{A}\left(i \phi_{r}\right)$ in $\mathrm{N}\left(\varphi_{a}\right)$ are weak enough such that $\exp \left(\mathbf{A}\left(i \phi_{r}\right)\right)$ is still uniformly $L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$-bounded. This is achieved with the aid of the next theorem, which is due to Smirnov ([10, Hilfssatz 2]).

Theorem 3.7. Assume that $\phi \in C^{\alpha}\left(\mathbf{S}^{1}\right)$ satisfies $\phi(z) \in[\vartheta, \pi-\vartheta]$ for all $z \in \mathbf{S}^{1}$ and some $\vartheta>0$. Then

$$
\|\exp (\mathbf{A}(i \phi))\|_{L^{1}\left(\mathbf{S}^{1}\right)_{\mathrm{C}}} \leqslant e^{\|\operatorname{Re}(\mathbf{A}(i \phi))\|_{L^{1}\left(\mathbf{S}^{1}\right)} / \sin \vartheta .}
$$

Here we have set $\|F\|_{L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}}:=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F\left(e^{i t}\right)\right| d t, F \in L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$.
Proof. Clearly, it suffices to prove the estimate for $\|\exp (\tilde{\phi})\|_{L^{1}\left(\mathbf{S}^{1}\right)}$ with $\tilde{\phi}:=$ $\operatorname{Re}(\mathbf{A}(i \phi))$. In the sequel we identify $C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$ with $C^{\alpha}(\mathbb{R} / 2 \pi)_{\mathbb{C}}$ by the parametrization $t \mapsto e^{i t}$.

On the unit circle the Cauchy integral operator can be written in the form

$$
\begin{aligned}
\mathbf{A}(\delta)(z) & =\frac{1}{\pi i} \int_{\mathbf{S}^{1}} \frac{\delta(\zeta)}{\zeta-z} d \zeta \\
& =\frac{1}{2 \pi i} \int_{0}^{2 \pi}\left(\cot \frac{\tau-t}{2}+i\right) \delta(\tau) d \tau, \quad \delta \in C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}, \quad z=e^{i t}
\end{aligned}
$$

Denoting by $\mathbf{1}_{\mathbf{S}^{1}}$ the density equal to 1 everywhere on $\mathbf{S}^{1}$, it follows that $\mathbf{A}(i \phi)=$ $\tilde{\phi}+i c_{\phi} \mathbf{1}_{\mathbf{S}^{1}}$, where $c_{\phi}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \phi(\tau) d \tau$. Together with the formulas $\mathbf{A}^{2}=\operatorname{Id}_{\mathbf{S}^{1}}$, $\mathbf{A}\left(\mathbf{1}_{\mathbf{S}^{1}}\right)=\mathbf{1}_{\mathbf{S}^{1}}$, and $\tilde{\phi}=\mathbf{A}(i \phi)-i \operatorname{Im}(\mathbf{A}(i \phi))=\mathbf{A}(i \phi)-i c_{\phi} \mathbf{1}_{\mathbf{S}^{1}}$, this implies that

$$
\begin{aligned}
\mathbf{A}(\tilde{\phi}+i \phi) & =\mathbf{A}\left(\mathbf{A}(i \phi)-i c_{\phi} \mathbf{1}_{\mathbf{S}^{1}}\right)+\tilde{\phi}+i c_{\phi} \mathbf{1}_{\mathbf{S}^{1}} \\
& =i \phi+\tilde{\phi}
\end{aligned}
$$

Now, from the Sokhotski-Plemelj formulas it can be seen that the holomorphic function

$$
g(z):=\frac{1}{2 \pi i} \int_{\mathbf{S}^{1}} \frac{\tilde{\phi}(\zeta)+i \phi(\zeta)}{\zeta-z} d \zeta=\frac{1}{2} \mathbf{A}(\tilde{\phi}+i \phi)(z), \quad z \in \mathcal{D}
$$

has boundary values $g_{-}=\tilde{\phi}+i \phi$. Hence $e^{g} \in \mathcal{H}^{\alpha}(\mathcal{D})$ has boundary values $e^{\tilde{\phi}+i \phi}$. The Cauchy integral formula yields

$$
\begin{equation*}
e^{g(0)}=\frac{1}{2 \pi i} \int_{\mathbf{S}^{1}} e^{(\tilde{\phi}+i \phi)(\zeta)} \frac{d \zeta}{\zeta}=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{\tilde{\phi}(\tau)+i \phi(\tau)} d \tau \tag{3.14}
\end{equation*}
$$

Taking the imaginary part of this equation we arrive at

$$
\operatorname{Im}\left(e^{g(0)}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{\tilde{\phi}(\tau)} \sin (\phi(\tau)) d \tau
$$

Clearly $e^{\tilde{\phi}(\tau)}>0$, and the assumption $\phi(\tau) \in[\vartheta, \pi-\vartheta]$ implies $\sin (\phi(\tau)) \geqslant \sin \vartheta>0$. Thus

$$
\operatorname{Im}\left(e^{g(0)}\right) / \sin \vartheta \geqslant \frac{1}{2 \pi} \int_{0}^{2 \pi} e^{\tilde{\phi}(\tau)} d \tau=\|\exp \tilde{\phi}\|_{L^{1}\left(\mathbf{S}^{1}\right)}
$$

If to the left-hand side we apply the estimate

$$
\operatorname{Im}\left(e^{g(0)}\right) \leqslant\left|e^{g(0)}\right|=e^{\operatorname{Re} g(0)}=\exp \left(\frac{1}{2 \pi} \int_{0}^{2 \pi} \tilde{\phi}(\tau) d \tau\right) \leqslant e^{\|\tilde{\phi}\|_{L^{1}\left(\mathbf{S}^{1}\right)}}
$$

the claim of the theorem follows.
The asserted boundedness of the $H(r ; \cdot)_{ \pm}$can now be proved.
Corollary 3.8. The boundary values of the functions $H(r ; \cdot)_{ \pm}$are uniformly $L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$-bounded as $r \rightarrow 1$.

Proof. From Theorem 3.7 together with (3.11) we obtain that

$$
\begin{equation*}
\|H(r ; \cdot)\|_{L^{1}\left(\mathbf{S}^{1}\right)_{\mathrm{C}}} \leqslant e^{\left\|\operatorname{Re}\left(\mathbf{A}\left(i \phi_{r}\right)\right)\right\|_{L^{1}\left(\mathbf{S}^{1}\right)} / \sin \vartheta_{a} .} \tag{3.15}
\end{equation*}
$$

In (3.12) we have already seen that $\phi_{r}$ and, consequently, $\mathbf{A}\left(i \phi_{r}\right)$ converge as $r \rightarrow 1$ in $L^{2}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$. Since on compact sets $L^{2}$-convergence is stronger than $L^{1}$-convergence, the right-hand side in (3.15) is convergent for $r \rightarrow 1$. Hence $\left.H(r ; \cdot)\right|_{\mathbf{S}^{1}}$ is uniformly bounded as $r \rightarrow 1$. Since the $\phi_{r}$ are real-valued, the assertion follows from

$$
H(r ; \cdot)_{ \pm}=\exp \left(\mathbf{A}\left(i \phi_{r}\right) \mp i \phi_{r}\right)=\left.H(r ; \cdot)\right|_{\mathbf{S}^{1}} e^{\mp i \phi_{r}} \quad \text { on } \mathbf{S}^{1}
$$

Now suppose we are given $h \in \mathcal{I}\left(\varphi_{a}\right)$ and $r_{0}<1$ is big enough to ensure that $h \in \mathcal{I}\left(\varphi_{a}^{(r)}\right)$ for $r_{0}<r<1$. Then define functions $G(r ; \cdot), \tilde{g}_{r}$, and $g_{r}$ by replacing $\varphi_{1}$, $\varphi_{a}$ in the definitions $(3.9 \mathrm{~b})-(3.9 \mathrm{~d})$ by $\varphi_{1}^{(r)}$ and $\varphi_{a}^{(r)}$, respectively, so that $g_{r} \in \mathcal{H}^{\alpha}(\mathcal{D})$ satisfy $\operatorname{Re}\left(\overline{\varphi_{a}^{(r)}} g_{r}\right)=h$ on $\mathbf{S}^{1}$. In view of the remarks at the end of (iii) in the preceding section, the proof of Theorem 2.1 is finished by the following lemma.

Lemma 3.9. The functions $\left.g_{r}\right|_{\mathbf{S}^{1}}$ are uniformly $L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$-bounded for $r \rightarrow 1$.
Proof. Let $J \subset \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$ be a closed and connected set such that $\operatorname{supp} h \subset J$. Consider the density

$$
\delta_{r}:=-h /\left(\left|\varphi_{1}^{(r)}\right|^{2} \psi_{r} H(r ; \cdot)_{+}\right)=-h /\left(\varphi_{a}^{(r)} \overline{\varphi_{1}^{(r)}} H(r: \cdot)_{+}\right)
$$

of $\mathbf{A}$ in the definition (3.9b) of $G(r ; \cdot)$. If $\tilde{J} \subset \mathbf{S}^{1} \backslash \mathrm{~N}\left(\varphi_{a}\right)$ is closed and connected and contains $J$ in its interior, then by Lemma 3.6 the functions $\left.\varphi_{a}^{(r)} \overline{\varphi_{1}^{(r)}} H(r ; \cdot)_{+}\right|_{\tilde{J}}$ converge in $C^{\alpha}(\tilde{J})$ to some function without zeros in $\tilde{J}$. Since we have defined $\delta_{r}$ to
be zero outside the support of $h$, the density $\delta_{r}$ is $C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$-convergent. Thus $\mathbf{A}\left(\delta_{\mathbf{r}}\right)$ is convergent in $C^{\alpha}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}$. The one-sided boundary values of $G(r ; \cdot)$ are given by

$$
G(r ; z)_{ \pm}=\frac{1}{2} H(r ; z)_{ \pm} \cdot\left(\mathbf{A}\left(\delta_{r}\right) \mp \delta_{r}(z)\right), \quad z \in \mathbf{S}^{1}
$$

From

$$
\left\|F_{1} F_{2}\right\|_{L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}} \leqslant\left\|F_{1}\right\|_{L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}}\left\|F_{2}\right\|_{L^{\infty}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}}, \quad F_{1} \in L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}, F_{2} \in L^{\infty}\left(\mathbf{S}^{1}\right)_{\mathbb{C}}
$$

the functions $\left.G(r ; \cdot)_{ \pm}\right|_{\mathbf{S}^{1}}$ can be seen to be uniformly $L^{1}\left(\mathbf{S}^{1}\right)_{\mathbb{C}^{-} \text {-bounded }}$ for $r \rightarrow 1$. Now it is easily checked from

$$
\left.\tilde{g}_{r}\right|_{\mathbf{S}^{1}}=\left.G(r ; \cdot)\right|_{\mathbf{S}^{1}}+\left.\overline{G(r ; \cdot)}\right|_{\mathbf{S}^{1}} \quad \text { and } \quad g_{r}=f_{r} \tilde{g}_{r}=\varphi_{1}^{(r)} \tilde{g}_{r}
$$
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#### Abstract

The paper considers a simple model of a radially symmetric cell which undergoes growth due to a continuous supply of nutrient, and disintegration as a result of the various tasks the cell performs. The boundary of the cell is a "free boundary," unknown in advance, which evolves by responding to both the growth and disintegration processes. If the nutrient concentration (at infinity) exceeds a certain critical number, then two stationary solutions exist. It is established, by rigorous mathematical proofs, that the stationary solution with the smaller radius is unstable, whereas the stationary solution with the larger radius is stable.
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1. The model. In this paper we consider a physico-chemical model of a selfmaintaining protocell which undergoes a process of growth and dissolution that mimics (but greatly simplifies) biological cells. The model is somewhat different from the one that was initiated and studied in [4], [5]. The protocell can be visualized as having a porous structure maintained by building materials with concentration $C$; the structure is sustained only as long as $C$ exceeds a critical concentration $C^{*}$. Metabolism is maintained by nutrient material with concentration $\sigma$ which is distributed in the entire space with $\sigma=\tau$ at $\infty(\tau>0) . C$ and $\sigma$ satisfy a coupled system of reaction diffusion equations:

$$
\begin{gathered}
c \frac{\partial C}{\partial t}-\Delta C=\sigma, \quad \Delta \sigma-\sigma=0 \quad \text { in the cell, } \\
\Delta \sigma=0 \quad \text { outside the cell, }
\end{gathered}
$$

where $c$ is a positive constant. The constant $c$ is the quotient of the time scale of diffusion to the time scale of cell doubling. In cases of interest, such as in tumor growth [1], [2], $c$ is a very small constant.

On the boundary of the protocell $C=C^{*}$. The various tasks that the cell continuously performs take their toll on the cell: they cause it to shrink. This is modelled by disintegration at the boundary at a rate $\beta, \beta>0$. On the other hand the flux of building material at the boundary causes the cell to grow. The total result of these two effects is

$$
V_{n}=-\frac{\partial C}{\partial n}-\beta
$$

where $n$ is the exterior normal, and $V_{n}$ is the velocity of the boundary points in the direction $n$.

[^45]We shall consider here only the case of a spherical cell (in three dimensions). Setting

$$
r=\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}, \quad u=C-C^{*}
$$

and denoting the boundary of the cell by $r=s(t)$, we then have the following system for $u=u(r, t), \sigma=\sigma(r, t)$ and $r=s(t)$ :

$$
\begin{align*}
& \left(\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}\right) \sigma=\sigma \chi_{\{r<s(t)\}}(r, t) \quad \text { in } \mathbb{R}^{3},  \tag{1.1}\\
& \sigma \rightarrow \tau \quad \text { as }|x| \rightarrow \infty \tag{1.2}
\end{align*}
$$

and

$$
\begin{align*}
& c u_{t}-\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}\right) u=\sigma \quad \text { if } r<s(t), t>0  \tag{1.3}\\
& u=0 \quad \text { on } r=s(t), t>0  \tag{1.4}\\
& u=u_{0}(r) \quad \text { for } t=0 \tag{1.5}
\end{align*}
$$

and finally, the free boundary condition

$$
\begin{equation*}
s^{\prime}(t)=-u_{r}(s(t), t)-\beta \tag{1.6}
\end{equation*}
$$

As shown in [4], if $\tau / \beta$ is less than a critical number $\mu^{*}$, then no steady state solutions exist, whereas if $\tau / \beta$ is larger than $\mu^{*}$, then there exist two steady state solutions, with free boundary radii $R_{0}^{-}$and $R_{0}^{+}, R_{0}^{-}<R_{0}^{+}$. Numerical results and some heuristic arguments are given in [4] to show that the solution with $R_{0}^{-}$is unstable, whereas the solution with $R_{0}^{+}$is stable. The purpose of this paper is to give rigorous mathematical proofs of these results.

In sections 2 and 3 we establish various estimates and prove the existence and uniqueness of the solution to (1.1)-(1.6). In section 4 we prove that the stationary solution corresponding to $R_{0}^{-}$is unstable. In section 5 we prove that the stationary solution corresponding to $R_{0}^{+}$is stable if $c$ is suitably small.
2. A priori bounds on the solution. The function

$$
\begin{equation*}
g(r)=\frac{r^{2}}{r-\tanh r} \quad(0<r<\infty) \tag{2.1}
\end{equation*}
$$

will play a fundamental role in what follows. One can easily verify that $r-\tanh r>0$, so that $g(r)>0$; furthermore, $g(r) \rightarrow \infty$ if $r \rightarrow 0$ or $r \rightarrow \infty$ and there is a unique $r=R^{*}$, where $g(r)$ attains its minimum $\mu^{*}$, i.e.,

$$
\begin{equation*}
\min _{0<r<\infty} g(r)=g\left(R^{*}\right)=\mu^{*} \tag{2.2}
\end{equation*}
$$

One can compute that

$$
R^{*} \approx 1.6061486 \text { and } \quad \mu^{*} \approx 3.7739398
$$

The steady state solutions with free boundary $r=R_{0}$ are given by

$$
\begin{equation*}
u(r)=\frac{\tau}{\cosh R_{0}}\left(\frac{\sinh R_{0}}{R_{0}}-\frac{\sinh r}{r}\right) \quad \text { for } r<R_{0} \tag{2.3}
\end{equation*}
$$

where $R_{0}$ satisfies

$$
\begin{equation*}
\frac{\tau}{\beta}=\frac{R_{0}^{2}}{R_{0}-\tanh R_{0}}=g\left(R_{0}\right) \tag{2.4}
\end{equation*}
$$

If $\tau / \beta<\mu^{*}$, then there are no steady state solutions, whereas if $\tau / \beta>\mu^{*}$, then there are two solutions, $u_{R_{0}^{+}}$and $u_{R_{0}^{-}}$, corresponding to $R_{0}=R_{0}^{+}$and $R_{0}=R_{0}^{-}$, where $R_{0}^{-}<R^{*}<R_{0}^{+}$. As $\tau / \beta$ increases from $\mu^{*}$ to $\infty, R_{0}^{-}$decreases from $R^{*}$ to 0 and $R_{0}^{+}$ increases from $R^{*}$ to $+\infty$.

For a given $s(t),(1.1)$ with the boundary condition (1.2) can be solved explicitly (see [4, Eqs. (8) and (9)]):

$$
\sigma(r, t)= \begin{cases}\tau\left(1-\frac{s(t)-\tanh s(t)}{r}\right) & \text { for } r \geqslant s(t)  \tag{2.5}\\ \tau \frac{1}{\cosh s(t)} \frac{\sinh r}{r} & \text { for } r<s(t)\end{cases}
$$

Substituting (2.5) into (1.3), we get an equation for $u$ involving the free boundary:

$$
\begin{equation*}
c u_{t}-\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}\right) u=\tau \frac{1}{\cosh s(t)} \frac{\sinh r}{r} \quad \text { if } r<s(t), t>0 \tag{2.6}
\end{equation*}
$$

Further,

$$
\begin{align*}
& u=0 \quad \text { on } r=s(t), t>0  \tag{2.7}\\
& s^{\prime}(t)=-u_{r}(s(t), t)-\beta \quad \text { if } t>0 \tag{2.8}
\end{align*}
$$

and

$$
\begin{equation*}
u=u_{0}(r) \quad \text { for } t=0 \tag{2.9}
\end{equation*}
$$

LEmmA 2.1. If a solution of (2.6)-(2.9) exists for the time interval $[0, T]$, then

$$
\begin{gather*}
\frac{4 \pi}{3} s^{3}(t)=\frac{4 \pi}{3} s^{3}(0)+c \int_{\{r<s(0)\}} u_{0}(r) d V-c \int_{\{r<s(t)\}} u(r, t) d V \\
+4 \pi \tau \int_{0}^{t}\left[\frac{1}{g(s(\xi))}-\frac{\beta}{\tau}\right] s^{2}(\xi) d \xi \tag{2.10}
\end{gather*}
$$

for $0<t \leqslant T$.
Proof. By integration of (2.6) we get

$$
\begin{aligned}
& c \int_{\{r<s(t)\}} u(r, t) d V-c \int_{\{r<s(0)\}} u_{0}(r) d V \\
& =c \int_{0}^{t} \int_{\{r<s(\xi)\}} u_{t}(r, \xi) d V d \xi \\
& =\int_{0}^{t} \int_{\{r=s(\xi)\}} \frac{\partial u}{\partial r} d S+\tau \int_{0}^{t} \int_{0}^{s(\xi)} \frac{1}{\cosh s(t)} \frac{\sinh r}{r} 4 \pi r^{2} d r d \xi \\
& =4 \pi \int_{0}^{t}\left\{s^{2}(\xi)\left[-s^{\prime}(\xi)-\beta\right]+\tau[s(\xi)-\tanh s(\xi)]\right\} d \xi \\
& =\frac{4 \pi}{3}\left[s^{3}(0)-s^{3}(t)\right]+4 \pi \int_{0}^{t}\left\{\tau[s(\xi)-\tanh s(\xi)]-\beta s^{2}(\xi)\right\} d \xi
\end{aligned}
$$

from which the lemma follows.
We shall henceforth assume that

$$
\begin{equation*}
0 \leqslant u_{0}(r) \leqslant C_{0}(s(0)-r) \quad \text { for } 0 \leqslant r<s(0) \tag{2.11}
\end{equation*}
$$

where $C_{0}$ is a positive constant.
THEOREM 2.2. If a solution $(u(r, t), s(t))$ of (2.6)-(2.9) exists for all $0<t<T$ $(T<\infty)$, then

$$
\begin{equation*}
s(t)<R \quad \text { for all } 0<t<T \tag{2.12}
\end{equation*}
$$

where $R$ is a constant independent of $T$.
Proof. We distinguish the following two cases.
Case (i): $\tau / \beta \leqslant \mu^{*}$. Since $u_{0}(r) \geqslant 0$, we have, by the maximum principle, $u(r, t)>0$ for $0 \leqslant r<s(t)$. From (2.10) and the definition of $\mu^{*}$ we obtain

$$
\begin{equation*}
\frac{4 \pi}{3} s^{3}(t) \leqslant \frac{4 \pi}{3} s^{3}(0)+c \int_{\{r<s(0)\}} u_{0}(r) d V-4 \pi \beta \int_{0}^{t}\left(1-\frac{1}{\mu^{*}} \frac{\tau}{\beta}\right) s^{2}(\xi) d \xi \tag{2.13}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
s(t) \leqslant\left(s^{3}(0)+3 c \int_{0}^{s(0)} u_{0}(r) r^{2} d r\right)^{1 / 3} \tag{2.14}
\end{equation*}
$$

Case (ii): $\tau / \beta>\mu^{*}$. In this case, the equation (2.3) has exactly two solutions $R_{0}^{-}$and $R_{0}^{+}$.

Setting

$$
\begin{equation*}
C_{1}=\max \left(R_{0}^{+}, s(0)\right) \tag{2.15}
\end{equation*}
$$

we can choose (using (2.11)) a constant $R$ such that

$$
\begin{equation*}
C_{1}^{3}+\frac{\tau}{2} c C_{1}^{3} R \leqslant R^{3}, \quad \text { and } 0 \leqslant u_{0}(r) \leqslant \frac{\tau}{2}(R-r), 0<r<s(0) \tag{2.16}
\end{equation*}
$$

We shall prove that (2.12) holds for this choice of $R$. Indeed, if this is not true, then there is a first $t^{*}>0$ such that $s\left(t^{*}\right)=R$. Since $s(t)<R$ for $0<t<t^{*}$, we have, by comparison (using the maximum principle),

$$
\begin{equation*}
0 \leqslant u(r, t) \leqslant \frac{\tau}{2}(R-r), \quad 0<r<s(t), 0<t \leqslant t^{*} \tag{2.17}
\end{equation*}
$$

Take $t_{1} \in\left[0, t^{*}\right)$ such that

$$
s\left(t_{1}\right)=C_{1}, \quad C_{1}<s(t)<R \quad \text { for } t_{1}<t<t^{*}
$$

Then $\left\{\frac{\tau}{\beta}[s(\xi)-\tanh s(\xi)]-s^{2}(\xi)\right\} \leqslant 0$ for $t_{1}<t<t^{*}$ and (2.10) yields

$$
\begin{aligned}
s^{3}(t) & <s^{3}\left(t_{1}\right)+3 c \int_{0}^{s\left(t_{1}\right)} u\left(r, t_{1}\right) r^{2} d r+3 \beta \int_{t_{1}}^{t}\left\{\frac{\tau}{\beta}[s(\xi)-\tanh s(\xi)]-s^{2}(\xi)\right\} d \xi \\
& \leqslant C_{1}^{3}+\frac{\tau}{2} c C_{1}^{3} R \leqslant R^{3} \quad \text { for } t_{1}<t \leqslant t^{*}
\end{aligned}
$$

Thus $s\left(t^{*}\right)<R$, which is a contradiction.

From the uniform boundedness of $s(t)$ we can infer (by comparison) the uniform boundedness of $u(r, t)$ :

$$
\begin{equation*}
0 \leqslant u(r, t) \leqslant C(R-r), \quad \text { where } R>\sup _{0 \leqslant t \leqslant T} s(t) \tag{2.18}
\end{equation*}
$$

The next lemma gives a sharper estimate on $u(r, t)$ for $r$ near $s(t)$, as well as a useful estimate for $s^{\prime}(t)$.

Lemma 2.3. Let $R, C_{1}$ be positive constant for which

$$
\begin{gather*}
R>\sup _{0 \leqslant t \leqslant T} s(t) \\
0 \leqslant u_{0}(r) \leqslant C_{1} \tanh (c \beta s(0))\left\{1-e^{-c \beta(s(0)-r)}\right\} \quad \text { for } 0 \leqslant r<s(0) \tag{2.19}
\end{gather*}
$$

Then there is a constant $K$ depending only on $C_{1}, R, \tau$, $c$, and $\beta$ such that

$$
\begin{equation*}
0 \leqslant u(r, t) \leqslant K \tanh (c \beta s(t))\left\{1-e^{-c \beta(s(t)-r)}\right\} \quad \text { for } 0<t \leqslant T \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
-\beta<s^{\prime}(t)<-\beta+c K \tanh (c \beta s(t)) \quad \text { for } 0<t \leqslant T \tag{2.21}
\end{equation*}
$$

Proof. By the maximum principle, $u(r, t)>0$ if $r<s(t)$ and $u_{r}(s(t), t)<0$; hence,

$$
\begin{equation*}
s^{\prime}(t)>-\beta \quad \text { for } t>0 \tag{2.22}
\end{equation*}
$$

Let

$$
w(r, t)=K \tanh (c \beta s(t))\left\{1-e^{-c \beta(s(t)-r)}\right\}
$$

where we choose $K$ large enough so that

$$
\begin{equation*}
w(r, 0) \geqslant u_{0}(r) \tag{2.23}
\end{equation*}
$$

Clearly,

$$
\begin{aligned}
& c w_{t}-\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}\right) w \\
& =K c \beta \tanh (c \beta s(t)) e^{-c \beta(s(t)-r)}\left\{c s^{\prime}(t)+c \beta+\frac{2}{r}+\frac{c\left[e^{c \beta(s(t)-r)}-1\right] s^{\prime}(t)}{\sinh (c \beta s(t)) \cosh (c \beta s(t))}\right\} \\
& \geqslant K c \beta \tanh (c \beta s(t)) e^{-c \beta(s(t)-r)}\left\{\frac{2}{r}-\frac{2 c \beta}{\cosh (c \beta s(t))}\right\} \\
& \geqslant(2-\sqrt{2}) K c \beta \tanh (c \beta s(t)) e^{-c \beta(s(t)-r)} \frac{1}{r}
\end{aligned}
$$

in deriving the above inequalities, we made use of (2.22) and of the inequalities:

$$
\begin{aligned}
& e^{\xi}-1 \leqslant 2 \sinh \xi \quad \text { for } \xi \geqslant 0 \\
& \cosh (\xi) \geqslant 1+\frac{\xi^{2}}{2} \geqslant \sqrt{2} \xi
\end{aligned}
$$

We claim that for a suitable choice of the constant $K$,

$$
\begin{equation*}
(2-\sqrt{2}) K c \beta \tanh (c \beta s(t)) e^{-c \beta(s(t)-r)} \frac{1}{r} \geqslant \tau \frac{1}{\cosh (s(t))} \frac{\sinh r}{r} \quad \text { for } 0<r<s(t) \tag{2.24}
\end{equation*}
$$

the proof of this inequality will be given later. If (2.24) holds, then by the maximum principle,

$$
\begin{equation*}
u(r, t) \leqslant w(r, t) \tag{2.25}
\end{equation*}
$$

(Note that $\left.w_{r}\right|_{r=0}<0,\left.u_{r}\right|_{r=0}=0$ so $w-u$ cannot take minimum at $r=0$.) It follows that

$$
\begin{equation*}
u_{r}(s(t), t) \geqslant w_{r}(s(t), t)=-K c \beta \tanh (c \beta s(t)) \tag{2.26}
\end{equation*}
$$

thus

$$
s^{\prime}(t) \leqslant-\beta+K c \beta \tanh (c \beta s(t))
$$

To finish the proof of the lemma, it remains to verify (2.24). Observe that (2.24) is equivalent to

$$
\begin{equation*}
(2-\sqrt{2}) K \tanh (c \beta s(t)) \geqslant \frac{\tau}{c \beta} \frac{e^{c \beta s(t)}}{\cosh s(t)} e^{-c \beta r} \sinh r \quad \text { for } 0<r<s(t) \tag{2.27}
\end{equation*}
$$

The function $e^{-c \beta r} \sinh r$ is monotonically increasing in the following cases:
Case (i). $c \beta \leqslant 1$;
Case (ii). $c \beta>1, r \leqslant s(t) \leqslant \frac{1}{2} \log \frac{c \beta+1}{c \beta-1}$ for all $0 \leqslant t \leqslant T$.
In these two cases, it suffices to prove (2.27) for $r=s(t)$ so that (2.27) holds if $K$ is such that

$$
\begin{equation*}
(2-\sqrt{2}) K \geqslant \frac{\tau}{c \beta} \sup _{0<\xi<\infty} \frac{\tanh (\xi)}{\tanh (c \beta \xi)} \equiv \frac{\tau}{c \beta} \max \left(1, \frac{1}{c \beta}\right) \tag{2.28}
\end{equation*}
$$

Finally, if $c \beta>1$ and $\max _{0 \leqslant t \leqslant T} s(t)>\frac{1}{2} \log \frac{c \beta+1}{c \beta-1}$, we rewrite (2.24) in the form
$(2-\sqrt{2}) K \tanh (c \beta s(t)) e^{-(c \beta-1)(s(t)-r)} \geqslant \frac{\tau}{c \beta} \frac{e^{s(t)}}{\cosh s(t)} e^{-r} \sinh r \quad$ for $0<r<s(t)$ (2.29)
and observe that the function $e^{-r} \sinh r$ is monotonically increasing. It therefore suffices to prove (2.29) just for $r=s(t)$ on the right-hand side. But, since $s(t)<R$, this is a consequence of

$$
\begin{equation*}
(2-\sqrt{2}) K e^{-(c \beta-1) R} \geqslant \frac{\tau}{c \beta} \sup _{0<\xi<\infty} \frac{\tanh (\xi)}{\tanh (c \beta \xi)} \equiv \frac{\tau}{c \beta} \tag{2.30}
\end{equation*}
$$

which holds if $K$ is chosen sufficiently large.
3. Existence and uniqueness. In this section we assume, in addition to (2.11), that

$$
\begin{equation*}
u_{0}^{\prime}(r) \text { is continuous if } 0 \leqslant r \leqslant s(0) \tag{3.1}
\end{equation*}
$$

Theorem 3.1. Let (2.11) and (3.1) hold. Then
(i) there exists a unique solution $(u(r, t), s(t))$ of (2.6)-(2.9) with $s^{\prime}(t)$ continuous for a time interval $0 \leqslant t<\delta_{0}$;
(ii) if a solution $(u(r, t), s(t))$ exists for $0 \leqslant t<T$ and $\liminf _{t \rightarrow T-0} s(t)>0$, then the solution can be continued to $0 \leqslant t \leqslant T+\delta$ for some $\delta>0$.

The proof, by a fixed point theorem for a contraction mapping, is similar to the corresponding proof for the Stefan problem [3, Chap. 8] and is therefore omitted.

Theorem 3.2. If

$$
\frac{\tau}{\beta}<\mu^{*}
$$

then there exists a finite $t^{*}$ such that the solution exists for $0 \leqslant t<t^{*}$ and $s(t) \rightarrow 0$ for $t \rightarrow t^{*}$; i.e., the cell shrinks to zero at time $t^{*}$.

Proof. From (2.13) we get

$$
s^{3}(t)+\delta \int_{0}^{t} s^{2}(\xi) d \xi \leqslant \widetilde{C}_{1}
$$

for some positive constants $\widetilde{C}_{1}$ and $\delta$.
By Theorem 3.1, the solution can be continued as long as $s(t)$ remains uniformly positive. If the assertion of the theorem is not true, then the solution exists (and $s(t)$ is positive) for all $0<t<\infty$. Let $K$ be as in Lemma 2.3 and take $s_{0}$ such that $K \tanh \left(\beta s_{0}\right)<\beta / 2$. Since $\int_{0}^{t} s^{2}(\xi) d \xi$ is uniformly bounded, there exists a $\tilde{t}>0$ such that $s(\widetilde{t})<s_{0}$. By Lemma 2.3 and a continuation argument, we then have $s^{\prime}(t) \leqslant-\beta / 2$ for all $t>\widetilde{t}$. This is a contradiction to the assumption that $s(t)>0$ for all $t>0$.

In view of Theorems 2.2 and 3.1, a solution $(u(r, t), s(t))$ exists for all $0 \leqslant t<\infty$ if and only if, for any $T>0$, there is $s>0$ such that

$$
\inf _{0 \leqslant t<T} s(t) \geqslant s>0
$$

Furthermore, by Lemma 2.3, the constant $s$ can be chosen to be independent of $T$ if a global solution exists.

Next we establish a lower bound for $s(t)$ in the case $\tau / \beta>\mu^{*}$.
Let $C_{1}, C_{2}$ and $D_{1}, D_{2}$ be positive constants such that

$$
\begin{align*}
& C_{1} \geqslant R_{0}^{+}, \quad C_{1}^{3}+\frac{\tau}{2} c C_{1}^{3} C_{2}=C_{2}^{3}  \tag{3.2}\\
& D_{2} \geqslant R_{0}^{-}, \quad D_{1}=D_{2}\left(\frac{\tau}{2} c C_{2}+1\right)^{1 / 3} \tag{3.3}
\end{align*}
$$

Theorem 3.3. Assume that

$$
\begin{equation*}
D_{1}<R_{0}^{+} \tag{3.4}
\end{equation*}
$$

If $s(0), u_{0}(r)$ satisfy

$$
\begin{align*}
& D_{1} \leqslant s(0) \leqslant C_{1}  \tag{3.5}\\
& 0 \leqslant u_{0}(r) \leqslant \frac{\tau}{2}\left(C_{2}-r\right) \quad \text { for } 0<r<s(0) \tag{3.6}
\end{align*}
$$

then there exists a global solution $(u(r, t), s(t))$ of (2.6)-(2.9) with

$$
\begin{equation*}
s(t)>D_{2} \quad \text { for all } t>0 \tag{3.7}
\end{equation*}
$$

Proof. In view of (3.2), we can apply Case (ii) of Theorem 2.2 to conclude that $s(t) \leqslant C_{2}$ and then, by the maximum principle,

$$
\begin{equation*}
0 \leqslant u(r, t) \leqslant \frac{\tau}{2}\left(C_{2}-r\right) \tag{3.8}
\end{equation*}
$$

It follows that if

$$
\begin{aligned}
& R_{0}^{-}<s(t)<R_{0}^{+} \quad \text { for } t_{1}<t<t_{2} \\
& s\left(t_{1}\right)=\min \left[s(0), R_{0}^{+}\right], \quad s\left(t_{2}\right)=D_{2}
\end{aligned}
$$

then

$$
\begin{equation*}
3 \int_{0}^{s\left(t_{2}\right)} u\left(r, t_{2}\right) r^{2} d r-3 \int_{0}^{s\left(t_{1}\right)} u\left(r, t_{1}\right) r^{2} d r \leqslant \frac{\tau}{2} C_{2} D_{2}^{3}=\frac{1}{c}\left(D_{1}^{3}-D_{2}^{3}\right) \tag{3.9}
\end{equation*}
$$

where the inequality follows from (3.8).
To prove the theorem it suffices to show that (3.7) holds as long as the solution exists. If this is not true then there is a smallest $t=t_{2}$ such that $s\left(t_{2}\right)=D_{2}$. By (3.4), (3.5) there exists a $t_{1}$ such that $t_{1}<t_{2}, s\left(t_{1}\right)=\min \left[s(0), R_{0}^{+}\right]$and $s\left(t_{2}\right)<s(t)<s\left(t_{1}\right)$ for $t_{1}<t<t_{2}$. As in Case (ii) of Theorem 2.2,

$$
s^{3}\left(t_{1}\right)-D_{2}^{3}<3 c \int_{0}^{D_{2}} u\left(r, t_{2}\right) r^{2} d r-3 c \int_{0}^{s\left(t_{1}\right)} u\left(r, t_{1}\right) r^{2} d r
$$

and since $D_{1}^{3} \leqslant \min \left[s^{3}(0),\left(R_{0}^{+}\right)^{3}\right]$, this is a contradiction to (3.9).
Remark 3.1. If $c$ is suitably small, then (3.4) is satisfied. In this case we have, by (3.7), (3.8),

$$
D_{2}<s(t)<C_{2} \quad \text { for all } t>0
$$

In particular, if

$$
\begin{equation*}
R_{0}^{-}+2 \delta<s(0)<C_{1} \quad(\delta>0) \tag{3.10}
\end{equation*}
$$

and $c$ is sufficiently small, depending on $\delta$ and $C_{1}$, then

$$
\begin{equation*}
R_{0}^{-}+\delta<s(t)<C_{1}+\delta \quad \text { for all } t>0 \tag{3.11}
\end{equation*}
$$

4. $\boldsymbol{R}_{\mathbf{0}}^{-}$is unstable. From Lemma 2.3 we infer that if $s(0)$ is very small, then $s^{\prime}(t)$ remains uniformly negative as long as the solution exists. In this section we shall prove, under more general assumptions on $s(0)$, that $s(t)$ is monotone decreasing, and in particular, we shall deduce that the stationary solution corresponding to $R_{0}^{-}$is unstable.

Theorem 4.1. Suppose that

$$
\begin{align*}
& u_{r}(r, 0) \geqslant-\frac{\tau}{\cosh s(0)} \frac{r \cosh r-\sinh r}{r^{2}}-\frac{\tau}{s(0)}\left[\frac{\beta}{\tau}-\frac{1}{g(s(0))}\right] r  \tag{4.1}\\
& u_{r}(s(0), 0)>-\beta \tag{4.2}
\end{align*}
$$

and

$$
\begin{equation*}
s(0) \leqslant R_{0}^{-} \tag{4.3}
\end{equation*}
$$

Then $s^{\prime}(t)<0$ as long as $s(t)$ remains positive, and $s(t)$ shrinks to zero in finite time.

Proof. From (4.2) we deduce that $s^{\prime}(0)<0$ and, by continuity, $s^{\prime}(t)<0$ for small $t>0$. If $s^{\prime}(t)$ does not remain negative while $s(t)$ is positive, then there exists a first $t^{*}$ such that $s\left(t^{*}\right)>0, s^{\prime}\left(t^{*}\right)=0$. Since $s^{\prime}(t)<0$ for $0 \leqslant t<t^{*}$, we have

$$
\begin{aligned}
& u_{r}(s(t), t)>-\beta \quad \text { for } 0 \leqslant t<t^{*} \\
& 0<s(t)<s(0) \leqslant R_{0}^{-} \quad \text { for } 0 \leqslant t<t^{*}
\end{aligned}
$$

We introduce the auxiliary function

$$
w=u_{r}(r, t)+\frac{\tau}{\cosh s(t)} \frac{r \cosh r-\sinh r}{r^{2}}+\frac{\tau}{s(t)}\left[\frac{\beta}{\tau}-\frac{1}{g(s(t))}\right] r
$$

where $g(r)$ is defined in (2.1).
Since $g^{\prime}(r)<0$ for $0<r \leqslant R_{0}^{-}, g\left(R_{0}^{-}\right)=\tau / \beta$, and $0<s(t) \leqslant R_{0}^{-}$, we have

$$
\begin{equation*}
\left[\frac{\beta}{\tau}-\frac{1}{g(s(t))}\right]>0 \quad \text { for } 0<t<t^{*} \tag{4.4}
\end{equation*}
$$

Using the relation $(r \cosh r-\sinh r) / r^{2}=(\partial / \partial r)(\sinh r / r)$, we easily deduce that

$$
\begin{aligned}
-\Delta & \left(\frac{r \cosh r-\sinh r}{r^{2}}\right)+\frac{2}{r^{2}}\left(\frac{r \cosh r-\sinh r}{r^{2}}\right) \\
& =-\frac{\partial}{\partial r} \Delta \frac{\sinh r}{r}=-\frac{\partial}{\partial r} \frac{\sinh r}{r}=-\frac{r \cosh r-\sinh r}{r^{2}}
\end{aligned}
$$

Combining this relation with (4.4) and the inequality $s^{\prime}(t)<0$, we find that

$$
c w_{t}-w_{r r}-\frac{2}{r} w_{r}+\frac{2}{r^{2}} w>0 \quad \text { for } 0<t<t^{*}
$$

Clearly, $w(s(t), t)>0$ for $0<t<t^{*}$, and by (4.1), $w(r, 0) \geqslant 0$. It follows, by the maximum principle, that $w(r, t)>0$ for $0<t<t^{*}$. Since $s^{\prime}\left(t^{*}\right)=0$, we have also (from the definition of $w$ and $g$ ) that $w\left(s\left(t^{*}\right), t^{*}\right)=0$ and, therefore, by the maximum principle,

$$
w_{r}\left(s\left(t^{*}\right), t^{*}\right)<0
$$

That is,

$$
u_{r r}\left(s\left(t^{*}\right), t^{*}\right)<-\frac{\tau}{s\left(t^{*}\right)}\left[\frac{\beta}{\tau}-\frac{3}{s\left(t^{*}\right)}+\frac{3 \tanh s\left(t^{*}\right)}{s^{2}\left(t^{*}\right)}+\tanh s\left(t^{*}\right)\right]
$$

On the other hand, from $s^{\prime}\left(t^{*}\right)=0$ we deduce that $u_{t}\left(s\left(t^{*}\right), t^{*}\right)=0$ so that

$$
\begin{aligned}
0=c u_{t}\left(s\left(t^{*}\right), t^{*}\right) & =u_{r r}\left(s\left(t^{*}\right), t^{*}\right)+\frac{2}{s\left(t^{*}\right)} u_{r}\left(s\left(t^{*}\right), t^{*}\right)+\frac{\tau}{\cosh s\left(t^{*}\right)} \frac{\sinh s\left(t^{*}\right)}{s\left(t^{*}\right)} \\
& <-\frac{\tau}{s\left(t^{*}\right)}\left[\frac{3 \beta}{\tau}-\frac{3}{s\left(t^{*}\right)}+\frac{3 \tanh s\left(t^{*}\right)}{s^{2}\left(t^{*}\right)}\right] \\
& =-\frac{3 \tau}{s\left(t^{*}\right)}\left[\frac{\beta}{\tau}-\frac{1}{g\left(s\left(t^{*}\right)\right)}\right] \leqslant 0 \quad \text { by }(4.4),
\end{aligned}
$$

which is a contradiction. Having now proved that $s^{\prime}(t)<0$ as long as $s(t)$ remains positive, we next show that $s(t)$ converges to zero in finite time. Indeed, otherwise the limit $s_{0}=\lim _{t \rightarrow \infty} s(t)$ lies in the interval $\left(0, R_{0}^{-}\right)$. By a standard theorem on parabolic equations [3, Chap. 6], $(u(r, t), s(t))$ converges to a stationary solution, and consequently, $s_{0}$ must coincide with either $R_{0}^{-}$or $R_{0}^{+}$, which is a contradiction.

If, in Theorem 4.1, we take $s(0)=R_{0}^{-}$, then we get the following.
Corollary 4.2. Suppose

$$
\begin{align*}
& u_{r}(r, 0) \geqslant-\frac{\tau}{\cosh R_{0}^{-}} \frac{r \cosh r-\sinh r}{r^{2}} \quad \text { for } 0<r<R_{0}^{-},  \tag{4.5}\\
& s(0)=R_{0}^{-}, \quad u_{r}\left(R_{0}^{-}, 0\right)>-\beta . \tag{4.6}
\end{align*}
$$

Then $s^{\prime}(t)<0$ as long as $s(t)$ remains positive, and $s(t)$ shrinks to zero in finite time.

Since there are arbitrarily small perturbations of the stationary solution

$$
\frac{\tau}{\cosh R_{0}^{-}}\left(\frac{\sinh R_{0}^{-}}{R_{0}^{-}}-\frac{\sinh r}{r}\right)
$$

which satisfies (4.5), (4.6), we conclude the following.
Corollary 4.3. The stationary solution (4.5) is unstable.
One can even choose small perturbations of the stationary solution with $s(0)>$ $R_{0}^{-}$(but $s(0)-R_{0}^{-}$small) for which $s(t)$ shrinks to zero in finite time.

The method of proof of Theorem 4.1 can be extended to establish monotonic decrease of $s(t)$ under different assumptions on the data. We give one example.

Theorem 4.4. Suppose

$$
\begin{align*}
& u_{r}(r, 0) \geqslant-\beta \frac{r}{s(0)}, \quad u_{r}(s(0), 0)>-\beta  \tag{4.7}\\
& \tau \leqslant \frac{3 \beta}{\tanh s(0)} \tag{4.8}
\end{align*}
$$

Then $s^{\prime}(t)<0$ as long as $s(t)$ remains positive.
The proof is essentially the same as the proof of Theorem 4.1, with $w$ replaced by $u_{r}(r, t)+\beta r / s(t)$.

We note that Theorem 4.4 is not contained in Theorem 4.1 since, in general, $-\beta r / s(0)$ is not larger than the right-hand side of (4.1).
5. $\boldsymbol{R}_{0}^{+}$is stable. In this section we prove that the stationary solution corresponding to $R_{0}^{+}$is stable provided the coefficient $c$ is sufficiently small. As noted in the introduction, in actual biological cells of interest, $c$ may indeed be very small. In the case $c=0$, the solution $(\varphi(r, t), R(t))$ of (2.6)-(2.9) can be computed explicitly [4]:

$$
\varphi(r, t)=\frac{\tau}{\cosh R(t)}\left(\frac{\sinh R(t)}{R(t)}-\frac{\sinh r}{r}\right) \quad \text { for } r<R(t)
$$

where the free boundary $R(t)$ satisfies

$$
\begin{equation*}
\frac{d R}{d t}=\tau \frac{R-\tanh R}{R^{2}}-\beta=\tau\left[\frac{1}{g(R)}-\frac{\beta}{\tau}\right] \equiv \tau\left(h(R)-\frac{\beta}{\tau}\right) \tag{5.1}
\end{equation*}
$$

Note that

$$
\begin{array}{lll}
h(R)>\frac{\beta}{\tau} & \text { and } \quad \dot{R}>0 & \text { for } R_{0}^{-}<R<R_{0}^{+} \\
h(R)<\frac{\beta}{\tau} & \text { and } \quad \dot{R}<0 & \text { for } R>R_{0}^{+}
\end{array}
$$

and $h^{\prime}\left(R_{0}^{+}\right)<0$. Hence, by standard ODE analysis it follows that if $R(0)>R_{0}^{-}$, then

$$
\begin{equation*}
\left|R(t)-R_{0}^{+}\right| \leqslant C e^{-\alpha t} \quad \text { for all } t>0 \tag{5.2}
\end{equation*}
$$

where $C, \alpha$ are positive constants.
In this section we want to extend this result to the case where $c$ is positive and small.

ThEOREM 5.1. Let $s(0)>R_{0}^{-}$. If $c$ is sufficiently small, then the solution $(u(r, t), s(t))$ of (2.6)-(2.9) exists for all $t>0$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} s(t)=R_{0}^{+} \tag{5.3}
\end{equation*}
$$

and the convergence is exponentially fast.
This establishes a global asymptotic stability of the stationary solution corresponding to $R_{0}^{+}$.

From Remark 3.1 we already know that the solution exists for all $t>0$ and that (3.11) holds; i.e.,

$$
\begin{equation*}
R_{0}^{-}<\underline{S} \leqslant s(t) \leqslant \bar{S}<\infty \quad \text { for all } t>0 \tag{5.4}
\end{equation*}
$$

Lemma 5.2. Define

$$
\underline{R}=\liminf _{t \rightarrow \infty} s(t), \quad \bar{R}=\limsup _{t \rightarrow \infty} s(t) .
$$

If $c$ is sufficiently small, then $\bar{R}=\underline{R}=R_{0}^{+}$.
Proof. By (5.4)

$$
R_{0}^{-}<\underline{R} \leqslant \bar{R} \leqslant \bar{S}
$$

We claim that

$$
\begin{equation*}
R_{0}^{-}<\underline{R} \leqslant R_{0}^{+} \leqslant \bar{R} \leqslant \bar{S} \tag{5.5}
\end{equation*}
$$

In fact, if $\underline{R}>R_{0}^{+}$, then $g(s(\xi))>\tau / \beta+\varepsilon$ for some small $\varepsilon>0$ and all sufficiently large $\xi$. Therefore,

$$
\int_{0}^{\infty}\left[\frac{1}{g(s(\xi))}-\frac{\beta}{\tau}\right] s^{2}(\xi) d \xi=-\infty
$$

which is a contradiction to Lemma 2.1. This proves that $\underline{R} \leqslant R_{0}^{+}$. Similarly, $R_{0}^{+} \leqslant \bar{R}$.
Next, we claim that

$$
\begin{align*}
& \liminf _{t \rightarrow \infty} u(r, t) \geqslant \frac{\tau}{\cosh \bar{R}}\left(\frac{\sinh \underline{R}}{\underline{R}}-\frac{\sinh r}{r}\right) \quad \text { uniformly for } r<s(t)  \tag{5.6}\\
& \limsup _{t \rightarrow \infty} u(r, t) \leqslant \frac{\tau}{\cosh \underline{R}}\left(\frac{\sinh \bar{R}}{\bar{R}}-\frac{\sinh r}{r}\right) \quad \text { uniformly for } r<s(t) \tag{5.7}
\end{align*}
$$

To prove (5.6), let $\varphi(r, t)$ be the solution of the following problem:

$$
\begin{aligned}
& c \varphi_{t}-\Delta \varphi=\frac{\tau}{\cosh (\bar{R}+\varepsilon)} \frac{\sinh r}{r} \quad \text { for } r<\underline{R}-\varepsilon, t>T, \\
& \varphi(\underline{R}-\varepsilon, t)=0 \quad \text { for } t>T \\
& \varphi(r, T)=0 \quad \text { for } r<\underline{R}-\varepsilon,
\end{aligned}
$$

where $\varepsilon>0$ is small. If we take $T=T(\varepsilon)$ to be large enough, then

$$
\underline{R}-\varepsilon \leqslant s(t) \leqslant \bar{R}+\varepsilon \quad \text { for } t>T
$$

and, by maximum principle, $u(r, t) \geqslant \varphi(r, t)$ for $t>T$. Hence

$$
\liminf _{t \rightarrow \infty} u(r, t) \geqslant \lim _{t \rightarrow \infty} \varphi(r, t)=\frac{\tau}{\cosh (\bar{R}+\varepsilon)}\left(\frac{\sinh (\underline{R}-\varepsilon)}{\underline{R}-\varepsilon}-\frac{\sinh r}{r}\right) .
$$

Letting $\varepsilon \rightarrow 0+$, we obtain the inequality (5.6). The inequality (5.7) can be established in a similar way.

Next, we estimate $\bar{R}-R_{0}^{+}$in case $\bar{R}>R_{0}^{+}$. Choose a sequence $t_{j} \rightarrow \infty$ such that $s\left(t_{j}\right) \rightarrow \bar{R}$ and take $\widetilde{t}_{j}<t_{j}$ such that

$$
R_{0}^{+}+\frac{1}{j}=s\left(\widetilde{t}_{j}\right)<s(t) \quad \text { for } \tilde{t}_{j}<t<t_{j}
$$

since $\liminf \inf _{t \rightarrow \infty} s(t) \leqslant R_{0}^{+}<\bar{R}$, such a choice of $\tilde{t}_{j}$ is possible. Then $g(s(\xi))>\tau / \beta$ for $\widetilde{t}_{j}<\xi<t_{j}$ and Lemma 2.1 implies that

$$
s^{3}\left(t_{j}\right)-s^{3}\left(\widetilde{t}_{j}\right) \leqslant 3 c \int_{0}^{s\left(\widetilde{t}_{j}\right)} u\left(r, \tilde{t}_{j}\right) r^{2} d r-3 c \int_{0}^{s\left(t_{j}\right)} u\left(r, t_{j}\right) r^{2} d r
$$

Using (5.6), (5.7) in the last inequality, and letting $j \rightarrow \infty$, we obtain

$$
\begin{aligned}
\bar{R}^{3}-\left(R_{0}^{+}\right)^{3} \leqslant & 3 c
\end{aligned} \int_{0}^{R_{0}^{+}} \frac{\tau}{\cosh \underline{R}}\left(\frac{\sinh \bar{R}}{\bar{R}}-\frac{\sinh r}{r}\right) r^{2} d r ~\left(\frac{\tau}{\underline{R}} \frac{\tau}{\cosh \bar{R}}\left(\frac{\sinh \underline{R}}{\underline{R}}-\frac{\sinh r}{r}\right) r^{2} d r .\right.
$$

Since the last integrand is $\leqslant 0$, we obtain

$$
\begin{align*}
\bar{R}^{3}-\left(R_{0}^{+}\right)^{3} & \leqslant c \tau\left(\frac{1}{\cosh \underline{R}} \frac{\sinh \bar{R}}{\bar{R}}-\frac{1}{\cosh \bar{R}} \frac{\sinh \underline{R}}{\underline{R}}\right)\left(R_{0}^{+}\right)^{3}  \tag{5.8}\\
& =\frac{c \tau}{\cosh \underline{R} \cosh \bar{R}}[k(\bar{R})-k(\underline{R})]\left(R_{0}^{+}\right)^{3},
\end{align*}
$$

where $k(r)=\sinh r \cosh r / r$; note that $k^{\prime}(r)>0$. Similarly, we have (with $s\left(\tau_{j}\right) \rightarrow$ $\underline{R}, s\left(\widetilde{\tau}_{j}\right)=R_{0}^{+}-1 / j, s(t)<R_{0}^{+}-1 / j$ if $\left.\widetilde{\tau}_{j}<t<\tau_{j}\right)$

$$
\begin{equation*}
\underline{R}^{3}-\left(R_{0}^{+}\right)^{3} \geqslant-\frac{c \tau}{\cosh \underline{R} \cosh \bar{R}}[k(\bar{R})-k(\underline{R})]\left(R_{0}^{+}\right)^{3}, \tag{5.9}
\end{equation*}
$$

provided $\underline{R}<R_{0}^{+}$. Notice that if $\bar{R}=R_{0}^{+}\left(\right.$or $\left.\underline{R}=R_{0}^{+}\right)$then (5.8) (or (5.9)) is trivially satisfied. Combining (5.8) with (5.9) we get

$$
\begin{equation*}
\bar{R}-\underline{R} \leqslant \frac{c \tau}{A}(\bar{R}-\underline{R}), \tag{5.10}
\end{equation*}
$$

where

$$
A=\frac{\left(\bar{R}^{2}+\bar{R} \underline{R}+\underline{R}^{2}\right) \cosh \underline{R} \cosh \bar{R}}{2\left(R_{0}^{+}\right)^{3} k^{\prime}(\bar{R})} \geqslant A_{0}
$$

and $A_{0}$ is a positive constant depending only on $\underline{S}, \bar{S}$, and $R_{0}^{+}$. If $c \tau / A_{0}<1$, then $\bar{R}-\underline{R}=0$ and the lemma is proved.

Having proved (5.2), we shall next prove local stability of $R_{0}^{+}$with exponential convergence of $s(t)$. Introduce the functions

$$
\begin{equation*}
\varphi(r, t)=\frac{\tau}{\cosh s(t)}\left(\frac{\sinh s(t)}{s(t)}-\frac{\sinh r}{r}\right) \tag{5.11}
\end{equation*}
$$

and $v=u-\varphi$. A direct computation shows that

$$
\begin{align*}
& c v_{t}-\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}\right) v=-c \varphi_{t} \quad \text { for } 0 \leqslant r<s(t)  \tag{5.12}\\
& v(s(t), t)=0  \tag{5.13}\\
& s^{\prime}(t)=-v_{r}(s(t), t)-\beta+\tau \frac{s(t)-\tanh s(t)}{s^{2}(t)} \tag{5.14}
\end{align*}
$$

Lemma 5.3. Suppose that $c \tau<3 / 2$. Then there exists an $\varepsilon>0$ such that if

$$
\left|s(0)-R_{0}^{+}\right|<\varepsilon^{2}, \quad\left|s^{\prime}(0)\right|<\varepsilon
$$

and

$$
\left|u_{0}(r)-\frac{\tau}{\cosh s(0)}\left(\frac{\sinh s(0)}{s(0)}-\frac{\sinh r}{r}\right)\right|<\frac{\tau}{7} \varepsilon\left(s(0)-\frac{r^{2}}{s(0)}\right)
$$

then a global solution $(u(r, t), s(t))$ exists and $s(t)$ converges to the steady state (corresponding to $R_{0}^{+}$) exponentially fast.

The proof requires the fact that $g^{\prime}\left(R_{0}^{+}\right)>0(g$ is defined in (2.1)) and, thus, does not apply to $R_{0}^{-}\left(\right.$since $\left.g^{\prime}\left(R_{0}^{-}\right)<0\right)$.

Proof. Clearly,

$$
\begin{aligned}
\left|\varphi_{t}\right| & =\tau\left|s^{\prime}(t)\right|\left|\frac{s(t)-\tanh s(t)}{s^{2}(t)}-\frac{\sinh s(t)}{\cosh ^{2} s(t)}\left(\frac{\sinh s(t)}{s(t)}-\frac{\sinh r}{r}\right)\right| \\
& \leqslant \tau\left|s^{\prime}(t)\right| \max \left[\frac{s(t)-\tanh s(t)}{s^{2}(t)}, \frac{\sinh s(t)}{\cosh ^{2} s(t)}\left(\frac{\sinh s(t)}{s(t)}-\frac{\sinh r}{r}\right)\right] \\
& \leqslant \tau\left|s^{\prime}(t)\right| \max \left[\frac{s(t)-\tanh s(t)}{s^{2}(t)}, \frac{\sinh ^{2} s(t)}{s(t) \cosh ^{2} s(t)}\right] \\
& \leqslant \tau\left|s^{\prime}(t)\right| \frac{1}{s(t)} .
\end{aligned}
$$

We claim that

$$
\begin{equation*}
\left|s^{\prime}(t)\right|<\varepsilon e^{-\varepsilon t} \quad \text { for } 0<t<\infty \tag{5.16}
\end{equation*}
$$

By assumption, (5.16) is satisfied for $t=0$. If the assertion (5.16) is not true, then there is a first $t^{*}$ such that $\left|s^{\prime}\left(t^{*}\right)\right|=\varepsilon e^{-\varepsilon t^{*}}$. Introduce the function

$$
w(r, t)=\frac{c \tau \varepsilon}{6-C^{*} \varepsilon} e^{-\varepsilon t}\left(s(t)-\frac{r^{2}}{s(t)}\right) \quad \text { for } 0 \leqslant t \leqslant t^{*}
$$

where $C^{*}>s^{2}(t)+2 c$ for all $0<t<\infty$. Then

$$
\begin{aligned}
c w_{t}-\Delta w & =\frac{c \tau \varepsilon}{6-C^{*} \varepsilon} \frac{1}{s(t)}\left[6+c\left(1+\frac{r^{2}}{s^{2}(t)}\right) s^{\prime}(t)-\varepsilon\left(s^{2}(t)-r^{2}\right)\right] e^{-\varepsilon t} \\
& \geqslant \frac{c \tau \varepsilon}{6-C^{*} \varepsilon} \frac{1}{s(t)}\left(6-C^{*} \varepsilon\right) e^{-\varepsilon t} \\
& \geqslant \frac{c \tau \varepsilon}{s(t)} e^{-\varepsilon t}
\end{aligned}
$$

and, by assumption, $w(r, 0)>|v(r, 0)|$. Recalling (5.15) and (5.12), (5.13), we can use the maximum principle to compare $\pm v$ with $w$ and conclude that

$$
|v(r, t)| \leqslant w(r, t)
$$

Since $v(s(t), t)=w(s(t), t)$, we have also

$$
\left|v_{r}(s(t), t)\right| \leqslant \frac{2 c \tau \varepsilon}{6-C^{*} \varepsilon} e^{-\varepsilon t}
$$

Thus

$$
\begin{equation*}
\left|s^{\prime}(t)+\beta-\tau \frac{s(t)-\tanh s(t)}{s^{2}(t)}\right| \leqslant \frac{2 c \tau \varepsilon}{6-C^{*} \varepsilon} e^{-\varepsilon t} \tag{5.17}
\end{equation*}
$$

Let

$$
h(r)=\frac{1}{g(r)}, \quad f(t)=\tau \frac{h\left(R_{0}^{+}\right)-h(s(t))}{s(t)-R_{0}^{+}}
$$

where $g(r)$ is defined by (2.1). Then we can rewrite (5.17) in the form

$$
\begin{equation*}
\left|\left(s(t)-R_{0}^{+}\right)^{\prime}+f(t)\left(s(t)-R_{0}^{+}\right)\right| \leqslant \frac{2 c \tau \varepsilon}{6-C^{*} \varepsilon} e^{-\varepsilon t} \tag{5.18}
\end{equation*}
$$

It follows that
$\left|s(t)-R_{0}^{+}\right| \leqslant\left|s(0)-R_{0}^{+}\right| \exp \left(-\int_{0}^{t} f(\xi) d \xi\right)+\frac{2 c \tau \varepsilon}{6-C^{*} \varepsilon} \int_{0}^{t} \exp \left(-\varepsilon \eta-\int_{\eta}^{t} f(\xi) d \xi\right) d \eta$.
Notice that for $s(t)$ near $R_{0}^{+},\left(h\left(R_{0}^{+}\right)-h(s(t))\right) /\left(s(t)-R_{0}^{+}\right) \sim-h^{\prime}\left(R_{0}^{+}\right) \equiv \delta>0$. Thus, for $s(t)$ near $R_{0}^{+}, \tau\left(\delta+C^{*} \varepsilon\right) \geqslant f(t) \geqslant \tau\left(\delta-C^{*} \varepsilon\right)$. Consequently,

$$
\begin{equation*}
\left|s(t)-R_{0}^{+}\right| \leqslant \frac{\varepsilon^{2}}{\tau\left(\delta-C^{*} \varepsilon\right)} e^{-\tau\left(\delta-C^{*} \varepsilon\right) t}+\frac{2 c \tau \varepsilon}{6-C^{*} \varepsilon} \frac{1}{\tau\left(\delta-C^{*} \varepsilon\right)-\varepsilon} e^{-\varepsilon t} \tag{5.19}
\end{equation*}
$$

Using this in (5.18) we obtain

$$
\begin{aligned}
&\left|s^{\prime}(t)\right| \leqslant \frac{2 c \tau \varepsilon}{6-C^{*} \varepsilon} e^{-\varepsilon t}+|f(t)|\left|s(t)-R_{0}^{+}\right| \\
& \leqslant \frac{2 c \tau \varepsilon}{6-C^{*} \varepsilon} e^{-\varepsilon t} \\
& \quad+\tau\left(\delta+C^{*} \varepsilon\right)\left(\frac{\varepsilon^{2}}{\tau\left(\delta-C^{*} \varepsilon\right)} e^{-\tau\left(\delta-C^{*} \varepsilon\right) t}+\frac{2 c \tau \varepsilon}{6-C^{*} \varepsilon} \frac{1}{\tau\left(\delta-C^{*} \varepsilon\right)-\varepsilon} e^{-\varepsilon t}\right) \\
&<\varepsilon e^{-\varepsilon t} \quad \text { for } 0<t \leqslant t^{*},
\end{aligned}
$$

provided

$$
\frac{2 c \tau}{6-C^{*} \varepsilon}+\left[\frac{\tau\left(\delta+C^{*} \varepsilon\right) \varepsilon}{\tau\left(\delta-C^{*} \varepsilon\right)}+\frac{2 c \tau}{6-C^{*} \varepsilon} \frac{\tau\left(\delta+C^{*} \varepsilon\right)}{\tau\left(\delta-C^{*} \varepsilon\right)-\varepsilon}\right]<1
$$

which is satisfied if $c \tau<3 / 2$ and $\varepsilon$ is sufficiently small, and this is a contradiction to the assumption that $\left|s^{\prime}\left(t^{*}\right)\right|$ is equal to $e^{-\varepsilon t^{*}}$. Finally, from (5.19), we deduce that $s(t)$ converges to $R_{0}^{+}$exponentially fast.

Proof of Theorem 5.1. From Lemma 5.2 and (5.6), (5.7), we see that the assumptions of Lemma 5.3 are satisfied at some sufficiently large time $t=T$. It follows that

$$
\begin{aligned}
& \left|s(t)-R_{0}^{+}\right| \leqslant C e^{-\alpha t} \\
& \left|s^{\prime}(t)\right| \leqslant C e^{-\alpha t}
\end{aligned}
$$

for all large enough $t$, where $C, \alpha$ are positive constants, and this completes the proof of Theorem 5.1.

Remark 5.1. The above proof shows that if (3.6) and (3.10) hold, then the assertion of Theorem 5.1 holds for any $0<c<c^{*}$, where $c^{*}$ depends only on $\delta, C_{1}$, and $C_{2}$ in addition to $\tau$ and $\beta$.
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# AN ANALYTICAL PROOF OF THE LINEAR STABILITY <br> OF THE VISCOUS SHOCK PROFILE OF THE BURGERS EQUATION WITH FOURTH-ORDER VISCOSITY* 
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Abstract. In this paper we establish the exponential decay of solutions of the equation

$$
u_{t}+\varphi(x) u_{x}=-\partial_{x}^{4} u
$$

in an exponentially weighted norm. Here $\varphi(x)$ is the viscous shock profile corresponding to the Burgers equation with fourth-order viscosity:

$$
u_{t}+u u_{x}=-\partial_{x}^{4} u
$$

Because of the fact that the profile is not monotone, showing the stability is nontrivial. We extend the techniques of Koppel and Howard (Adv. Math. 18 (1975), pp. 306-358), techniques that they employ to prove the existence of the viscous shock profile, and we use the techniques to prove the stability of the viscous shock profile. We have previously shown that the viscous shock profile is a stable solution in an exponentially weighted norm by making use of numerical results. The main advantage of our current method is that it is analytical. One sees more clearly what properties of the viscous shock profile cause it to be a stable solution of the PDE.
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1. Introduction. In this paper we establish the exponential decay of solutions of the equation

$$
\begin{equation*}
u_{t}+\varphi(x) u_{x}=-\partial_{x}^{4} u \tag{1.1}
\end{equation*}
$$

in an exponentially weighted norm. Here $\varphi(x)$ is the stationary (i.e., time-independent) viscous shock profile corresponding to the Burgers equation with fourth-order viscosity,

$$
\begin{equation*}
u_{t}+(f(u))_{x}=-\partial_{x}^{4} u, \quad f(u)=u^{2} / 2, \tag{1.2}
\end{equation*}
$$

that satisfies the condition $\varphi(x) \rightarrow \mp 1$ as $x \rightarrow \pm \infty$.
Equation (1.2) occurs in many contexts. Sivashinsky [10] has shown that (1.2) can be used to model burning on a Bunsen burner. Additionally, the modified equations that correspond to stable third-order methods for approximating the solutions of

$$
\begin{equation*}
u_{t}+u u_{x}=0 \tag{1.3}
\end{equation*}
$$

have the general form

$$
\begin{equation*}
u_{t}+u u_{x}=-k(u) u_{x x x x} \tag{1.4}
\end{equation*}
$$

[^46]We show that the stationary viscous profile of (1.4) is linearly stable when $k(u) \equiv 1$.
Furthermore, the problems that arise in the study of the fourth-order version of Burgers's equation are similar to the problems that come up in the study of the stability of viscous shock profiles of systems of equations. Work on the stability of viscous shock profiles of systems of equations has been done by Goodman [3], Liu [5], Szepessy and Xin [11], and Matsumura and Nishihara [6].

We have shown previously [2] that showing the exponential decay of solutions of (1.1) in a slightly different exponentially weighted norm is sufficient to show that the viscous shock profile is a nonlinearly stable solution of (1.2) in that exponentially weighted norm. It is simple to extend that proof to show that our results here are sufficient to guarantee that the solution is nonlinearly stable in our other, slightly different norm.

In [2], we made use of rigorous numerical results of Michelson [8] and the theory of sectorial operators to show that the solutions of (1.1) are exponentially stable in an exponentially weighted norm. Our current technique is completely analytical and does not use the theory of sectorial operators.

The function $\varphi(x)$ is the odd solution of the ODE $\varphi^{\prime \prime \prime}=\frac{1}{2}\left(1-\varphi^{2}\right)$ subject to the condition $\varphi(\infty)=-1$. Koppel and Howard [4] established the existence of the oddly symmetric viscous shock profile by showing that there exists a $\nu$ such that the solution of the $\operatorname{ODE} \varphi^{\prime \prime \prime}=\frac{1}{2}\left(1-\varphi^{2}\right)$ with initial values $\varphi=0, \varphi^{\prime}=-\nu, \varphi^{\prime \prime}=0$ must intersect the stable manifold of the solution -1 . Later, McKord [7] showed that this is the unique solution of the ODE subject to the conditions that the solution be odd and tend to -1 as $x \rightarrow \infty$. We show that zero is a stable solution of the linearization of the integrated Burgers equation about the viscous shock profile, i.e., of (1.1), by making use of some estimates contained in the existence proof given by Koppel and Howard [4].

As has been pointed out by Alexander, Gardner, and Jones [1], some existence proofs contain within them the seeds of stability proofs. In [1], there are results of this nature for systems of second-order PDEs. In this paper, we deal with solutions of a fourth-order equation in an exponentially weighted space.

Existence proofs for $\varphi(x)$ abound. The earliest proof is by Koppel and Howard [4]. It is a tour de force. Mock [9] presents a proof of the existence of viscous shock profiles for equations of the type we are studying. His proof is somewhat more general than that of Koppel and Howard. Finally, McKord [7] presents an index theoretic proof of the existence of the viscous shock profile. We show that Koppel and Howard's methods can be extended to a proof of stability in an exponentially weighted space.

As it seems that Koppel and Howard's general method can also be used to prove the existence of viscous shock profiles for Burgers's equation with more general fluxes than $f(u)=u^{2} / 2$, it seems likely that our method can be used to prove the stability of such profiles in an exponentially weighted space. Then the methods of our previous article should suffice to show that the profiles are nonlinearly stable as well.
2. Conditions sufficient for decay to prevail. We look at the behavior of solutions of (1.1) in the $w_{\epsilon}$ norm which is defined as

$$
\|g\|_{L_{w, \epsilon}^{2}}^{2}=\int_{-\infty}^{\infty} w_{\epsilon}(x) g^{2}(x) d x, \quad w_{\epsilon}(x)=\cosh (\epsilon x)
$$

We prove that the derivative of the $w_{\epsilon}$ norm of the solutions of (1.1) is negative.

Calculating the derivative and integrating by parts, we find that

$$
\frac{d}{d t}\|u(t)\|_{L_{w, \epsilon}^{2}}^{2}=\epsilon \int \sinh (\epsilon x) \varphi(x) u^{2}(x) d x+\int w_{\epsilon}(x) \varphi^{\prime}(x) u^{2} d x-2 \int\left(w_{\epsilon} u\right)_{x x} u_{x x} d x
$$

We note that if $\varphi^{\prime}(x) \leq 0$, then $\epsilon=0$ is sufficient to force the norm of the solution not to increase. It is because our profile is not monotone that we must make use of a weighted norm in order to get any sort of linear stability result.

A simple calculation shows that

$$
\int\left(w_{\epsilon} u\right)_{x x} u_{x x} d x=\int\left(\epsilon^{2} w_{\epsilon} u+2 \epsilon \sinh (\epsilon x) u_{x}+w_{\epsilon} u_{x x}\right) u_{x x} d x
$$

Integration by parts leads to

$$
\int \epsilon^{2} w_{\epsilon} u u_{x x} d x=\int \frac{\epsilon^{4}}{2} w_{\epsilon} u^{2} d x-\epsilon^{2} \int w_{\epsilon} u_{x}^{2} d x
$$

and

$$
\int 2 \epsilon \sinh (\epsilon x) u_{x} u_{x x}=-\epsilon^{2} \int w_{\epsilon}(x) u_{x}^{2} d x
$$

Finally, we find that

$$
\begin{aligned}
\frac{d}{d t}\|u(t)\|_{L_{w, \epsilon}^{2}}^{2}= & \epsilon \int \sinh (\epsilon x) \varphi(x) u^{2}(x) d x+\int w_{\epsilon}(x) \varphi^{\prime}(x) u^{2} d x \\
& -2 \int w_{\epsilon}(x)\left(u_{x x}\right)^{2} d x+4 \epsilon^{2} \int w_{\epsilon}(x) u_{x}^{2} d x-\epsilon^{4} \int w_{\epsilon} u^{2} d x
\end{aligned}
$$

To finish off our calculations, we estimate these terms in such a way that they can be written as the integral of the product the weight, $w_{\epsilon}(x)$, a function to be determined, $\Psi(x)$, and $u^{2}(x)$. To do this we bound $\int w_{\epsilon} u_{x}^{2} d x$ as follows:

$$
\begin{aligned}
\int w_{\epsilon} u_{x}^{2} d x & =\frac{1}{2} \epsilon^{2} \int w_{\epsilon} u^{2} d x-\int w_{\epsilon} u u_{x x} d x \\
& \leq \frac{1}{2} \epsilon^{2} \int w_{\epsilon} u^{2} d x+\sqrt{\int w_{\epsilon} u^{2} d x \int w_{\epsilon} u_{x x}^{2} d x} \\
& \leq \frac{1}{2} \epsilon^{2} \int w_{\epsilon} u^{2} d x+\frac{c}{2} \int w_{\epsilon} u^{2} d x+\frac{1}{2 c} \int w_{\epsilon} u_{x x}^{2} d x
\end{aligned}
$$

Picking $c=\epsilon^{2}$ we find that

$$
\frac{d}{d t}\|u(t)\|_{L_{w, \epsilon}^{2}}^{2} \leq \int w_{\epsilon}\left(\varphi^{\prime}(x)+\epsilon \tanh (\epsilon x) \varphi(x)+3 \epsilon^{4}\right) u^{2}(x) d x
$$

We have shown that a sufficient condition for the derivative to be decreasing at the rate $a\|u\|_{L_{w, \epsilon}^{2}}^{2}$ is

$$
\Psi(x) \equiv \varphi^{\prime}(x)+\epsilon \tanh (\epsilon x) \varphi(x)+3 \epsilon^{4}<-a<0
$$

We note that the balancing that occurs here - between $\varphi(x), \varphi^{\prime}(x)$, and $3 \epsilon^{4}$ is expected. As a rule, exponential weights tend to destabilize parabolic PDEs [2].

Therefore, the $3 \epsilon^{4}$ which comes from the parabolic part of (1.1) should tend to destabilize the problem.

The other two terms come from the fundamentally hyperbolic part of the problem. If we were dealing with the equation $u_{t}+\varphi(x) u_{x}=0$, then the fact that $\varphi(x) \rightarrow \mp 1$ as $x \rightarrow \pm \infty$ would force the solutions to "flow in from infinity." Thus, the term involving $\varphi(x)$ should help us. Similarly, if we were dealing with the hyperbolic PDE, then the solution would "focus" where $\varphi^{\prime}(x)$ is negative, and hence, its $L_{w_{\epsilon}}^{2}$ norm would shrink at a rate related to $\varphi^{\prime}(x)$. The solution would "spread" where $\varphi^{\prime}(x)$ is positive, and there would be an increase in the $L_{w_{\epsilon}}^{2}$ norm.

The condition on $\Psi(x)$ says that the "focusing" (or "spreading") due to $\varphi^{\prime}(x)$, the drift in from infinity due to $\varphi(x)$, and the smearing caused by the parabolic term must balance properly. If they balance properly, then we can show that the solutions of (1.1) decay in our weighted norm. In the next section we will show that $\Psi(x) \leq-a$ by using various estimates on the size of $\varphi(x)$ and $\varphi^{\prime}(x)$ for various regions of the real line. That is, we will show that for certain values of $\epsilon$ the three effects balance properly.

Remark. If we show that $\Psi(x) \leq-a$, then we will have shown that $\|u\|_{L_{w_{\epsilon}}^{2}} \leq$ $e^{-a t / 2}\left\|u_{0}\right\|_{L_{w_{\epsilon}}^{2}}$. This is a more precise result than our result in [2]. Using a combination of the theory of sectorial operators and Michelson's results the most that one can say is that there exists a constant C such that $\|u\|_{L_{w_{\epsilon}}^{2}} \leq \mathrm{C} e^{-a t / 2}\left\|u_{0}\right\|_{L_{w_{\epsilon}}^{2}}$. In this sense, the analytical method gets better results than our previous method got.
3. The proof that $\boldsymbol{\Psi}(\boldsymbol{x})<-\boldsymbol{a}$. First we note that as $\tanh (\epsilon x)$ and $\varphi(x)$ are odd and $\varphi^{\prime}(x)$ is even, $\Psi(x)$ is even. Therefore, if $\Psi(x)<-a$ in the region $x \geq 0$, then $\Psi(x)<-a$ on the whole real line.

Looking at the computer drawn plot of $\varphi(x)$ (for purposes of illustration) it is clear that if $\Psi(x)$ is to be negative for small $x$, then $\varphi^{\prime}$ must be rather negative for small $x$. Because $\varphi(x)$ itself is small for small $x$, the $\varphi^{\prime}(x)$ must be quite negative in order to force $\Psi(x)$ to be negative. Similarly, for large $x$ it is clear that $\varphi^{\prime}(x)$ is small. Therefore, for large $x$ we will have to show that $\varphi(x)$ is relatively large and negative. From Figure 3.1, it seems that it should be possible to prove these results.

There are two major steps in our proof. First, we extend the methods of Koppel and Howard. They proved the existence of a solution $\varphi(x)$ by showing that two curves must intersect. We determine how the curves intersect. We then show that in each of four regions $\varphi(x)$ and $\varphi^{\prime}(x)$ are small enough that $\Psi(x)$ is negative in those four regions. The four regions are as follows:

1. Region I, which goes from $x=0$ until the first point at which $\varphi(x)=-.5$.
2. Region II, which goes from the first point at which $\varphi(x)=-.5$ to the first point at which $\varphi(x)=-1$.
3. Region III, which goes from the first point at which $\varphi(x)=-1$ to the first point at which $\varphi^{\prime}(x)=0$.
4. Region IV, which is the region to the right of Region III.
(In Figure 3.1, the four regions are delineated by dotted lines. The first region starts to the right of the first dotted line.) In all of these steps we make use of estimates contained in Koppel and Howard.
3.1. Locating the intersection-An introduction. Before proceeding, we explain the nature of the method used by Koppel and Howard. (Note that their results are stated for $-\varphi(t)$. We convert all of their results to results about $\varphi(x)$.) Following Koppel and Howard, we denote $\frac{d}{d x}$ by and $\frac{d^{2}}{d x^{2}}$ by $\because$. Koppel and Howard


FIG. 3.1. $\varphi(x)$ (solid line) and $\varphi^{\prime}(x)$ (dashed line).
look at solutions of the equation

$$
\begin{equation*}
\frac{d^{3}}{d x^{3}} p(x, \nu)=\frac{1}{2}\left(1-p^{2}(x, \nu)\right) \tag{3.1}
\end{equation*}
$$

subject to the initial conditions $p(0, \nu)=\ddot{p}(0, \nu)=0, \dot{p}(0, \nu)=-\nu$. They find analytical bounds for $p(x, \nu)$ and its first two derivatives. They show that the function $p_{2}(x, \nu)$ is an upper-bound of $p(x, \nu)$ in the region $0 \leq x \leq 2 \sqrt{\nu}$ (see fact I. 1 below) and that $Q_{3}(x, \nu)=p_{2}(x, \nu)-6 \nu^{3} x^{9} / 9$ ! is a lower-bound as long as $p(x, \nu)$ has not yet hit -1 (see fact I. 2 below).

They proceed to show that the stable manifold, $u(x, \kappa)$ (where $\kappa$ parameterizes the manifold), of the solution $(-1,0,0)$ can be approximated by $-1+u_{2}(x, \kappa)$ where $u_{2}(x, \kappa)$ is defined below (in fact II.5). Looking at fact II.5, we see that the parameter $\kappa$ is essentially the "amplitude" of the perturbation. They proceed to estimate the first point at which $p$ hits -1 and the first point after $x=0$ at which $u$ hits -1 . They show that there exists a $\nu_{0}$ and a $\kappa_{*}$ and points $x_{0}$ and $x_{*}$ such that $p\left(x_{0}, \nu_{0}\right)=(-1, \alpha, \beta)$ and $u\left(x_{*}, \kappa_{*}\right)=(-1, \alpha, \beta)$. Since the equation is autonomous, this shows that there exists an odd solution of the ODE that is equal to $(0,-\nu, 0)$ when $x=0$ and that tends towards -1 as $x$ gets large.

Koppel and Howard do not try to evaluate $\nu_{0}$ and $\kappa_{*}$. As we need to make use of particular properties of the solution, we must know these values more precisely.

In our proof we make use of the following facts proven in Koppel and Howard [4].
Facts from Koppel and Howard.
I. Facts related to $p(x, \nu)$.

1. The function $p_{2}(x, \nu)=-v x+x^{3} / 12-v^{2} x^{5} / 120+v x^{7} / 2520-x^{9} / 145,152$ is an upper-bound of $p$ in the region $0 \leq x \leq 2 \sqrt{\nu}$. Furthermore, in this region $\dot{p}_{2}$ and $\ddot{p}_{2}$ are upper-bounds of the first two derivatives of $p$ as well [4, p. 318].
2. The function $Q_{3}(x, \nu)=p_{2}(x, \nu)-6 \nu^{3} x^{9} / 9$ ! is a lower-bound for $p(x, \nu)$ as long as $p(x, \nu)$ has not yet hit -1 . Furthermore, in this region $\dot{Q}_{3}$ and $\ddot{Q}_{3}$ are lower-bounds of the first two derivatives of $p$ as well [4, p. 319].
3. For all $x \geq 0, \dot{p}(x, \nu) \leq-\nu+x^{2} / 4$ [4, p. 318, Eq. 6.1].
4. Let $x_{0, \nu}$ be the first point at which $p(x, \nu)=0$. Let T be the curve of points $\left(\dot{p}\left(x_{0, \nu}, \nu\right), \ddot{p}\left(x_{0, \nu}, \nu\right)\right)$. Then T slopes upward [4, p. 321].
II. Facts related to $u(x, \kappa)$.
5. The function

$$
u_{2}(x, \kappa)=-\kappa e^{-x / 2} \sin \left(\frac{\sqrt{3}}{2} x\right)+\frac{\kappa^{2}}{8} e^{-x}\left(1+\frac{2}{7} \cos (\sqrt{3} x)\right)
$$

satisfies the inequality

$$
\left|u(x, \kappa)-\left(-1+u_{2}(x, \kappa)\right)\right| \leq .0714 \kappa^{3} e^{-3 x / 2} \quad[4, \text { p. } 327]
$$

6. Similarly, the function

$$
\dot{u}_{2}(x, \kappa)=-\kappa e^{-x / 2} \cos \left(\frac{\sqrt{3}}{2} x+\frac{\pi}{6}\right)-\frac{\kappa^{2}}{8} e^{-x}\left(1+\frac{4}{7} \cos \left(\sqrt{3} x-\frac{\pi}{3}\right)\right)
$$

satisfies

$$
\left|\dot{u}(x, \kappa)-\dot{u}_{2}(x, \kappa)\right| \leq .1363 \kappa^{3} e^{-3 x / 2} \quad[4, \text { p. } 327-328] .
$$

7. Let $x_{0, \kappa}$ be the first nonnegative point at which $u(x, \kappa)=0$. Let $S_{1}$ be the curve of points $\left(\dot{u}\left(x_{0, \kappa}, \kappa\right), \ddot{u}\left(x_{0, \kappa}, \kappa\right)\right)$. Then for $0 \leq \kappa \leq .856, S_{1}$ slopes downward [4, p. 330].
8. For $0 \leq \kappa \leq 1$ the curve $S_{1}$ lies between the curves $y=-x$ and $y=-x+$ $.175 x^{2}-.3 x^{3}[4$, p. 329].
9. For any $\kappa \leq 1, u(x, \kappa)$ crosses zero exactly once in the region $0 \leq x \leq .3 \kappa[4$, Lem. 6.5, p. 328].
3.2. A refinement of the method of Koppel and Howard. In their paper, Koppel and Howard establish the existence of $\varphi(x)$ by showing that the manifold of the solutions of (3.1) that have initial data $p(0, \nu)=\ddot{p}(0, \nu)=0, \dot{p}(0, \nu)=-\nu$ intersects the stable manifold of the solution $u \equiv-1$. We are interested in actually figuring out roughly how the intersection occurs.

From fact II.8, we see that if we can estimate $\dot{u}\left(x_{0, \nu}, \nu\right)$, then we automatically have an estimate of $\ddot{u}\left(x_{0, \nu}, \nu\right)$ as well. From facts II. 7 and II. 8 we see that if we can locate two points on $S_{1}$, we can say quite a bit about the locations of all the points on $S_{1}$ between these two points. We note that if $\kappa=0$ then $u_{2} \equiv 0$. Thus, the intersection with -1 occurs when $\dot{u}=\ddot{u}=0$. Therefore, $(0,0)$ is one point on $S_{1}$.

Next, we would like to estimate the point on $S_{1}$ that corresponds to $\nu=.67$. Using fact II.5, it is easy to see that $u(.09, .67)>-1$ and $u(.17, .67)<-1$. Thus, $u(x, .67)$ must cross -1 somewhere in the region $.09 \leq x \leq .17$. Making use of fact II.6, we see that the function $\dot{u}_{2}+.1363 \kappa^{3} e^{-3 x / 2}$ is an upper bound for $\dot{u}(x, \kappa)$. It is easy to see that $\dot{u}_{2}+.1363 \kappa^{3} e^{-3 x / 2}$ is an increasing function of $x$ if $\kappa \leq .7$ and $x \leq .2$. (Just check its derivative.) Therefore, we evaluate $\dot{u}_{2}+.1363 \kappa^{3} e^{-3 x / 2}$ at $x=.17$ in order to get an upper-bound on the derivative at the point at which $u(x, .67)$ first
crosses -1 . We find that $\dot{u}(x, .67) \leq-.5174$ as long as $x \leq .17$. Using facts II. 7 and II. 8 we see that any curve that must cross the crosshatched region in Figure 3.2 must cross the curve $S_{1}$, and $0 \leq \kappa \leq .67$ at the point at which the curves cross.

We now show that T crosses the crosshatched region for a value of $\nu$ between .8 and .9. If $\nu=.8$, then at the point at which $p$ crosses -1 , Koppel and Howard have shown that $-.2831 \leq \dot{p} \leq-.2770$ [4, p. 319-320] and $.472 \leq \ddot{p} \leq .493$. Following Koppel and Howard we find a similar estimate for $\nu=.9$. We note that $Q_{3}(1.28, .9)=-.9986$ and $p_{2}(1.29, .9)=-1.0042$. As $Q_{3}$ is a lower-bound, and $p_{2}$ is an upper-bound, we see that there exists $1.28 \leq x_{0, .9} \leq 1.29$ such that $p\left(x_{0, .9}, .9\right)=-1$. A simple calculation shows that if $\nu=.9$, then both $\ddot{p}_{2}$ and $\ddot{Q}_{3}$ are positive in the $1.28 \leq x \leq 1.29$. Therefore, both $\dot{p}_{2}$ and $\dot{Q}_{3}$ are increasing in this region. Thus,

$$
-.5712=\dot{Q}_{3}(1.28, .9) \leq \dot{p}\left(x_{0, .9}, .9\right) \leq \dot{p}_{2}(1.29)=-.5664
$$

As $p$ is decreasing when it passes through $x_{0, .9}$, we see from (3.1) that the third derivative of $p$ goes from positive to negative as it crosses through $x_{0, .9}$. That is, $x_{0, .9}$ is a local maximum of $\ddot{p}(x, .9)$. Thus, $\ddot{p}\left(x_{0, .9}, .9\right) \geq \ddot{Q}_{3}(1.28, .9)=.4007$. Note that $\frac{d^{3}}{d x^{3}} p_{2}=\frac{1}{2}\left(1-p_{1}^{2}\right)$ with $p_{1}(x, \nu)=-\nu x+x^{3} / 12$. Clearly, $p_{1}$ is decreasing in the interval, and we see that $p_{1}(1.29, .9)=-.9821>-1$. Thus, we find that the third derivative of $p_{2}$ is positive in the whole interval. That implies that $\ddot{p}_{2}$ is increasing in the interval. Thus, $\ddot{p}\left(x_{0, .}, \nu\right) \leq \ddot{p}_{2}(1.29, .9)=.4058$. We see then that $.4007 \leq \ddot{p} \leq .4058$.

Remark. In evaluating $p_{2}$ and $Q_{3}$, we are evaluating polynomials with rational coefficients at rational numbers. Such calculations can be made with perfect accuracy. A simple way to keep such calculations exact is to do the calculations using Mathematica. All critical calculations involving polynomials with rational coefficients were performed in this fashion. Only after the calculations were finished were the results rounded to four places.

Looking at Figure 3.2 we see that because T slopes up (see fact I.4), T must cross the crosshatched region.

Thus, we see that the intersection of T and $S_{1}$ takes place when $\kappa$ is between 0 and .67 and $\nu$ is between .8 and .9 .

The behavior of $\varphi(x)$ can now be studied by studying the behavior of $p(x, \nu)$ until its first positive -1 crossing and by studying the behavior of $u(x, \kappa)$ after its first -1 crossing. In section 3.3 we study the behavior of $\varphi(x)$ in regions I and II by making use of our knowledge of $p(x, \nu)$. In section 3.4 we study the behavior of $\varphi(x)$ by making use of our knowledge of $u(x, \kappa)$.
3.3. Estimates for regions I and II. From fact I.3, we see that for any $\nu$ we know that $p_{2}(x, \nu)$ decreases until at least $x=2 \sqrt{\nu}$. We want to find a value, $x_{\dagger}$, such that for all $.8 \leq \nu \leq .9$ we know $p_{2}\left(x_{\dagger}, \nu\right)$ is less than -.5 . We will then estimate the values of the derivative in the region $0 \leq x \leq x_{\dagger}$-a region that includes region I. By showing that in region I the derivative is suitably small, we will later be able to show that $\Psi(x)$ is negative.

If $.8 \leq \nu \leq .9$, we find that

$$
\begin{aligned}
p_{2} & =-\nu x+x^{3} / 12-v^{2} x^{5} / 120+\nu x^{7} / 2520-x^{9} / 145,152 \\
& \leq-.8 x+x^{3} / 12-.64 x^{5} / 120+.9 x^{7} / 2520-x^{9} / 145,152
\end{aligned}
$$

From fact I.3, we know that $p(x, \nu)$ decreases as long as $x \leq 2 \sqrt{\nu} \leq 2 \sqrt{.8}=1.79$. We find that the right-hand side first falls below -.5 for some $x \leq .66$; we let $x_{\dagger}=.66$. From fact I.3, we see that for all $0 \leq x \leq x_{\dagger}$, the derivative of the solution is less


Fig. 3.2. The crossing of $T$ and $S_{1}$. The small box to the left shows the rigorous bounds on $\left(\dot{p}\left(x_{0}, .8, .8\right), \ddot{p}\left(x_{0, .8}, .8\right)\right)$. The small box on the right shows the rigorous bounds on $\left(\dot{p}\left(x_{0, .9}, .9\right), \ddot{p}\left(x_{0, .9}, .9\right)\right)$. The crosshatched region must contain the curve $S_{1}$, and $T$ must start from the box on the left and move up to the box on the right. Clearly, $T$ crosses the crosshatched region and, therefore, $S_{1}$.
than or equal to $-\nu+.66^{2} / 4 \leq-.6911$. Also, we find that the right-hand side is less than -1 when $x=1.66$. Therefore, the first -1 crossing occurs before this point. For $0 \leq x \leq 1.66$ and $.8 \leq \nu \leq .9$, we find that $p^{\prime}(x, \nu) \leq-.8+1.66^{2} / 4=-.1111$.

Because of the fact that $\tanh (\epsilon x)$ appears in $\Psi(x)$, it will be important to know what the earliest point at which the profile may hit -.5 or -1 is. To determine this, we look for the last point at which $Q_{3}(x)$ cannot be less than -.5 or -1 for values of $\nu$ between . 8 and .9.

$$
\begin{aligned}
Q_{3} & =-\nu x+x^{3} / 12-\nu^{2} x^{5} / 120+\nu x^{7} / 2520-x^{9} / 145,152-6 \nu^{3} x^{9} / 9! \\
& \geq-.9 x+x^{3} / 12-.81 x^{5} / 120+.8 x^{7} / 2520-x^{9} / 145,152-6.7290 x^{9} / 9!
\end{aligned}
$$

We find that when $x=.55$ the right-hand side is equal to -.4815 . Thus, the first -.5 crossing does not come before $x=.55$. When $x=1.2$, the right-hand side is -.9516 . Thus, the first -1 crossing cannot come before $x=1.2$.
3.4. Estimates for region III and region IV. We show that as long as $\kappa \leq .67, \varphi^{\prime}(x)$ cannot get too positive in region IV. (By definition, $\varphi^{\prime}(x)$ is nonpositive in region III.) From fact II. 6 we see that

$$
\begin{aligned}
\dot{u} & \leq-\kappa e^{-x / 2} \cos \left(\frac{\sqrt{3}}{2} x+\frac{\pi}{6}\right)-\frac{\kappa^{2}}{8} e^{-x}\left(1+\frac{4}{7} \cos \left(\sqrt{3} x-\frac{\pi}{3}\right)\right)+.1363 \kappa^{3} e^{-3 x / 2} \\
& \leq-\kappa e^{-x / 2} \cos \left(\frac{\sqrt{3}}{2} x+\frac{\pi}{6}\right)+.67^{2}\left(-\frac{1}{8}+\frac{1}{14}+.1363 \times .67\right) e^{-x}
\end{aligned}
$$

| Region | Does not <br> begin before $x=$ | $\varphi \leq$ | $\varphi^{\prime} \leq$ |
| :--- | ---: | ---: | ---: |
| I | 0 | 0 | -.6911 |
| II | .55 | -.5 | -.1111 |
| III | 1.2 | -.8292 | 0 |
| IV | 2.208 | -.8979 | .1783 |

Table 3.1
A summary of our results about $\varphi$ and $\varphi^{\prime}$.

$$
\leq-\kappa e^{-x / 2} \cos \left(\frac{\sqrt{3}}{2} x+\frac{\pi}{6}\right)+.0169 e^{-x} .
$$

A simple calculus argument shows that

$$
-e^{-x / 2} \cos \left(\frac{\sqrt{3}}{2} x+\frac{\pi}{6}\right) \leq-e^{-\frac{2 \pi}{3 \sqrt{3}}} \cos (5 \pi / 6)=.1732 .
$$

As $-\kappa^{2} e^{-x} / 8+.1363 \kappa^{3} e^{-3 x / 2}$ is always negative if $x \geq 0$ and $\kappa \leq .67$, it is clear that for $x \geq 0 \dot{u}$ cannot get positive until one of the sinusoids above gets negative. It is easy to see that the first point at which this happens is $x=\frac{2 \pi}{3 \sqrt{3}} \geq 1.209$. We will need this fact later as well. We find that the largest value of $\dot{u}$ cannot exceed $.1732+.0169 e^{-1.209}=.1783$.

Looking at $u$ region III and making use of fact II.5, we find that

$$
\begin{aligned}
u & \leq-1-\kappa e^{-x / 2} \sin \left(\frac{\sqrt{3}}{2} x\right)+\frac{\kappa^{2}}{8} e^{-x}\left(1+\frac{2}{7} \cos (\sqrt{3} x)\right)+.0714 \kappa^{3} e^{-3 x / 2} \\
& \leq-1-\kappa e^{-x / 2} \sin \left(\frac{\sqrt{3}}{2} x\right)+e^{-x} \frac{9 \kappa^{2}}{56}+.0714 \kappa^{3} e^{-3 x / 2} \\
& \leq-1-\kappa e^{-x / 2} \sin \left(\frac{\sqrt{3}}{2} x\right)+.0963 .
\end{aligned}
$$

A simple calculus argument shows that $-\kappa e^{-x / 2} \sin \left(\frac{\sqrt{3}}{2} x\right) \leq .0771$. This shows that $u \leq-1+.1708=-.8292$. Thus, we see that in region III the value of $\varphi$ never gets above -.8292 . The region in which $\varphi^{\prime}$ may be positive, region IV, starts no earlier than when the $x$ used in $u_{2}$ is equal to 1.209. In this region we find that $\varphi(x)$ never gets above $-1+.0771+e^{-1.209} \frac{9}{56} \cdot 67^{2}+.0714\left(.67^{3}\right) e^{-3 \cdot 1.209 / 2}=-.8979$ and $\varphi^{\prime}$ never gets above . 1783 .

From fact II. 9 we see that the first -1 crossing of $u$ never occurs later than $.3 \cdot .67=.201$. We have seen that the derivative never gets positive earlier than 1.209 . Thus, the derivative never gets positive earlier than 1.008 units past the point at which the solution first crosses -1 . Combining this with our earlier result, we find that the $\varphi^{\prime}(x)$ never gets positive before $x=2.208$. We summarize these results in Table 1.

We now evaluate $\Psi(x)$ in each of our regions. Recall that $\Psi(x)=\varphi^{\prime}(x)+$ $\epsilon \tanh (\epsilon x) \varphi(x)+3 \epsilon^{4}$. In region I, we see that $\Psi(x) \leq-.6911+3 \epsilon^{4}$. In region II,
we know that $x \geq .55$. Thus, in region II $\Psi(x) \leq-.1111-.5 \epsilon \tanh (.55 \epsilon)+3 \epsilon^{4}$. In region III, $\Psi(x) \leq-.8292 \epsilon \tanh (1.2 \epsilon)+3 \epsilon^{4}$. Finally, in region IV we find that $\Psi(x) \leq .1783-.8979 \epsilon \tanh (2.2 \epsilon)+3 \epsilon^{4}$.

We find that $-.6911+3 \epsilon^{4}$ is negative as long as $\epsilon \leq .69$. Similarly, $-.1111-$ $.5 \epsilon \tanh (.55 \epsilon)+3 \epsilon^{4}$ is negative as long as $\epsilon \leq .49$. Additionally, $-.8292 \epsilon \tanh (1.2 \epsilon)+3 \epsilon^{4}$ is negative until $\epsilon>.54$. Finally, $.1783-.8979 \epsilon \tanh (2.2 \epsilon)+3 \epsilon^{4}$ is negative as long as $.43 \leq \epsilon \leq .47$. Thus, if $.43 \leq \epsilon \leq .47$ we find that $\Psi$ is negative and all solutions of the PDE must decay exponentially quickly in the $w_{\epsilon}$ norm.

We have shown that there exist values of $\epsilon$ for which solution of (1.1) decay exponentially quickly in the $w_{\epsilon}$ norm. Using Michelson's rigorous numerical results, one can show that a larger range of $\epsilon$ gives this decay. That these methods give somewhat better results is not surprising - the estimates we use here are rather crude. Conversely, we have seen that where our method works, it gives us somewhat more information than we got using the numerical results. Using our current method, we find that there is no possibility of the solution increasing even momentarily. Our results also have the advantage of all analytical results. They are easy to understand and simple to check.

Acknowledgment. We would like to thank Professor Steve Schochet of Tel Aviv University for many helpful discussions and for suggesting that it was possible to show that there exist epsilon for which $\Psi(x)$ is strictly negative.

## REFERENCES

[1] J. Alexander, R. Gardner, and C. K. R. T. Jones, A topological invariant arising in the stability analysis of traveling waves, J. Riene Angew. Math., 410 (1990), pp. 167-212.
[2] S. Engelberg, The stability of the viscous shock profiles of the Burgers' equation with a fourth order viscosity, Comm. Partial Differential Equations, 21 (1996), pp. 889-922.
[3] J. Goodman, Nonlinear asymptotic stability of viscous shock profiles for conservation laws, Arch. Rational Mech. Anal., 95 (1986), pp. 325-344.
[4] N. Kopell and L. N. Howard, Bifurcations and Trajectories Joining Critical Points, Adv. Math., 18 (1975), pp. 306-358.
[5] T. P. Liu, Nonlinear stability of shock waves for viscous conservation laws, Bull. Amer. Math. Soc. (N.S.), 12 (1985), pp. 233-236.
[6] A. Matsumura and K. Nishihara, On the stability of traveling wave solutions of a one dimensional model system for compressible viscous gas, Japan J. Appl. Math., 2 (1985), pp. 17-25.
[7] C. K. McKord, Uniqueness of Connecting Orbits in the Equation $y^{(3)}=y^{2}-1$, Math. Anal. Appl., 114 (1986), pp. 584-592.
[8] D. Michelson, Stability of Bunsen flame profiles in the Kuramoto-Sivashinsky equation, SIAM J. Math. Anal. 27 (1996), pp. 765-781.
[9] M. S. Mock, On fourth-order dissipation and single conservation laws, Comm. Pure Appl. Math., 29 (1976), pp. 383-388.
[10] G. Sivashinsky, Nonlinear analysis of hydrodynamic instability in laminar flames, Acta Astronautica, 4 (1977), pp. 1117-1206.
[11] A. Szepessy and Z. Xin, Nonlinear Stability of Viscous Shock Waves, Arch. Rational Mech. Anal., 122 (1993), pp. 53-103.

## BEHAVIOR OF SOLUTIONS OF 2D QUASI-GEOSTROPHIC EQUATIONS*
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Abstract. We study solutions to the 2D quasi-geostrophic (QGS) equation

$$
\frac{\partial \theta}{\partial t}+u \cdot \nabla \theta+\kappa(-\Delta)^{\alpha} \theta=f
$$

and prove global existence and uniqueness of smooth solutions if $\alpha \in\left(\frac{1}{2}, 1\right]$; weak solutions also exist globally but are proven to be unique only in the class of strong solutions. Detailed aspects of large time approximation by the linear QGS equation are obtained.
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1. Introduction. This paper is concerned with the 2 D surface quasi-geostrophic (QGS) equation

$$
\frac{\partial \theta}{\partial t}+u \cdot \nabla \theta+\kappa(-\Delta)^{\alpha} \theta=f
$$

where $\alpha \in[0,1], \kappa>0$, and $\theta=\theta(x, t)$ is a real scalar function of two space variables $x$ and a time variable $t$. The velocity $u=\left(u_{1}, u_{2}\right)$ is incompressible and determined from $\theta$ by a stream function $\psi$ :

$$
\begin{equation*}
\left(u_{1}, u_{2}\right)=\left(-\frac{\partial \psi}{\partial x_{2}}, \frac{\partial \psi}{\partial x_{1}}\right) \tag{1.1}
\end{equation*}
$$

and the stream function $\psi$ satisfies

$$
\begin{equation*}
(-\Delta)^{\frac{1}{2}} \psi=-\theta \tag{1.2}
\end{equation*}
$$

The nonlocal operator $(-\Delta)^{\beta}(\beta \geq 0)$ is defined through the Fourier transform

$$
\widehat{(-\Delta)^{\beta}} f(\xi)=|\xi|^{2 \beta} \widehat{f}(\xi)
$$

where $\widehat{f}$ is the Fourier transform of $f[11]$. For notational convenience, we write $\Lambda$ for $(-\Delta)^{\frac{1}{2}}$.

The variable $\theta$ in the 2D QGS equation represents the potential temperature, $u$ is the fluid velocity, and the stream function $\psi$ can be identified with the pressure. When the fractional power $\alpha=1 / 2$, the equation, derived from the more general quasigeostrophic models (see pages 345-368 and 653-670 of [7]), describes the evolution

[^47]of the temperature on the 2D boundary of a rapidly rotating half-space with small Rossby and Ekman numbers. Dimensionally, the 2D QGS equation with $\alpha=1 / 2$ is the analogue of the 3 D Navier-Stokes equations. The general fractional power $\alpha$ is considered here in order to observe the minimal power of Laplacian necessary in the analysis and thus make a comparison with the 3D Navier-Stokes equations [3], [6].

Recently, this equation has been intensively investigated because of both its mathematical importance and its potential for applications in meteorology and oceanography [4], [7], [5]. Mathematically, the behavior of solutions to the 2D QGS equation is strikingly similar to that of the potentially singular solutions to the 3D hydrodynamics equations. Despite exhibiting a number of similar features, the 2D QGS equation is considerably simpler than the 3D Euler or Navier-Stokes equations.

The smooth solution of the QGS equation is unique but, if $\kappa=0$, it is known to exist only for a finite time [4]. On the other hand, weak solutions are global but their uniqueness is unknown [8]. Whether the smooth solution develops singularity in finite time and whether weak solutions are unique are fundamental mathematical issues related to the QGS equation. We show in section 2 that the solution remains smooth for all time for $\alpha \in\left(\frac{1}{2}, 1\right]$ and any weak solution must coincide with a more regular solution as long as such a strong solution exists.

Large time behavior of weak solutions is investigated in sections 3 and 4. In section 3 , the $L^{2}$ decay rate of order $t^{-\frac{1}{2 \alpha}}$ is obtained. For generic initial data, this rate is optimal. The solution $\theta$ of the nonlinear equation may be approximated by the solution $\Theta$ of the linear equation with a higher-order correction. An explicit form for the higher-order correction is attempted in section 4. A rate of order $t^{\frac{1}{2}-\frac{1}{\alpha}}$ is first obtained without any smoothness assumption. With the assumption that

$$
\left\|\Lambda^{2-2 \alpha+\delta} \theta(\cdot, t)\right\|_{L^{2}} \quad \sim \quad t^{-\epsilon}
$$

the ratio and the difference are shown to behave as follows:

$$
\frac{\|\theta(\cdot, t)\|_{L^{2}}}{\|\Theta(\cdot, t)\|_{L^{2}}} \sim 1+O\left(t^{-\min \left\{\frac{1}{2 \alpha}, \epsilon\right\}}\right), \quad\|\theta(\cdot, t)-\Theta(\cdot, t)\|_{L^{2}} \sim t^{-\frac{1}{2 \alpha}-\min \left\{\frac{1}{2 \alpha}, \epsilon\right\}}
$$

which imply that the effect of the nonlinearity is felt only in the higher-order correction.

We conclude this introduction by mentioning the global existence result of weak solutions obtained in [8]. When not specified, the spatial domain can be either the whole $\mathbb{R}^{2}$ or the 2D torus $\mathbb{T}^{2}$.

Proposition 1.1. Let $T>0$ be arbitrary. Then for every $\theta_{0} \in L^{2}$ and $f \in$ $L^{2}\left([0, T] ; H^{-\alpha}\right)$, there exists a weak solution of

$$
\begin{gather*}
\partial_{t} \theta+u \cdot \nabla \theta+\kappa \Lambda^{2 \alpha} \theta=f  \tag{1.3}\\
\left.\theta\right|_{t=0}=\theta_{0} \tag{1.4}
\end{gather*}
$$

which satisfies

$$
\theta \in L^{\infty}\left([0, T] ; L^{2}\right) \cap L^{2}\left([0, T] ; H^{\alpha}\right)
$$

2. Global smooth solution and uniqueness. It is shown here that weak solutions of the QGS equation are globally smooth for $\alpha \in\left(\frac{1}{2}, 1\right]$ and "strong" solutions are unique. The spatial domain here is the 2 D torus $\mathbb{T}^{2}$.

Theorem 2.1. Let $\alpha \in\left(\frac{1}{2}, 1\right], \beta \geq 0$, and $\beta+2 \alpha>2$. If $\theta_{0} \in H^{\beta}\left(\mathbb{T}^{2}\right)$ and if, for $T>0$,

$$
f \in L^{2}\left([0, T] ; H^{\beta-\alpha}\right), \quad \int_{0}^{T}\|f(\tau)\|_{L^{q}} d \tau<\infty
$$

where $q=\infty$ for $\beta \geq 1$ and $q=2 /(1-\beta)$ for $\beta<1$, then the solution $\theta$ of (1.3) and (1.4) obeys for all $t \leq T$

$$
\begin{equation*}
\left\|\Lambda^{\beta} \theta(t)\right\|_{L^{2}} \leq C \tag{2.1}
\end{equation*}
$$

where $C$ is constant depending only on $T,\left\|\theta_{0}\right\|_{H^{\beta}},\|f\|_{L^{2}\left([0, T] ; H^{\beta-\alpha}\right)}$, and $\int_{0}^{T}\|f(\tau)\|_{L^{q}} d \tau$.
Proof. We sketch the proof. Taking the scalar product of (1.3) with $\Lambda^{2 \beta} \theta$

$$
\frac{1}{2} \frac{d}{d t} \int\left|\Lambda^{\beta} \theta\right|^{2}+\kappa \int\left|\Lambda^{\alpha+\beta} \theta\right|^{2}=-\int(u \cdot \nabla \theta) \Lambda^{2 \beta} \theta+\int \Lambda^{2 \beta} \theta f
$$

and using the estimates

$$
\begin{gather*}
\left|\int \Lambda^{2 \beta} \theta f\right| \leq \frac{\kappa}{4}\left\|\Lambda^{\alpha+\beta} \theta\right\|_{L^{2}}^{2}+\frac{1}{\kappa}\left\|\Lambda^{\beta-\alpha} f\right\|_{L^{2}}^{2}  \tag{2.2}\\
\left|\int(u \cdot \nabla \theta) \Lambda^{2 \beta} \theta\right| \leq \frac{\kappa}{4}\|\theta\|_{H^{\alpha+\beta}}^{2}+C\left(\kappa, \theta_{0}, f\right)\|\theta\|_{H^{\beta}}^{2} \tag{2.3}
\end{gather*}
$$

where $C\left(\kappa, \theta_{0}, f\right)$ is constant, we obtain (2.1) after applying Gronwall's inequality. The estimate (2.3) is obtained by using the calculus inequality (see page 61 of [8] and inequality (3.1.59) on page 74 of [12])

$$
\left\|\Lambda^{s}(g h)\right\|_{L^{2}} \leq C\left(\|g\|_{L^{q}}\left\|\Lambda^{s} h\right\|_{L^{p}}+\|h\|_{L^{q}}\left\|\Lambda^{s} g\right\|_{L^{p}}\right)
$$

with $1 / p+1 / q=1 / 2, g=u, h=\theta, s=\beta+1-\alpha$, and the maximum principle

$$
\|\theta\|_{L^{q}} \leq\left\|\theta_{0}\right\|_{L^{q}}+\int_{0}^{t}\|f(\tau)\|_{L^{q}} d \tau
$$

Although weak solutions may not be unique, there is at most one solution in the class of "strong" solutions.

Theorem 2.2. Assume that $\alpha \in\left(\frac{1}{2}, 1\right], T>0, p$ and $q$ satisfy

$$
\begin{equation*}
p \geq 1, \quad q>0, \quad \frac{1}{p}+\frac{\alpha}{q}=\alpha-\frac{1}{2} \tag{2.4}
\end{equation*}
$$

then there is at most one solution $\theta$ of the $Q G S$ equation with initial data $\theta_{0} \in L^{2}$ such that

$$
\begin{gather*}
\theta \in L^{\infty}\left([0, T] ; L^{2}\right) \cap L^{2}\left([0, T] ; H^{\alpha}\right)  \tag{2.5}\\
\theta \in L^{q}\left([0, T] ; L^{p}\right) \tag{2.6}
\end{gather*}
$$

We make two remarks.
Remark 2.3. It is clear from the proof given below that we can assume that only one of the two solutions is "strong," i.e., in the class (2.5), (2.6), the other being only a weak solution.

Remark 2.4. By taking $\alpha=1$, (2.6) with (2.4) reduces exactly to the regularity assumptions in obtaining uniqueness for weak solutions to the 3D Navier-Stokes equations (cf. Temam [13, p. 299]). Theorem 2.2 is a sort of generalization in the sense that it holds for a range of $\alpha \in\left(\frac{1}{2}, 1\right]$.

Proof of Theorem 2.2. The difference $\theta=\theta_{A}-\theta_{B}$ of two solutions $\theta_{A}$ and $\theta_{B}$ satisfies

$$
\begin{equation*}
\partial_{t} \theta+u \cdot \nabla \theta_{A}+u_{B} \cdot \nabla \theta+\kappa \Lambda^{2 \alpha} \theta=0 \tag{2.7}
\end{equation*}
$$

in which $u=u_{A}-u_{B}$ with $u_{A}$ and $u_{B}$ being the velocities corresponding to $\theta_{A}$ and $\theta_{B}$. We take the scalar product of (2.7) with $\psi=-\Lambda^{-1} \theta$ and use

$$
\begin{gathered}
\int_{\mathbb{T}^{2}} \psi u \cdot \nabla \theta_{A}=0 \\
\left|\int_{\mathbb{T}^{2}} \theta u_{B} \cdot \nabla \psi\right| \leq \kappa\|\psi\|_{H^{\alpha+\frac{1}{2}}}^{2}+C(\kappa)\left\|\theta_{B}\right\|_{L^{p}}^{\frac{1}{1-\beta}}\|\psi\|_{H^{\frac{1}{2}}}^{2},
\end{gathered}
$$

where $\beta=\frac{1}{\alpha}\left(\frac{1}{2}+\frac{1}{p}\right)$ and $C(\kappa)=C \kappa^{-\frac{\beta}{1-\beta}}$ (see page 32 of [8]). It then follows that

$$
\frac{d}{d t}\|\psi\|_{H^{\frac{1}{2}}}^{2} \leq C(\kappa)\left\|\theta_{B}\right\|_{L^{p}}^{\frac{1}{1-\beta}}\|\psi\|_{H^{\frac{1}{2}}}^{2}
$$

which implies that $\psi=0$ and thus $\theta=0$.
3. Large time behavior. The large time behavior of weak solutions is investigated in this section. We adapt well-known ideas of Amick, Bona, and Schonbek [1] and Schonbek [9], [10].

We first analyze the case when the force $f=0$ and the result can be stated as follows.

Theorem 3.1. Let $\alpha \in(0,1]$ and $\theta_{0} \in L^{1}\left(\mathbb{R}^{2}\right) \cap L^{2}\left(\mathbb{R}^{2}\right)$. Then there exists a weak solution $\theta$ of the $2 D$ QGS equation

$$
\begin{equation*}
\partial_{t} \theta+u \cdot \nabla \theta+\Lambda^{2 \alpha} \theta=0,\left.\quad \theta\right|_{t=0}=\theta_{0} \tag{3.1}
\end{equation*}
$$

such that

$$
\begin{equation*}
\|\theta(\cdot, t)\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq C(1+t)^{-\frac{1}{2 \alpha}} \tag{3.2}
\end{equation*}
$$

where $C$ is a constant depending on $L^{1}$ and $L^{2}$ norms of $\theta_{0}$.
Remark 3.2. For generic initial data, the rate obtained in Theorem 3.1 is optimal, as implied by Theorem 4.6 of section 4 .

The proof of Theorem 3.1 consists of two major steps. The first step is a formal argument to show that (3.2) holds for smooth solutions. In the second step the formal argument is applied to a sequence of "retarded mollifications" [2] and we obtain Theorem 3.1 after passing to the limit. We will need a simple estimate.

Lemma 3.3. Assume that $\theta_{0} \in L^{1}\left(\mathbb{R}^{2}\right) \cap L^{2}\left(\mathbb{R}^{2}\right)$. Then $\theta$ satisfies the a priori estimate

$$
|\widehat{\theta}(\xi, t)| \leq\left\|\theta_{0}\right\|_{L^{1}}+|\xi| \int_{0}^{t}\|\theta(\tau)\|_{L^{2}}^{2} d \tau
$$

Proof. We have from (3.1)

$$
\begin{equation*}
\partial_{t} \widehat{\theta}+|\xi|^{2 \alpha} \widehat{\theta}=-\widehat{u \cdot \nabla \theta} \tag{*}
\end{equation*}
$$

Since $\nabla \cdot u=0$,

$$
|\widehat{u \cdot \nabla \theta}| \leq|\xi|\|\theta(t)\|_{L^{2}}^{2} .
$$

After integrating (*), we obtain

$$
|\widehat{\theta}(\xi, t)| \leq\left|\widehat{\theta_{0}}(\xi)\right|+|\xi| \int_{0}^{t}\|\theta(\tau)\|_{L^{2}}^{2} d \tau \leq\left\|\theta_{0}\right\|_{L^{1}}+|\xi|\left\|\theta_{0}\right\|_{L^{2}}^{2} t
$$

Proof of Theorem 3.1. Taking the scalar product of (3.1) with $\theta$ we obtain

$$
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{n}}|\theta|^{2}+\int_{\mathbb{R}^{n}}\left(\Lambda^{\alpha} \theta\right)^{2}=0
$$

Using Plancherel's theorem,

$$
\frac{d}{d t} \int_{\mathbb{R}^{2}}|\widehat{\theta}|^{2}+2 \int_{\mathbb{R}^{2}}|\xi|^{2 \alpha}|\widehat{\theta}|^{2}=0
$$

For the second term

$$
\begin{gathered}
\int_{\mathbb{R}^{2}}|\xi|^{2 \alpha}|\widehat{\theta}|^{2} \geq \int_{B(t)^{c}}|\xi|^{2 \alpha}|\widehat{\theta}|^{2} \geq g^{2 \alpha}(t) \int_{B(t)^{c}}|\widehat{\theta}|^{2} \\
=g^{2 \alpha}(t) \int_{\mathbb{R}^{2}}|\widehat{\theta}|^{2}-g^{2 \alpha}(t) \int_{B(t)}|\widehat{\theta}|^{2}
\end{gathered}
$$

where $g \in C\left([0, \infty) ; \mathbb{R}^{+}\right)$remains to be determined and $B(t)^{c}$ is the complement of $B(t)$ with

$$
B(t)=\left\{\xi \in \mathbb{R}^{2}: \quad|\xi|<g(t)\right\} .
$$

By Lemma 3.3, we obtain

$$
\begin{gather*}
\frac{d}{d t} \int_{\mathbb{R}^{2}}|\widehat{\theta}|^{2}+2 g^{2 \alpha}(t) \int_{\mathbb{R}^{2}}|\widehat{\theta}|^{2} \\
\leq 2 \pi g^{2 \alpha}(t) \int_{0}^{g(t)}\left[\left\|\theta_{0}\right\|_{L^{1}}+r \int_{0}^{t}\|\theta(\tau)\|_{L^{2}}^{2} d \tau\right]^{2} r d r . \tag{3.3}
\end{gather*}
$$

By integrating (3.3), we have

$$
\begin{gather*}
e^{2 \int_{0}^{t} g^{2 \alpha}(\tau) d \tau} \int_{\mathbb{R}^{2}}|\widehat{\theta}|^{2} \leq\left\|\theta_{0}\right\|_{L^{2}}^{2} \\
+\int_{0}^{t} e^{2 \int_{0}^{s} g^{2 \alpha}(\tau) d \tau}\left[C_{1} g^{2 \alpha+2}(s)+C_{2} s g^{2 \alpha+4}(s) \int_{0}^{s}\|\theta(\tau)\|_{L^{2}}^{4} d \tau\right] d s \tag{3.4}
\end{gather*}
$$

where $C_{1}=2 \pi\left\|\theta_{0}\right\|_{L^{1}}^{2}$ and $C_{2}=\pi$.
To obtain a basic estimate, we take $g^{2 \alpha}(t)=\left(\frac{1}{2}+\frac{1}{2 \alpha}\right)[(e+t) \ln (e+t)]^{-1}$ and thus $e^{2 \int_{0}^{t} g^{2 \alpha}(\tau) d \tau}=[\ln (e+t)]^{\left(1+\frac{1}{\alpha}\right)}$. We then obtain from (3.4)

$$
\|\theta\|_{L^{2}}^{2} \leq C[\ln (e+t)]^{-1-\frac{1}{\alpha}}
$$

To obtain the sharp decay result, we take $g^{2 \alpha}(t)=\frac{1}{2 \alpha(t+1)}$ and thus $e^{2 \int_{0}^{t} g^{2 \alpha}(\tau) d \tau}=$ $(1+t)^{\frac{1}{\alpha}}$. From (3.4),

$$
\|\theta(t)\|_{L^{2}}^{2} \leq C(t+1)^{-\frac{1}{\alpha}}+C(t+1)^{\left(1-\frac{2}{\alpha}\right)} \int_{0}^{t}\|\theta(s)\|_{L^{2}}^{2}[\ln (e+s)]^{-1-\frac{1}{\alpha}} d s
$$

Using Gronwall's inequality and the fact that $\alpha \leq 1$,

$$
\begin{equation*}
\|\theta(t)\|_{L^{2}}^{2} \leq C(1+t)^{-\frac{1}{\alpha}} \tag{3.5}
\end{equation*}
$$

where the constant $C$ depends on the $L^{1}$ and $L^{2}$ norms of $\theta_{0}$. We note here that (3.5) is actually obtained by first taking $g^{2 \alpha}(t)=\left(\frac{1}{2 \alpha}-\epsilon\right) \frac{1}{1+t}$ and then passing to the limit as $\epsilon \rightarrow 0$. This completes the formal argument step.

Next we construct a sequence of retarded mollifications $\theta_{n}$ and carry over the formal arguments to $\theta_{n}$. We will present here only the main ideas. We approximate the QGS equation by a sequence of equations

$$
\begin{equation*}
\partial_{t} \theta_{n}+u_{n} \cdot \nabla \theta_{n}+\Lambda^{2 \alpha} \theta_{n}=0 \tag{3.6}
\end{equation*}
$$

where $\delta_{n} \rightarrow 0$ and $u_{n}=S_{\delta_{n}}\left(\theta_{n}\right)$ is obtained from $\theta_{n}$ by

$$
S_{\delta_{n}}\left(\theta_{n}\right)=\int_{0}^{\infty} \phi(\tau) \mathcal{R}^{\perp} \theta_{n}\left(t-\delta_{n} \tau\right) d \tau
$$

We denote here $\mathcal{R}^{\perp}=\left(-\partial_{x_{2}} \Lambda, \partial_{x_{1}} \Lambda\right)$ as the Riesz transform. The smooth function $\phi$ is nonnegative with compact support in $[1,2]$ and $\int_{0}^{\infty} \phi(t) d t=1$. For each $n$, (3.6) is a linear equation since the values of $u_{n}(t)$ depend only on the values of $\theta_{n}$ in $\left[t-2 \delta_{n}, t-\delta_{n}\right]$.

Without giving details, we point out that $\theta_{n}$ converges to a weak solution $\theta$ strongly in $L^{2}$ for almost every $t$. Hence

$$
\|\theta(t)\|_{L^{2}} \leq\left\|\theta_{n}(t)-\theta(t)\right\|_{L^{2}}+\left\|\theta_{n}(t)\right\|_{L^{2}} \leq C(1+t)^{-\frac{1}{2 \alpha}}
$$

where $C$ is a constant depending only on the $L^{1}$ and $L^{2}$ norms of $\theta_{0}$. This completes the proof of Theorem 3.1.

We now consider the case when the force $f$ is not zero.

Theorem 3.4. Let $\alpha \in(0,1]$ and $\theta_{0} \in L^{1}\left(\mathbb{R}^{2}\right) \cap L^{2}\left(\mathbb{R}^{2}\right)$. Assume that $f \in$ $L^{1}\left([0, \infty) ; L^{2}\right)$, satisfying

$$
\begin{equation*}
\|f(\cdot, t)\|_{L^{2}} \leq C(1+t)^{-\frac{1}{\alpha}-1}, \quad|\widehat{f(\xi, t)}| \leq C|\xi|^{\alpha} \tag{3.7}
\end{equation*}
$$

for some constant $C$. Then there is a weak solution of the QGS equation

$$
\partial_{t} \theta+u \cdot \theta+\Lambda^{2 \alpha} \theta=f
$$

such that

$$
\begin{equation*}
\|\theta(\cdot, t)\|_{L^{2}} \leq C(1+t)^{-\frac{1}{2 \alpha}} \tag{3.8}
\end{equation*}
$$

Proof. The arguments of Theorem 3.1 work here and we will point out only the difference. It is easy to see that

$$
\|\theta(t)\|_{L^{2}} \leq\left\|\theta_{0}\right\|_{L^{2}}+\int_{0}^{t}\|f(\tau)\|_{L^{2}} d \tau \leq C
$$

by energy estimates. When the force $f$ is present, the estimate for $\widehat{\theta}$ is given by

$$
|\widehat{\theta}(\xi, t)| \leq e^{-|\xi|^{2 \alpha} t}\left|\widehat{\theta_{0}}\right|+\int_{0}^{t} e^{-|\xi|^{2 \alpha}(t-\tau)}\left[\widehat{f}+|\xi|\|\theta\|_{L^{2}}^{2}\right] d \tau
$$

Then the procedures of the proof of Theorem 3.1 can be repeated and the assumptions (3.7) are sufficient in establishing (3.8).
4. Large time approximation. In this section we intend to understand the higher-order correction in the large time approximation of the solution $\theta$ to the nonlinear equation by the solution $\Theta$ to the linear equation. The approach is to study the difference and the ratio

$$
\|\theta(\cdot, t)-\Theta(\cdot, t)\|_{L^{2}}, \quad \frac{\|\theta(\cdot, t)\|_{L^{2}}}{\|\Theta(\cdot, t)\|_{L^{2}}}
$$

We start with some estimates for the linear equation. The solution of the linear equation on $\mathbb{R}^{n}$

$$
\begin{equation*}
\partial_{t} \theta+\Lambda^{2 \alpha} \theta=0,\left.\quad \theta\right|_{t=0}=\theta_{0} \tag{4.1}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\Theta(t)=k_{t}^{\alpha} * \theta_{0} \tag{4.2}
\end{equation*}
$$

where the kernel $k_{t}^{\alpha}$ is defined by its Fourier transform

$$
\begin{equation*}
\widehat{k}_{t}^{\alpha}(\xi)=e^{-|\xi|^{2 \alpha} t} \tag{4.3}
\end{equation*}
$$

Proposition 4.1. Assume that $\alpha>0$ and the initial data $\theta_{0} \in L^{1}\left(\mathbb{R}^{n}\right)$. Then we have

$$
\begin{align*}
& \lim _{t \rightarrow \infty} t^{\frac{n}{2 \alpha}}\|\Theta(\cdot, t)\|_{L^{2}}^{2}=A(n, \alpha)\left[\int_{\mathbb{R}^{n}} \theta_{0}(x) d x\right]^{2}  \tag{4.4}\\
& \lim _{t \rightarrow \infty} t^{\frac{n+2}{2 \alpha}}\|\nabla \Theta(\cdot, t)\|_{L^{2}}^{2}=B(n, \alpha)\left[\int_{\mathbb{R}^{n}} \theta_{0}(x) d x\right]^{2} \tag{4.5}
\end{align*}
$$

where the constants $A(n, \alpha)=\int_{\mathbb{R}^{n}} e^{-2|\eta|^{2}} d \eta$ and $B(n, \alpha)=\int_{\mathbb{R}^{n}}|\eta|^{2} e^{-2|\eta|^{2}} d \eta$.
Especially for $n=2$, the $L^{2}$ decay rates of $\Theta$ and $\nabla \Theta$ are $t^{-\frac{1}{2 \alpha}}$ and $t^{-\frac{1}{\alpha}}$, respectively.

Proof. We first prove (4.4). By Plancherel's theorem,

$$
\begin{gathered}
\lim _{t \rightarrow \infty} t^{\frac{n}{2 \alpha}}\|\Theta(\cdot, t)\|_{L^{2}}^{2}=\lim _{t \rightarrow \infty} t^{\frac{n}{2 \alpha}}\|\widehat{\Theta}(\cdot, t)\|_{L^{2}}^{2} \\
=\lim _{t \rightarrow \infty} t^{\frac{n}{2 \alpha}} \int_{\mathbb{R}^{n}} e^{-2|\xi|^{2 \alpha} t}|\widehat{\theta}|^{2}(\xi) d \xi=\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{n}} e^{-2|\eta|^{2}}\left|\widehat{\theta_{0}}\right|^{2}\left(\eta t^{-\frac{1}{2 \alpha}}\right) d \eta .
\end{gathered}
$$

Since for any $t \in[0, \infty)$

$$
\begin{gathered}
\int_{\mathbb{R}^{n}} e^{-2|\eta|^{2}}\left|\widehat{\theta}_{0}\right|^{2}\left(\eta t^{-\frac{1}{2 \alpha}}\right) d \eta \\
\leq\left\|\widehat{\theta}_{0}\right\|_{L^{\infty}}^{2} \int_{\mathbb{R}^{n}} e^{-2|\eta|^{2}} d \eta \leq A(n, \alpha)\left\|\theta_{0}\right\|_{L^{1}}^{2}
\end{gathered}
$$

we can apply the dominated convergence theorem, which leads to (4.4).
The proof of (4.5) is similar to that of (4.4). We have

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} t^{\frac{n+2}{\alpha}}\|\nabla \Theta(\cdot, t)\|_{L^{2}}^{2}=\lim _{t \rightarrow \infty} t^{\frac{n+2}{\alpha}} \int_{\mathbb{R}^{n}}|\xi|^{2} e^{-2|\xi|^{2 \alpha} t}\left|\widehat{\theta}_{0}\right|^{2}(\xi) d \xi \\
= & \lim _{t \rightarrow \infty} \int_{\mathbb{R}^{n}}|\eta|^{2} e^{-2|\eta|^{2}}\left|\widehat{\theta}_{0}\right|^{2}\left(\eta t^{-\frac{1}{2 \alpha}}\right) d \eta=B(n, \alpha)\left[\int_{\mathbb{R}^{n}} \theta_{0}(x) d x\right]^{2} .
\end{aligned}
$$

Proposition 4.2. Let $\alpha \in(0,1]$ and $\theta_{0} \in L^{2}\left(\mathbb{R}^{2}\right)$. Then the solution $\Theta$ of (4.1) satisfies

$$
\|\nabla \Theta(t)\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C t^{-\frac{1}{\alpha}}
$$

where the constant $C$ depends only on the $L^{2}$ norm of $\theta_{0}$.
Proof. We have by (4.2) and (4.3)

$$
\begin{gathered}
\|\nabla \Theta\|_{L^{\infty}} \leq \int_{\mathbb{R}^{2}}|\xi||\widehat{\Theta}(\xi)| d \xi=\int_{\mathbb{R}^{2}}|\xi| e^{-|\xi|^{2 \alpha} t}\left|\widehat{\theta}_{0}(\xi)\right| d \xi \\
\leq\left\|\theta_{0}\right\|_{L^{2}}\left(\int_{\mathbb{R}^{2}}|\xi|^{2} e^{-2|\xi|^{2 \alpha} t} d \xi\right)^{\frac{1}{2}} \leq C\left(\int_{0}^{\infty} r^{3} e^{-2 r^{2 \alpha} t} d r\right)^{\frac{1}{2}} \leq C t^{-\frac{1}{\alpha}}
\end{gathered}
$$

where the constant $C$ depends only on the $L^{2}$ norm of $\theta_{0}$.
ThEOREM 4.3. Let $\alpha \in(0,1]$ and $\theta_{0} \in L^{1}\left(\mathbb{R}^{2}\right) \cap L^{2}\left(\mathbb{R}^{2}\right)$. Then the difference $\theta-\Theta$ between a weak solution $\theta$ of the $Q G S$ equation and the solution $\Theta$ of the linear $Q G S$ equation with the data $\theta_{0}$ satisfies

$$
\|\theta(t)-\Theta(t)\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq C(1+t)^{\frac{1}{2}-\frac{1}{\alpha}}
$$

where the constant $C$ depends only on the $L^{1}$ and $L^{2}$ norms of $\theta_{0}$.

Remark 4.4. By comparing the rates in Theorems 3.1 and 4.3, we see that $\theta-\Theta$ decays faster than $\theta$ does for large time for $\alpha<1$.

Proof. We will present only a formal argument. The justification process can be done similarly as in the proof of Theorem 3.1. The difference $w=\theta-\Theta$ satisfies

$$
\begin{equation*}
\partial_{t} w+\Lambda^{2 \alpha} w=-u \cdot \nabla \theta \tag{4.6}
\end{equation*}
$$

Taking the scalar product of (4.6) with $w$ and using the fact that

$$
\int_{\mathbb{R}^{2}}(u \cdot \nabla \theta) \theta d x=0,
$$

we obtain

$$
\frac{d}{d t} \int_{\mathbb{R}^{2}}|w|^{2}+2 \int_{\mathbb{R}^{2}}\left|\Lambda^{\alpha} w\right|^{2}=\int_{\mathbb{R}^{2}} \Theta(u \cdot \nabla \theta) d x .
$$

Using the results of Proposition 4.2 and Theorem 3.1, we bound the right-hand term by

$$
\left|\int_{\mathbb{R}^{2}} \Theta(u \cdot \nabla \theta) d x\right| \leq\|\nabla \Theta\|_{L^{\infty}}\|\theta\|_{L^{2}}^{2} \leq C(1+t)^{-\frac{2}{\alpha}} .
$$

As in the proof of Theorem 3.1,

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}^{2}}|\widehat{w}|^{2}+2 g^{2 \alpha}(t) \int_{\mathbb{R}^{2}}|\widehat{w}|^{2} \leq 2 g^{2 \alpha}(t) \int_{|\xi| \leq g(t)}|\widehat{w}|^{2}+C(1+t)^{-\frac{2}{\alpha}}, \tag{4.7}
\end{equation*}
$$

where $g(t)$ remains to be decided.
We need an estimate of $\widehat{w}$, which can be obtained by taking the Fourier transform of (4.6) and proceeding as in Lemma 3.3. By Theorem 3.1 and noticing $\alpha \leq 1$,

$$
|w(\xi, t)| \leq|\xi| \int_{0}^{t}\|\theta(\tau)\|_{L^{2}}^{2} d \tau \leq|\xi| \int_{0}^{t}(1+\tau)^{-\frac{1}{\alpha}} d \tau \leq C|\xi| .
$$

Taking $g^{2 \alpha}=\frac{\beta}{2(1+t)}$, we obtain, by integrating (4.7),

$$
(1+t)^{\beta} \int_{\mathbb{R}^{2}}|\widehat{w}|^{2} \leq C\left[\int_{0}^{t}(1+\tau)^{\beta-\frac{2}{\alpha}} d \tau+\int_{0}^{t}(1+\tau)^{\beta} g^{4}(\tau) d \tau\right] .
$$

Therefore,

$$
\|w\|_{L^{2}}^{2} \leq C(1+t)^{1-\frac{2}{\alpha}} .
$$

This completes the proof of Theorem 4.3.
We can consider lower bounds for the decay of $\theta$ with the aid of Theorem 4.3. It is easy to see that $\Theta$ can decay exponentially fast. For example, if $\widehat{\theta}_{0}=0$ for $|\xi| \leq \gamma$, then

$$
\|\Theta(t)\|_{L^{2}}^{2}=\int e^{-2|\xi|^{2 \alpha} t}\left|\widehat{\theta}_{0}(\xi)\right|^{2} \leq\left\|\theta_{0}\right\|_{L^{2}}^{2} e^{-2 \gamma^{2} t} .
$$

However, for those $\theta_{0}$ satisfying

$$
\begin{equation*}
\left|\widehat{\theta_{0}}(\xi)\right| \geq \lambda \quad \text { for } \quad|\xi| \leq \gamma, \tag{4.8}
\end{equation*}
$$

we have the following.

Proposition 4.5. Let $\alpha \in(0,1]$ and $\theta_{0} \in L^{2}\left(\mathbb{R}^{2}\right)$ satisfy (4.8). Then if $\Theta$ is a solution of the linear $Q G S$ equation,

$$
\|\Theta(t)\|_{L^{2}\left(\mathbb{R}^{2}\right)} \geq C(1+t)^{-\frac{1}{2 \alpha}}
$$

where $C$ is a constant depending only on $\lambda, \gamma$, and the $L^{2}$ norm of $\theta_{0}$.
As a corollary of Theorem 4.3 and Proposition 4.5, we have the following.
ThEOREM 4.6. Let $\alpha \in(0,1]$ and $\theta_{0} \in L^{1}\left(\mathbb{R}^{2}\right) \cap L^{2}\left(\mathbb{R}^{2}\right)$ satisfy (4.8). Then for a weak solution $\theta$ of the $Q G S$ equation with data $\theta_{0}$,

$$
\|\theta(\cdot, t)\|_{L^{2}\left(\mathbb{R}^{2}\right)} \geq C(1+t)^{-\frac{1}{2 \alpha}}
$$

where $C$ depends on $\lambda, \gamma$, and the $L^{1}$ and $L^{2}$ norms of $\theta_{0}$.
The following theorem reveals more detailed aspects of the higher-order correction.

Theorem 4.7. Let $\alpha \in\left(\frac{1}{2}, 1\right]$ and $\delta>0$ such that $2 \alpha-1-\delta \geq 0$. Assume that $\theta$ is a weak solution of the $2 D Q G S$ equation

$$
\partial_{t} \theta+u \cdot \nabla \theta+\Lambda^{2 \alpha} \theta=0
$$

with initial data $\theta_{0} \in L^{1}\left(\mathbb{R}^{2}\right) \cap L^{2}\left(\mathbb{R}^{2}\right)$ and that satisfies

$$
\begin{equation*}
\left\|\Lambda^{2-2 \alpha+\delta} \theta(\cdot, t)\right\|_{L^{2}} \leq C t^{-\epsilon} \tag{4.9}
\end{equation*}
$$

for some constant $C$ and $\epsilon>0$. Let $\Theta$ be the solution of the linear equation with the same initial data $\theta_{0}$. Then

$$
\begin{gather*}
\frac{\|\theta(\cdot, t)\|_{L^{2}}}{\|\Theta(\cdot, t)\|_{L^{2}}}=1+O\left(t^{-\min \left\{\frac{1}{2 \alpha}, \epsilon\right\}}\right)  \tag{4.10}\\
t^{\frac{1}{2 \alpha}+\min \left\{\frac{1}{2 \alpha}, \epsilon\right\}}\|\theta(\cdot, t)-\Theta(\cdot, t)\|_{L^{2}}=O(1) \tag{4.11}
\end{gather*}
$$

Proof. By taking the Fourier transform of the equation for $\theta$

$$
\partial_{t} \theta+\Lambda^{2 \alpha} \theta=-u \cdot \nabla \theta
$$

we obtain

$$
\widehat{\theta}(\xi, t)=e^{-|\xi|^{2 \alpha} t} \widehat{\theta_{0}}(\xi)-\int_{0}^{t} e^{-|\xi|^{2 \alpha}(t-s)} \widehat{u \cdot \nabla \theta}(\xi, s) d s
$$

Then the ratio

$$
\frac{\|\theta(\cdot, t)\|_{L^{2}}^{2}}{\|\Theta(\cdot, t)\|_{L^{2}}^{2}}=\frac{\|\widehat{\theta}(\cdot, t)\|_{L^{2}}^{2}}{\|\widehat{\Theta}(\cdot, t)\|_{L^{2}}^{2}}=1+2 \mathcal{J}(t)+\mathcal{J}^{2}(t)
$$

where $\mathcal{J}$ is given by

$$
\mathcal{J}(t)=\frac{\int_{\mathbb{R}^{2}}\left|\int_{0}^{t} e^{-|\xi|^{2 \alpha}(t-s)} \widehat{u \cdot \nabla \theta}(\xi, s) d s\right|^{2} d \xi}{\|\Theta\|_{L^{2}}^{2}}
$$

To prove (4.10), it suffices to show that

$$
\mathcal{J}(t)=O\left(t^{-\min \left\{\frac{1}{2 \alpha}, \epsilon\right\}}\right)
$$

The difference $w=\theta-\Theta$ satisfies

$$
\partial_{t} w+\Lambda^{2 \alpha} w=-u \cdot \nabla \theta
$$

Since $w(x, 0)=\theta(x, 0)-\Theta(x, 0)=0$,

$$
\begin{gathered}
\widehat{w}(\xi, t)=-\int_{0}^{t} e^{-|\xi|^{2 \alpha}(t-s)} \widehat{u \cdot \nabla \theta}(\xi, s) d s \\
\|w(\cdot, t)\|_{L^{2}}^{2}=\|\widehat{w}(\cdot, t)\|_{L^{2}}^{2}=\int_{\mathbb{R}^{2}}\left|\int_{0}^{t} e^{-|\xi|^{2 \alpha}(t-s)} \widehat{u \cdot \nabla \theta}(\xi, s) d s\right|^{2} d \xi
\end{gathered}
$$

Thus, to prove (4.10) and (4.11), we need only to estimate the integral

$$
I \equiv \int_{\mathbb{R}^{2}}\left|\int_{0}^{t} e^{-|\xi|^{2 \alpha}(t-s)} \widehat{u \cdot \nabla \theta}(\xi, s) d s\right|^{2} d \xi
$$

To this end, we divide the integral $I$ into the following two parts:

$$
I I=\int_{\mathbb{R}^{2}}\left|\int_{0}^{t / 2} \cdots\right|^{2} d \xi \quad \text { and } \quad I I I=\int_{\mathbb{R}^{2}}\left|\int_{t / 2}^{t} \cdots\right|^{2} d \xi
$$

Since $\nabla \cdot u=0, \widehat{u \cdot \nabla \theta}=i \xi \cdot \widehat{u \theta}$ and we obtain, by setting $\eta=t^{\frac{1}{2 \alpha}} \xi$,

$$
I I=t^{-\frac{2}{\alpha}} \int_{\mathbb{R}^{2}} e^{-2|\eta|^{2 \alpha}}\left|\int_{0}^{t / 2} e^{\frac{s}{t}|\eta|^{2}} \eta \cdot \widehat{u \theta}\left(\eta t^{-\frac{1}{2 \alpha}}, s\right) d s\right|^{2} d \eta
$$

Since

$$
\|\widehat{u \theta}(\cdot, s)\|_{L^{\infty}} \leq\|u \theta(\cdot, s)\|_{L^{1}} \leq\|u(\cdot, s)\|_{L^{2}}\|\theta(\cdot, s)\|_{L^{2}} \leq C\|\theta(\cdot, s)\|_{L^{2}}^{2}
$$

we have the bound

$$
\begin{aligned}
I I & \leq C t^{-\frac{2}{\alpha}} \int_{\mathbb{R}^{2}}|\eta|^{2} e^{-\frac{7}{4}|\eta|^{2}}\left[\int_{0}^{\infty}\|\theta(\cdot, s)\|_{L^{2}}^{2} d s\right]^{2} d \eta \\
& \leq C t^{-\frac{2}{\alpha}}\left(\int_{\mathbb{R}^{2}}|\eta|^{2} e^{-\frac{7}{4}|\eta|^{2}} d \eta\right)\|\theta\|_{L^{2}\left([0, \infty) ; L^{2}\right)}^{4}
\end{aligned}
$$

The estimate of $I I I$ seems tricky. Intuitively, the idea is to split the whole derivative $\nabla$ into two fractional parts $\Lambda^{2 \alpha-1-\delta}$ and $\Lambda^{2-2 \alpha+\delta}$ :

$$
\begin{gathered}
I I I=\int_{\mathbb{R}^{2}}\left|\int_{t / 2}^{t} e^{-|\xi|^{2 \alpha}(t-s)} \widehat{u \cdot \nabla \theta}(\xi, s) d s\right|^{2} d \xi \\
\leq \int_{\mathbb{R}^{2}} e^{-2|\xi|^{2 \alpha} t}|\xi|^{2(2 \alpha-1-\delta)} \sup _{t / 2 \leq s \leq t}\left|u \cdot \widehat{\Lambda^{2-2 \alpha}+\delta} \theta\right|^{2}(\xi, s)\left[\int_{t / 2}^{t} e^{s|\xi|^{2 \alpha}} d s\right]^{2} d \xi
\end{gathered}
$$

Using the assumption (4.9), we obtain

$$
\begin{gathered}
\left|u \cdot \widehat{\Lambda^{2-2 \alpha}+\delta} \theta\right|(\xi, s) \leq\left\|u \cdot \widehat{\Lambda^{2-2 \alpha}+\delta} \theta(\cdot, s)\right\|_{L^{\infty}} \\
\leq\left\|\left(u \cdot \Lambda^{2-2 \alpha+\delta} \theta\right)(\cdot, s)\right\|_{L^{1}} \leq C\|u(\cdot, s)\|_{L^{2}}\left\|\Lambda^{2-2 \alpha+\delta} \theta(\cdot, s)\right\|_{L^{2}} \leq C s^{-\frac{1}{2 \alpha}-\epsilon}
\end{gathered}
$$

where $C$ is a constant. Therefore

$$
I I I \leq C t^{-\frac{1}{\alpha}-2 \epsilon} \int_{\mathbb{R}^{2}}|\xi|^{-2-\delta}\left(1-e^{-\frac{1}{2}|\xi|^{2 \alpha} t}\right)^{2} d \xi \leq C t^{-\frac{1}{\alpha}-2 \epsilon}
$$

Combining the estimates for $I I$ and $I I I$, we conclude that

$$
I \equiv \int_{\mathbb{R}^{2}}\left|\int_{0}^{t} e^{-|\xi|^{2 \alpha}(t-s)} \widehat{u \cdot \nabla \theta}(\xi, s) d s\right|^{2} d \xi \leq C t^{-\frac{1}{\alpha}-\min \left\{\frac{1}{\alpha}, 2 \epsilon\right\}}
$$

and (4.10), (4.11) are therefore established.
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#### Abstract

This work describes the location of large eigenvalues for Sturm-Liouville operators with matrix coefficients. Eigenvalue asymptotics of arbitrary order are characterized for operators with smooth coefficients and "elementary" boundary conditions. In addition, an effective method is given for computing traces of these operators. These techniques are employed to verify a previously conjectured trace formula.
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1. Introduction. Although ordinary differential operators do not have a trace in the usual sense, it was observed some time ago [2] that one could often make sense of $\sum_{n}\left(\mu_{n}-\nu_{n}\right)$, where $\left\{\mu_{n}\right\}$ and $\left\{\nu_{n}\right\}$ are the eigenvalues of two differential operators. Moreover, these traces are often given by explicit expressions in the coefficients of the operators. Beyond their aesthetic appeal, trace formulas play an important role in inverse spectral theory $[4,6,10,12]$.

Several authors [5, 11] have raised the problem of establishing and analyzing trace formulas for the one-dimensional matrix Schrödinger equation

$$
\begin{equation*}
-Y^{\prime \prime}+Q(x) Y=\lambda Y, \quad Y \in \mathbf{C}^{K}, \quad \lambda \in \mathbf{C} \tag{1a}
\end{equation*}
$$

subject to certain boundary conditions. In particular, Papanicolaou [11] established a trace formula for the Dirichlet boundary conditions $Y(0)=0=Y(1)$ when the $K \times K$ matrix $Q(x)$ is real symmetric, subject to a conjectured asymptotic behavior of the eigenvalue sequence.

In this work we will show how to establish eigenvalue estimates of any order using classical asymptotic expansions for solutions of (1a). Eigenvalues for (1a) subject to certain separated boundary conditions are identified with the vanishing of $\operatorname{det} \mathcal{T}(\lambda)$, where $\mathcal{T}(\lambda)$ is an entire $K \times K$ matrix-valued function. A novel feature of our approach is the use of perturbation theory to analyze the location of the eigenvalues of $\mathcal{T}(\lambda)$ or a closely related matrix. This approach appears to offer advantages over the direct consideration of the equation $\operatorname{det} \mathcal{T}(\lambda)=0$. We also extend some old ideas for computing (higher order) traces. These techniques downplay the role of self-adjoint operators.
2. Regularized traces. It is common to use infinite product representations [1] to relate the eigenvalue sequence for an ordinary differential operator to an entire function having the eigenvalues as zeroes. The first lemma considers the computation of power sums

$$
\sum_{n=1}^{\infty}\left(\nu_{n}^{k}-\mu_{n}^{k}\right)
$$

[^48]based on the asymptotic behavior of such entire functions. A similar treatment is given in [8, pp. 84-88], where the ideas are attributed to F. Schäfke.

Lemma 2.1. Suppose that $f(\lambda)$ and $g(\lambda)$ are entire functions not vanishing on a real half line $(-\infty, b)$, which are given by absolutely convergent products

$$
f(\lambda)=\prod_{n=1}^{\infty}\left(1-\frac{\lambda}{\mu_{n}}\right), \quad g(\lambda)=\prod_{n=1}^{\infty}\left(1-\frac{\lambda}{\nu_{n}}\right)
$$

(For notational convenience we assume that $f(0) g(0) \neq 0$.)
If all but finitely many $\mu_{n}, \nu_{n}$ lie in the right half plane, and

$$
\sum\left|\mu_{n}-\nu_{n}\right|\left[\left|\mu_{n}\right|^{K-1-\epsilon}+\left|\nu_{n}\right|^{K-1-\epsilon}\right]<\infty, \quad 0 \leq \epsilon<1
$$

for an integer $K \geq 2$, then as $\lambda \rightarrow-\infty$ along the real axis,

$$
\log \left(\frac{f(\lambda)}{g(\lambda)}\right)=C+\sum_{k=1}^{K-1}\left[\frac{1}{k \lambda^{k}} \sum_{n=1}^{\infty}\left(\nu_{n}^{k}-\mu_{n}^{k}\right)\right]+O\left(\lambda^{-K+\epsilon}\right)
$$

Proof. For $\lambda \in(-\infty, b)$ define

$$
\begin{aligned}
h(\lambda) & =\partial_{\lambda} \log \left(\frac{f}{g}\right)=\partial_{\lambda} \log \left(\prod \frac{\lambda-\mu_{n}}{\lambda-\nu_{n}}\right) \\
& =\sum_{n}\left(\frac{1}{\lambda-\mu_{n}}-\frac{1}{\lambda-\nu_{n}}\right)=\sum_{n} \frac{1}{\lambda}\left(\frac{1}{1-\mu_{n} / \lambda}-\frac{1}{1-\nu_{n} / \lambda}\right)
\end{aligned}
$$

Use of the identity $1 /(1-x)=1+x+\cdots+x^{K-1}+x^{K} /(1-x)$ gives

$$
h(\lambda)=\sum_{n}\left[\frac{1}{\lambda} \sum_{k=1}^{K-1} \frac{\mu_{n}^{k}-\nu_{n}^{k}}{\lambda^{k}}+\frac{1}{\lambda}\left[\frac{\left(\mu_{n} / \lambda\right)^{K}}{1-\mu_{n} / \lambda}-\frac{\left(\nu_{n} / \lambda\right)^{K}}{1-\nu_{n} / \lambda}\right]\right]
$$

A rearrangement of these sums is justified if the sums

$$
\begin{equation*}
\sum_{n}\left|\mu_{n}^{k}-\nu_{n}^{k}\right|, \quad k=1, \ldots, K-1 \tag{2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n}\left|\frac{\mu_{n}^{K}}{1-\mu_{n} / \lambda}-\frac{\nu_{n}^{K}}{1-\nu_{n} / \lambda}\right| \tag{2b}
\end{equation*}
$$

are convergent. Using the fundamental theorem of calculus to write the difference $\mu_{n}^{k}-\nu_{n}^{k}$ as a contour integral over the line segment joining the endpoints, we find

$$
\sum_{n}\left|\mu_{n}^{k}-\nu_{n}^{k}\right|=\sum_{n}\left|\int_{\nu_{n}}^{\mu_{n}} k z^{k-1} d z\right| \leq k \sum_{n}\left|\mu_{n}-\nu_{n}\right|\left[\left|\mu_{n}\right|^{k-1}+\left|\nu_{n}\right|^{k-1}\right]
$$

There are only finitely many $\mu_{n}, \nu_{n}$ inside the unit disk. Except for this finite collection we have

$$
\left|\mu_{n}-\nu_{n}\right|\left[\left|\mu_{n}\right|^{k-1}+\left|\nu_{n}\right|^{k-1}\right] \leq\left|\mu_{n}-\nu_{n}\right|\left[\left|\mu_{n}\right|^{K-2}+\left|\nu_{n}\right|^{K-2}\right], \quad 1 \leq k \leq K-1
$$

Thus the sums in (2a) are absolutely convergent.
As for (2b) the same technique gives

$$
\begin{equation*}
\sum_{n}\left|\frac{\mu_{n}^{K}}{1-\mu_{n} / \lambda}-\frac{\nu_{n}^{K}}{1-\nu_{n} / \lambda}\right|=\sum_{n}\left|\lambda \int_{\nu_{n}}^{\mu_{n}} \frac{K z^{K-1}}{\lambda-z}+\frac{z^{K}}{(\lambda-z)^{2}} d z\right| \tag{2c}
\end{equation*}
$$

If $\mu_{n}, \nu_{n}$ have positive real parts, $0 \leq \epsilon<1$, and $\lambda \in(-\infty, 0)$, then

$$
|\lambda-z|^{-1} \leq|\lambda|^{-1+\epsilon}|z|^{-\epsilon}, \quad|\lambda-z|^{-2} \leq|\lambda|^{-1+\epsilon}|z|^{-1-\epsilon}
$$

Thus after dropping finitely many terms, the right-hand side of (2c) is bounded by

$$
[K+1]|\lambda|^{\epsilon} \sum_{n}\left|\mu_{n}-\nu_{n}\right|\left[\left|\mu_{n}\right|^{K-1-\epsilon}+\left|\nu_{n}\right|^{K-1-\epsilon}\right] .
$$

Rearrangement now gives

$$
h(\lambda)=\partial_{\lambda} \log \left(\frac{f}{g}\right)=\sum_{k=1}^{K-1}\left[\lambda^{-k-1} \sum_{n}\left(\mu_{n}^{k}-\nu_{n}^{k}\right)\right]+O\left(\lambda^{-K-1+\epsilon}\right)
$$

and integration gives the desired result.
3. Asymptotic expansions for solutions of (1a). Estimates for solutions to the initial value problem for (1a) may be established using familiar techniques from the scalar case. With the exception of some minor notational changes, and the rearrangement of some terms which do not commute in the vector case, the form of our estimates is very close to that of [3]. Since the arguments from the scalar case are also applicable, the reader may consult this reference for the proof of Lemmas 3.1 and 3.2. Related problems are treated with a somewhat different approach in [9, pp. 50-100].

It will be helpful to establish some notational conventions. For $\lambda \in \mathbf{C}$ let $\omega=\sqrt{\lambda}$, the root chosen continuously for $-\pi \leq \arg (\lambda)<\pi$ and positive for $\lambda>0$. The imaginary part of $\omega$ is denoted by $\Im \omega$. An element $Y \in \mathbf{C}^{K}$ will have the usual norm

$$
|Y|=\left[\sum_{k=1}^{K}\left|y_{k}\right|^{2}\right]^{1 / 2}, \quad Y=\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{K}
\end{array}\right)
$$

and a $K \times K$ matrix $Q$ will have the operator norm

$$
\|Q\|=\sup _{|Y|=1}|Q Y|
$$

The $K \times K$ identity matrix is $I_{K}$, and the zero matrix is $0_{K}$.
A brief discussion will introduce the ideas. The model equation $-Y^{\prime \prime}=\lambda Y$ has a basis of $2 K$ solutions which are the columns of the $K \times K$ diagonal matrix-valued functions $\cos (\omega x) I_{K}, \omega^{-1} \sin (\omega x) I_{K}$. Adapting the variation of parameters formula to this setting, a solution of (1a) satisfying $Y(0, \lambda)=\alpha, Y^{\prime}(0, \lambda)=\beta$, with $\alpha, \beta \in \mathbf{C}^{K}$, may be written as a solution of the integral equation

$$
\begin{equation*}
Y(x, \lambda)=\cos (\omega x) \alpha+\omega^{-1} \sin (\omega x) \beta+\omega^{-1} \int_{0}^{x} \sin (\omega[x-t]) Q(t) Y(t, \lambda) d t \tag{3a}
\end{equation*}
$$

Differentiation with respect to $x$ gives

$$
Y^{\prime}(x, \lambda)=-\omega \sin (\omega x) \alpha+\cos (\omega x) \beta+\int_{0}^{x} \cos (\omega[x-t]) Q(t) Y(t, \lambda) d t
$$

When $Q(x)$ is sufficiently differentiable an expansion of $Y(x, \lambda)$, together with error estimates, may be obtained by an iteration scheme based on (3a) and integration by parts. For $J \geq 1$ let $C^{J}$ denote the Banach space of $K \times K$ matrix-valued functions $Q(x)$ whose components have $J$ continuous derivatives on $[0,1]$. We can equip $C^{J}$ with the norm

$$
\|Q\|_{J}=\max \left\|Q^{(j)}(x)\right\|, \quad 0 \leq j \leq J, \quad 0 \leq x \leq 1
$$

For notational convenience define $\mathcal{A}_{j}(x)=Q(x) A_{j}(x)$ and $\mathcal{B}_{j}(x)=Q(x) B_{j}(x)$.
Lemma 3.1. Suppose that $Q \in C^{J}$, and $Y(x, \lambda)$ is the solution of (1a) satisfying $Y(0, \lambda)=\alpha$ and $Y^{\prime}(0, \lambda)=\beta$, with $|\alpha|+|\beta| \leq 1,0 \leq x \leq 1$, and $|\omega| \geq 1$. Then there are $\mathbf{C}^{K}$ valued functions $A_{j}(x)$ and $B_{j}(x)$ such that

$$
\left|Y(x, \lambda)-\sum_{j=0}^{J} \omega^{-j}\left[\cos (\omega x) A_{j}(x)+\sin (\omega x) B_{j}(x)\right]\right|=O\left(\omega^{-J-1} e^{|\Im \omega| x}\right)
$$

The coefficients $A_{j}(x), B_{j}(x)$ satisfy

$$
\begin{aligned}
& A_{0}(x)=\alpha, \quad A_{1}(x)=0 \\
& A_{2}(x)=2^{-2}[Q(x)-Q(0)] \alpha-2^{-1} \int_{0}^{x} Q(t)\left[\beta+2^{-1} \int_{0}^{t} Q(s) \alpha d s\right] d t \\
& B_{0}(x)=0, \quad B_{1}(x)=\beta+2^{-1} \int_{0}^{x} Q(t) \alpha d t, \quad B_{2}(x)=0
\end{aligned}
$$

and for $j \geq 3$, the coefficients satisfy the recursion relations

$$
\begin{aligned}
A_{j}(x) & =\sum_{k=0}^{\lfloor(j-2) / 2\rfloor}(-1)^{k} 2^{-2 k-2}\left[\mathcal{A}_{j-2 k-2}^{(2 k)}(x)-\mathcal{A}_{j-2 k-2}^{(2 k)}(0)\right] \\
& -2^{-1} \int_{0}^{x} \mathcal{B}_{j-1}(t) d t+\sum_{k=0}^{\lfloor(j-3) / 2\rfloor}(-1)^{k} 2^{-2 k-3}\left[\mathcal{B}_{j-2 k-3}^{(2 k+1)}(x)-\mathcal{B}_{j-2 k-3}^{(2 k+1)}(0)\right] \\
B_{j}(x) & =-\sum_{k=0}^{\lfloor(j-3) / 2\rfloor}(-1)^{k} 2^{-2 k-3}\left[\mathcal{A}_{j-2 k-3}^{(2 k+1)}(x)+\mathcal{A}_{j-2 k-3}^{(2 k+1)}(0)\right] \\
& +2^{-1} \int_{0}^{x} \mathcal{A}_{j-1}(t) d t+\sum_{k=0}^{\lfloor(j-2) / 2\rfloor}(-1)^{k} 2^{-2 k-2}\left[\mathcal{B}_{j-2 k-2}^{(2 k)}(x)+\mathcal{B}_{j-2 k-2}^{(2 k)}(0)\right] .
\end{aligned}
$$

The function $Y^{\prime}(x, \lambda)$ has a similar expansion obtained from that of $Y(x, \lambda)$ by termwise differention.

Lemma 3.2. Under the hypotheses of Lemma 3.1 there are $\mathbf{C}^{K}$ valued functions $C_{j}(x)$ and $D_{j}(x)$ such that

$$
\left|Y^{\prime}(x, \lambda)-\sum_{j=-1}^{J-1} \omega^{-j}\left[\cos (\omega x) C_{j}(x)+\sin (\omega x) D_{j}(x)\right]\right|=O\left(\omega^{-J} e^{|\Im \omega| x}\right)
$$

The coefficients $C_{j}(x), D_{j}(x)$ satisfy $C_{-1}(x)=0, D_{-1}(x)=-\alpha$, and

$$
C_{j}(x)=A_{j}^{\prime}(x)+B_{j+1}(x), \quad D_{j}(x)=B_{j}^{\prime}(x)-A_{j+1}(x), \quad j=0, \ldots, J-1
$$

In particular, one has the following expression:

$$
\begin{aligned}
Y^{\prime}(x, \lambda) & =-\omega \sin (\omega x) \alpha+\cos (\omega x) \beta+2^{-1} \cos (\omega x) \int_{0}^{x} Q(t) d t \alpha \\
& +2^{-2} \omega^{-1} \sin (\omega x)[Q(x)+Q(0)] \alpha+2^{-1} \omega^{-1} \sin (\omega x) \int_{0}^{x} Q(t) d t \beta \\
& +2^{-2} \omega^{-1} \sin (\omega x) \int_{0}^{x} Q(t) \int_{0}^{t} Q(s) d s d t \alpha \\
& +2^{-3} \omega^{-2} \cos (\omega x)\left[Q^{\prime}(x)-Q^{\prime}(0)\right] \alpha-2^{-2} \omega^{-2} \cos (\omega x)[Q(x)-Q(0)] \beta \\
& -2^{-3} \omega^{-2} \cos (\omega x) Q(x) \int_{0}^{x} Q(t) d t \alpha \\
& +2^{-3} \omega^{-2} \cos (\omega x) \int_{0}^{x} Q(t)[Q(t)-Q(0)] d t \alpha \\
& -2^{-2} \omega^{-2} \cos (\omega x) \int_{0}^{x} Q(t) \int_{0}^{t} Q(s) d s d t \beta \\
& -2^{-3} \omega^{-2} \cos (\omega x) \int_{0}^{x} Q(t) \int_{0}^{t} Q(s) \int_{0}^{s} Q(u) d u d s d t \alpha \\
& +O\left(\omega^{-3} \exp (|\Im(\omega)|)\right) .
\end{aligned}
$$

It will be convenient to introduce the $K \times K$ matrix solutions $C(x, \lambda), S(x, \lambda)$ of (1a) which satisfy

$$
\begin{aligned}
& C(0, \lambda)=I_{K}, \quad C^{\prime}(0, \lambda)=0_{K}, \\
& S(0, \lambda)=0_{K}, \quad S^{\prime}(0, \lambda)=I_{K} .
\end{aligned}
$$

The columns of these matrices are a basis of solutions to (1a). The asymptotic expansions for $Y(x, \lambda)$ and $Y^{\prime}(x, \lambda)$ specialize to give expansions for the matrix functions $C(1, \lambda), C^{\prime}(1, \lambda), S(1, \lambda)$, and $S^{\prime}(1, \lambda)$.

Defining $Q_{0}=\int_{0}^{1} Q(t) d t$, the following explicit formulas will be needed:

$$
\begin{align*}
C(1, \lambda) & =\cos (\omega) I_{K}+2^{-1} \omega^{-1} \sin (\omega) Q_{0}  \tag{3b}\\
& +2^{-2} \omega^{-2} \cos (\omega)\left[Q(1)-Q(0)-\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t\right]+O\left(\omega^{-3} e^{|\Im \omega|}\right) \\
S(1, \lambda) & =\omega^{-1} \sin (\omega) I_{K}-2^{-1} \omega^{-2} \cos (\omega) Q_{0} \\
& +2^{-2} \omega^{-3} \sin (\omega)\left[Q(1)+Q(0)-\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t\right]+O\left(\omega^{-4} e^{|\Im \omega|}\right) \\
C^{\prime}(1, \lambda) & =-\omega \sin (\omega) I_{K}+2^{-1} \cos (\omega) Q_{0} \\
& +2^{-2} \omega^{-1} \sin (\omega)\left[Q(1)+Q(0)+\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t\right]+O\left(\omega^{-2} e^{|\Im \omega|}\right) \\
S^{\prime}(1, \lambda) & =\cos (\omega) I_{K}+2^{-1} \omega^{-1} \sin (\omega) Q_{0} \\
& -2^{-2} \omega^{-2} \cos (\omega)\left[Q(1)-Q(0)+\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t\right]+O\left(\omega^{-3} e^{|\Im \omega|}\right) .
\end{align*}
$$

4. Eigenvalues and traces. Eigenvalue problems given by (1a), together with separated boundary conditions, will be considered next. For simplicity the eigenvalue problem is assumed to have the form

$$
\begin{align*}
-Y^{\prime \prime}+Q(x) Y & =\lambda Y, \quad Y \in \mathbf{C}^{K}, \quad \lambda \in \mathbf{C}  \tag{4a}\\
Y_{i}^{(j(i))}(0) & =0=Y_{i}^{(k(i))}(1), \quad i=1, \ldots, K, \quad j(i), k(i) \in\{0,1\}
\end{align*}
$$

so that for each component either the value of the function or its derivative vanishes at each endpoint. To further facilitate the development, assume that the matrix $Q_{0}$ is diagonal, $Q_{0}=\operatorname{diag}\left[q_{1}, \ldots, q_{K}\right]$. Each of the expansions (3b) now has diagonal matrix coefficients for the first two terms. Under the weaker assumption that $Q_{0}$ is similar to a diagonal matrix, a simple linear change of variables reduces (1a) to the case of diagonal $Q_{0}$. Some of the results below would require modifications to account for this transformation.

For each $\lambda$ there is a $K$-dimensional space of solutions to the eigenvalue equation satisfying the boundary conditions at 0 . A basis for these solutions is given by the columns of the $K \times K$ matrix $T(x, \lambda)$, obtained by selecting $K$ columns from the $K \times 2 K$ matrix $(C(x, \lambda) S(x, \lambda))$, where the $i$ th boundary condition at 0 dictates the selection of column $i$ if the derivative vanishes and the $(K+i)$ th column if the function vanishes. The problem (4a) will have an eigenvalue at $\lambda$ if and only if some nontrivial linear combination of these basis functions satisfies the boundary conditions at 1 .

Define the $K \times K$ matrix $\mathcal{T}(\lambda)$ whose entries $T_{i j}^{(k(i))}(1, \lambda)$ are obtained by applying the $i$ th boundary functional at 1 from (4a) to the $j$ th column of $T$. The $i j$ th entry of $\mathcal{T}(\lambda)$ is, therefore, the $i j$ th entry of one of the matrices $C(1, \lambda), S(1, \lambda), C^{\prime}(1, \lambda)$, or $S^{\prime}(1, \lambda)$. The problem (4a) has an eigenvalue at $\lambda$ if and only if $\operatorname{det} \mathcal{T}(\lambda)=0$ or, equivalently, if one of the eigenvalues of $\mathcal{T}(\lambda)$ is 0 .

The eigenvalues of (4a) will be compared to the eigenvalues of $-D^{2}+Q_{0}$ with the same boundary conditions. Since $Q_{0}$ is diagonal and the boundary conditions respect the decoupling of the system of equations, we may partition the eigenvalues into $K$ subsequences $\lambda_{n, k}^{0}$ which are the eigenvalues of the $k$ th component problem. For each $k$ the subsequence is listed with increasing real parts. The eigenvalues $\lambda_{n, k}^{0}$ are the roots of one of the functions $\cos \left(\sqrt{\lambda-q_{k}}\right), \sin \left(\sqrt{\lambda-q_{k}}\right) / \sqrt{\lambda-q_{k}}$, or $\sqrt{\lambda-q_{k}} \sin \left(\sqrt{\lambda-q_{k}}\right)$, respectively, giving

$$
\lambda_{n, k}^{0}=\left\{\begin{array}{ccc}
{\left[n-\frac{1}{2}\right]^{2} \pi^{2}} & + & q_{k} \\
n^{2} \pi^{2} & + & q_{k} \\
{[n-1]^{2} \pi^{2}} & + & q_{k}
\end{array}\right\} \quad n=1,2,3, \ldots
$$

THEOREM 4.1. Suppose that $Q_{0}$ is a diagonal matrix and $Q(x) \in C^{2}$. There is a sequence $d_{n, k}$ of disks containing the $\lambda_{n, k}^{0}$ with radii $\alpha_{n, k}=O\left(n^{-1}\right)$ such that every disk contains at least one eigenvalue of (4a) and every eigenvalue of (4a) lies inside a disk.

If the off-diagonal entries of the matrices $Q(1), Q(0)$, and $\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t$ vanish, or if the boundary conditions have the form $Y_{i}^{(j)}(0)=0=Y_{i}^{(k)}(1)$ for $j, k \in$ $\{0,1\}$ (not depending on $i$ ), then this estimate improves to $\alpha_{n, k}=O\left(n^{-2}\right)$.

Proof. For $\omega \neq 0$ define diagonal matrices $\Omega_{1}, \Omega_{2}$ as follows. $\Omega_{1}$ has $i$ th diagonal entry 1 (respectively, $\omega^{-1}$ ) if the $i$ th boundary condition at 1 requires the function (respectively, derivative) to vanish. $\Omega_{2}$ has $i$ th diagonal entry $\omega$ (respectively, 1 ) if the
$i$ th boundary condition at 0 requires the function (respectively, derivative) to vanish. Now define $R=\Omega_{1} \mathcal{T} \Omega_{2}$.

The matrix $R=\left(r_{i j}\right)$ has off-diagonal entries which are $O\left(\omega^{-2} e^{|\Im \omega|}\right)$. The $k$ th diagonal entry $r_{k k}$ of $R$ has one of the forms

$$
r_{k k}=\cos (\omega)+2^{-1} q_{k} \omega^{-1} \sin (\omega)+c_{k} \omega^{-2} \cos (\omega)+O\left(\omega^{-3} e^{|\Im \omega|}\right)
$$

or

$$
\pm r_{k k}=\sin (\omega)-2^{-1} q_{k} \omega^{-1} \cos (\omega)+c_{k} \omega^{-2} \cos (\omega)+O\left(\omega^{-3} e^{|\Im \omega|}\right) .
$$

The constant $\pm c_{k}$, which may be obtained from (3b), is the $k$ th diagonal entry of one of the matrices

$$
Q(1) \pm Q(0) \pm \int_{0}^{1} Q(t) \int_{0}^{t} Q(s)
$$

Since

$$
\begin{aligned}
& \cos \left(\sqrt{\lambda-q_{k}}\right)=\left[1-2^{-3} \omega^{-2} q_{k}^{2}\right] \cos (\omega)+2^{-1} \omega^{-1} q_{k} \sin (\omega)+O\left(\omega^{-3} \exp (|\Im \omega|)\right) \\
& \sin \left(\sqrt{\lambda-q_{k}}\right)=\left[1-2^{-3} \omega^{-2} q_{k}^{2}\right] \sin (\omega)-2^{-1} \omega^{-1} q_{k} \cos (\omega)+O\left(\omega^{-3} \exp (|\Im \omega|)\right)
\end{aligned}
$$

the diagonal entries of $R$ may be written as $\rho_{k}+O\left(\omega^{-3} e^{|\Im \omega|}\right)$, where

$$
\rho_{k}=\left(1+\omega^{-2}\left[2^{-3} q_{k}^{2}+c_{k}\right]\right) \cos \left(\sqrt{\lambda-q_{k}}\right)
$$

or

$$
\pm \rho_{k}=\left(1+\omega^{-2}\left[2^{-3} q_{k}^{2}+c_{k}\right]\right) \sin \left(\sqrt{\lambda-q_{k}}\right)
$$

If $\lambda \neq 0$, the matrix $\mathcal{T}(\lambda)$ has an eigenvalue 0 if and only if $R(\lambda)$ does. Write $R=R_{0}+R_{1}$, where $R_{0}$ is diagonal with entries $\rho_{k}$ and $R_{1}=O\left(\omega^{-2} e^{|\Im \omega|}\right)$. If $\Sigma(R)$ denotes the set of eigenvalues of $R$, then since $R_{0}$ is normal, we have the estimate [7, p. 291]

$$
\operatorname{dist}\left(\Sigma(R), \Sigma\left(R_{0}\right)\right) \leq\left\|R_{1}\right\|
$$

Now if $|\Im z|>1$, we have

$$
|\sin (z)| \geq \frac{\exp (|\Im z|)}{4}, \quad|\cos (z)| \geq \frac{\exp (|\Im z|)}{4}
$$

and for $|\Im z| \leq 1$, there is a $C>0$ such that

$$
|\sin (z)| \geq C \operatorname{dist}(z,\{m \pi\}),|\cos (z)| \geq C \operatorname{dist}\left(z,\left\{\left[m+\frac{1}{2}\right] \pi\right\}\right), m=0, \pm 1, \pm 2, \ldots
$$

These estimates show that if $R(\lambda)$ has 0 as an eigenvalue for $|\lambda| \geq 1$, then $|\Im \omega| \leq C$, and for some $k$ the diagonal entry $\rho_{k}(\lambda) \leq C|\omega|^{-2}$. Suppose $\rho_{k} \simeq \sin \left(\sqrt{\lambda-q_{k}}\right)$ and consider $\lambda$ satisfying $(n-1 / 2)^{2} \pi^{2} \leq|\lambda|<(n+1 / 2)^{2} \pi^{2}$. If such a $\lambda$ is an eigenvalue, then $\sqrt{\lambda-q_{k}}=n \pi+O\left(n^{-2}\right)$, or $\lambda=n^{2} \pi^{2}+q_{k}+O\left(n^{-1}\right)$. The result is similar if $\rho_{k} \simeq \cos \left(\sqrt{\lambda-q_{k}}\right)$. This shows that if $\lambda$ is an eigenvalue, then $\left|\lambda-\lambda_{n, k}^{0}\right|=O\left(n^{-1}\right)$ for some $\lambda_{n, k}^{0}$.

A perturbation argument [7, pp. 368-371] will show that for some $C$ and $n \geq 1$, every disk $\left|\lambda-\lambda_{n, k}^{0}\right| \leq C n^{-1}$ contains at least one eigenvalue. Consider the family of operators $L(t)=-D^{2}+Q_{0}+t\left[Q-Q_{0}\right]$ for $0 \leq t \leq 1$ whose domain is determined by the boundary conditions of (4a). Each of these operators on $\oplus_{K} L^{2}[0,1]$ has compact resolvent. The spectrum consists of the eigenvalues $\lambda_{n, k}^{0}$ when $t=0$, and by the previous discussion, there is a family of open disks such as in the statement of the theorem whose complement is in the resolvent set for the entire family $L(t)$. If necessary, this sequence of disks may be modified so that any two disks $d_{n, k}$ are either the same or disjoint. Since the boundary of each disk is in the resolvent set for $0 \leq t \leq 1$, the corresponding family of spectral projections, which is continuous in $t$, has constant rank, and so each disk contains at least one eigenvalue.

The additional hypotheses provide improved estimates since they guarantee that $R_{1}=O\left(\omega^{-3} e^{|\Im \omega|}\right)$. This is clear from (3b) in case the off-diagonal entries of the matrices $Q(1), Q(0)$, and $\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t$ vanish. In the cases of Dirichlet and Neumann boundary conditions, the trigonometric function in the third term of (3b) is $O\left(n^{-1}\right)$ when $\left|\lambda-\lambda_{n, k}^{0}\right|=O\left(n^{-1}\right)$.

The conclusion of the previous theorem may be strengthened if $Q(x)=Q^{*}(x)$, since the operators $-D^{2}+Q_{0}+t\left[Q(x)-Q_{0}\right]$ associated to the eigenvalue problem (4a) form a self-adjoint holomorphic family on $\oplus_{K} L^{2}[0,1]$, each operator having compact resolvent. In this case [7, p. 392], the eigenvalues $\lambda_{n, k}^{0}$, counted with multiplicity, may be extended from $t=0$ to $t=1$, yielding the next result.

Corollary 4.2. Suppose that $Q_{0}$ is a diagonal matrix, $Q(x)=Q^{*}(x)$, and $Q(x) \in C^{2}$. Then the eigenvalues of the problem (4a), counted with multiplicity, may be indexed as $\lambda_{n, k}$ such that

$$
\left|\lambda_{n, k}-\lambda_{n, k}^{0}\right| \leq C n^{-1}
$$

The supplementary conditions in Theorem 4.1 will again improve these estimates to

$$
\left|\lambda_{n, k}-\lambda_{n, k}^{0}\right| \leq C n^{-2}
$$

The next goal is to refine the eigenvalue estimates of Theorem 4.1 and Corollary 4.2. If $Q(x) \in C^{J}$, then a more precise description of $R(\lambda)$ may be obtained using the expansions of Lemmas 3.1 and 3.2. This expansion has the form

$$
R(\lambda)=\sum_{j=0}^{J} \omega^{-j}\left[\alpha_{j} \cos (\omega)+\beta_{j} \sin (\omega)\right]+O\left(\omega^{-J-1} e^{|\Im \omega|}\right)
$$

where $\alpha_{j}, \beta_{j}$ are constant $K \times K$ matrices. If $Q_{0}$ is a diagonal matrix with distinct diagonal entries, and $Q(x) \in C^{J}, J \geq 2$, then by Theorem 4.1 eigenvalues of (4a) with sufficiently large magnitude will be simple and may be indexed as $\lambda_{n, k}$ such that

$$
\left|\lambda_{n, k}-\lambda_{n, k}^{0}\right| \leq C n^{-1}
$$

The same remarks apply also for the large zeroes $\lambda_{n, k}^{J}$ of the function $\operatorname{det} R_{J}(\lambda)$, where

$$
R_{J}(\lambda)=\sum_{j=0}^{J} \omega^{-j}\left[\alpha_{j} \cos (\omega)+\beta_{j} \sin (\omega)\right]
$$

According to Theorem 4.1, the eigenvalues of (4a) are contained in disks $\delta_{m}$ of the form $\delta_{m}=\left\{\left|\lambda-m^{2} \pi^{2}\right| \leq C\right\}$ or disks of the form $\left\{\left|\lambda-[m+1 / 2]^{2} \pi^{2}\right| \leq C\right\}$. Since the cases are similar we will examine only the first case.

Consider the diagonal matrix $R_{0}(\lambda)$ with diagonal entries $\rho_{k}(\lambda)$ for $\lambda$ inside a disk $\delta_{m}$. Since $\sqrt{\lambda-q_{k}}=m \pi+O\left(m^{-1}\right)$, the eigenvalues $\rho_{k}$ of $R_{0}$ are $\pm 1+O\left(m^{-2}\right)$ or $O\left(m^{-1}\right)$. For $\lambda \in \delta_{m}$ the matrices $R(\lambda)$ and $R_{J}(\lambda)$ are perturbations of $R_{0}(\lambda)$ satisfying

$$
R(\lambda)-R_{0}(\lambda)=O\left(m^{-2}\right), \quad R_{J}(\lambda)-R_{0}(\lambda)=O\left(m^{-2}\right)
$$

Since $R_{0}(\lambda)$ is normal, the spectra of the matrices $R(\lambda)$ and $R_{J}(\lambda)$ satisfy [7, p. 94]

$$
\begin{equation*}
\operatorname{dist}\left(\Sigma(R), \Sigma\left(R_{0}\right)\right)=O\left(m^{-2}\right), \quad \operatorname{dist}\left(\Sigma\left(R_{J}\right), \Sigma\left(R_{0}\right)\right)=O\left(m^{-2}\right), \quad \lambda \in \delta_{m} \tag{4b}
\end{equation*}
$$

For $m$ sufficiently large, and $\lambda \in \delta_{m}$, these eigenvalues may be partitioned into three groups, lying, respectively, in the disks $|\zeta| \leq 1 / 4$ and $|\zeta \pm 1| \leq 1 / 4$. For each of the matrices $R(\lambda), R_{0}(\lambda)$, and $R_{J}(\lambda)$, the number of eigenvalues in each group, counted with algebraic multiplicity, is the same. For $l=1, \ldots, L$, denote by $\tau_{l}(\lambda)$, $\tau_{l}^{0}(\lambda)$, and $\tau_{l}^{J}(\lambda)$, respectively, the corresponding eigenvalues of $R(\lambda), R_{0}(\lambda)$, and $R_{J}(\lambda)$ in the disk $|\zeta| \leq 1 / 4$.

Lemma 4.3. Suppose that $Q_{0}$ has distinct diagonal entries, and $Q(x) \in C^{J}$, $J \geq 2$. For $\lambda \in \delta_{m}$ with $m$ sufficiently large, the eigenvalues $\tau_{l}(\lambda), \tau_{l}^{0}(\lambda)$, and $\tau_{l}^{J}(\lambda)$ are simple and analytic in $\lambda$. In addition

$$
\tau_{l}(\lambda)^{\prime}=\frac{ \pm 1}{2 m \pi}+O\left(m^{-2}\right)
$$

in the disks $\tilde{\delta}_{m}$ centered at $m^{2} \pi^{2}$ with half the radius of $\delta_{m}$.
Proof. By definition of $R_{0}$

$$
\pm \tau_{l}^{0}(\lambda)=\left(1+\omega^{-2}\left[2^{-3} q_{l}^{2}+c_{l}\right]\right) \sin \left(\sqrt{\lambda-q_{l}}\right)
$$

A Taylor expansion of the sine function near $\lambda=m^{2} \pi^{2}$ shows that for $m$ sufficiently large and $\lambda \in \delta_{m}$

$$
\left|\tau_{k}^{0}-\tau_{l}^{0}\right| \geq \frac{\left|q_{k}-q_{l}\right|}{4 m}
$$

By (4b) the same type of estimate holds for $\tau_{l}(\lambda)$ and $\tau_{l}^{J}(\lambda)$ as well. The analyticity now follows from the analyticity of the matrices $R, R_{0}$, and $R_{J}$.

The derivative estimate follows from the Cauchy integral representation

$$
\tau_{l}(\lambda)^{\prime}-\tau_{l}^{0}(\lambda)^{\prime}=\frac{1}{2 \pi i} \int_{\partial \delta_{m}} \frac{\tau_{l}(z)-\tau_{l}^{0}(z)}{(z-\lambda)^{2}} d z
$$

Since

$$
\left|\tau_{l}(\lambda)-\tau_{l}^{0}(\lambda)\right|=O\left(m^{-2}\right)
$$

for $\lambda \in \delta_{m}$, it follows that

$$
\left|\tau_{l}(\lambda)^{\prime}-\tau_{l}^{0}(\lambda)^{\prime}\right|=O\left(m^{-2}\right)
$$

inside the disks $\tilde{\delta}_{m}$. The desired estimate follows from the elementary calculation $\tau_{l}^{0}(\lambda)^{\prime}= \pm 1 /(2 m \pi)+O\left(m^{-3}\right)$.

THEOREM 4.4. Suppose that $Q_{0}$ is a diagonal matrix with distinct diagonal entries, and $Q(x) \in C^{J}, J \geq 2$. For $n$ sufficiently large the eigenvalues $\lambda_{n, k}$ of (4a) satisfy

$$
\left|\lambda_{n, k}-\lambda_{n, k}^{J}\right| \leq C n^{-J}
$$

Proof. Our main goal is to show that the resolvent $[R(\lambda)-\zeta]^{-1}$ satisfies an estimate

$$
\left\|[R(\lambda)-\zeta]^{-1}\right\| \leq \frac{C}{\operatorname{dist}(\zeta, \Sigma(R))}
$$

for $|\zeta| \leq 1 / 4$, the estimate holding uniformly for $\lambda \in \tilde{\delta}_{m}$ for $m$ large (and in corresponding disks centered at $\left.[m+1 / 2]^{2} \pi^{2}\right)$.

Define the projections

$$
P_{0}=\frac{-1}{2 \pi i} \int_{|\zeta|=1 / 4}[R(\lambda)-\zeta]^{-1} d \zeta, \quad P_{ \pm 1}=\frac{-1}{2 \pi i} \int_{|\zeta \pm 1|=1 / 4}[R(\lambda)-\zeta]^{-1} d \zeta
$$

These projections may be used to decompose the operator $R$ [7, pp. 40-43]. Since $R(\lambda)-R_{0}(\lambda)=O\left(m^{-2}\right)$ and $\left\|\left[R_{0}(\lambda)-\zeta\right]^{-1}\right\|=1 / \operatorname{dist}\left(\zeta, \Sigma\left(R_{0}\right)\right)$, the expression

$$
\begin{equation*}
[R(\lambda)-\zeta]^{-1}=\left[R_{0}(\lambda)-\zeta\right]^{-1}\left[I+\left(R-R_{0}\right)\left[R_{0}-\zeta\right]^{-1}\right]^{-1} \tag{4c}
\end{equation*}
$$

shows that the projections $P_{0}, P_{ \pm 1}$ converge to the corresponding orthogonal projections $\widetilde{P_{0}}, \widetilde{P_{ \pm 1}}$ for $R_{0}$. The convergence is uniform for large $m$ and $\lambda \in \delta_{m}$.

Decompose $X \in \mathbf{C}^{K}$ as $X=X_{0}+X_{1}+X_{-1}$ where $X_{i}$ is in the range of $P_{i}$. Since $R(\lambda)$ is bounded in the disks $\delta_{m}$, and $P_{i}(\lambda) \rightarrow \widetilde{P_{i}(\lambda)}$, we have, for $i= \pm 1$,

$$
\begin{aligned}
\left\|(R-\zeta) X_{i}\right\| & \geq\left\|(R-\zeta) \widetilde{P}_{i} X_{i}\right\|-\left\|(R-\zeta)\left(P_{i}-\widetilde{P}_{i}\right) X_{i}\right\| \\
& \rightarrow|i-\zeta|\left\|\widetilde{P}_{i} X_{i}\right\|, \quad|\zeta| \leq \frac{1}{4}
\end{aligned}
$$

The convergence $P_{i}(\lambda) \rightarrow \widetilde{P_{i}(\lambda)}$ then implies

$$
\left\|(R-\zeta) X_{i}\right\| \geq \frac{1}{4}\left\|X_{i}\right\|
$$

for $m$ large, or

$$
\left\|[R(\lambda)-\zeta]^{-1} P_{i}\right\| \leq 4, \quad \lambda \in \delta_{m}, \quad|\zeta| \leq \frac{1}{4}
$$

We next consider $\left\|[R(\lambda)-\zeta]^{-1} P_{0}\right\|$, for $\lambda \in \delta_{m}$, and $|\zeta| \leq 1 / 4$. The proof of Lemma 4.3 shows that for $m$ large and $\lambda \in \delta_{m}$, the eigenvalues $\tau_{l}^{0}$ of $R_{0}$ are distinct and $\left|\tau_{k}^{0}-\tau_{l}^{0}\right| \geq C / m$. Let $\gamma_{l}$ be a collection of circular contours centered at $\tau_{l}^{0}$ with radius $C /(4 m)$. Define projections

$$
\mathcal{P}_{l}=\frac{-1}{2 \pi i} \int_{\gamma_{l}}[R(\lambda)-\zeta]^{-1} d \zeta, \quad \widetilde{\mathcal{P}_{l}}=\frac{-1}{2 \pi i} \int_{\gamma_{l}}\left[R_{0}(\lambda)-\zeta\right]^{-1} d \zeta
$$

Since $\left\|R(\lambda)-R_{0}(\lambda)\right\|=O\left(m^{-2}\right)$ the expression (4c) leads to the estimate

$$
\left\|\mathcal{P}_{l}-\widetilde{\mathcal{P}}_{l}\right\|=\left\|\frac{-1}{2 \pi i} \int_{\gamma_{l}}[R(\lambda)-\zeta]^{-1}-\left[R_{0}(\lambda)-\zeta\right]^{-1} d \zeta\right\|=O\left(m^{-1}\right), \quad \lambda \in \delta_{m}
$$

Thus, the part of the operator $R(\lambda)$ on the $L$-dimensional range of $P_{0}$ has $L$ distinct eigenvalues and may be diagonalized with a matrix $S$ whose columns are eigenvectors of $R(\lambda)$. The comparison of $\mathcal{P}_{l}$ with $\widetilde{\mathcal{P}_{l}}$ shows that these eigenvectors may be chosen to converge to standard basis vectors, so that $\|S(\lambda)\|$ and $\left\|S^{-1}(\lambda)\right\|$ converge to 1 as $\lambda \rightarrow \infty$. This easily gives the estimate

$$
\left\|[R(\lambda)-\zeta]^{-1} P_{0}\right\| \leq \frac{C}{\operatorname{dist}(\zeta, \Sigma(R(\lambda))}, \quad|\zeta| \leq \frac{1}{4}
$$

Putting the pieces together we find

$$
\begin{aligned}
\left\|[R(\lambda)-\zeta]^{-1}\right\| & =\|[R(\lambda)-\zeta]^{-1}\left[P_{0}+P_{1}+P_{-1} \|\right. \\
& \leq\left\|[R(\lambda)-\zeta]^{-1} P_{0}\right\|+\left\|[R(\lambda)-\zeta]^{-1} P_{1}\right\|+\left\|[R(\lambda)-\zeta]^{-1} P_{-1}\right\| \\
& \leq \frac{C}{\operatorname{dist}(\zeta, \Sigma(R(\lambda))}
\end{aligned}
$$

as desired.
To conclude the proof, recall that $R(\lambda)-R_{J}(\lambda)=O\left(m^{-J-1}\right)$. Similar to the argument about perturbations of the normal matrix $R_{0}$, we find that $\left|\tau_{l}-\tau_{l}^{J}\right|=$ $O\left(m^{-J-1}\right)$. Now Lemma 4.3 states that $\tau_{l}(\lambda)^{\prime}= \pm 1 /(2 m \pi)+O\left(m^{-2}\right)$ for $\lambda \in \tilde{\delta_{m}}$. For some $l, \tau_{l}\left(\lambda_{n, k}\right)=0$, which implies $\tau_{l}^{J}\left(\lambda_{n, k}\right)=O\left(m^{-J-1}\right)$ or

$$
\left|\lambda_{n, k}-\lambda_{n, k}^{J}\right|=O\left(m^{-J}\right)
$$

The eigenvalue estimate of Corollary 4.2 for the Dirichlet boundary conditions $Y(0)=0=Y(1)$ was conjectured in [11] and served as the basis for development of a trace formula. We develop an alternative approach to trace formulas of any order based on Lemma 2.1 and some observations about the entire function $\operatorname{det}(\mathcal{T}(\lambda))$.

Suppose first that $Q_{0}$ is diagonal and $Q(x) \in C^{2}$. Since the determinant of $R$ has the form

$$
\operatorname{det}(R)=\sum_{\sigma} \prod_{k=1}^{K}(-1)^{\operatorname{sgn}(\sigma)} r_{k, \sigma(k)}
$$

the sum taken over permutations $\sigma$ of $1, \ldots, K$, each summand is either the product of all the diagonal entries or has two off-diagonal factors. Each off-diagonal entry of $R$ is $O\left(\omega^{-2} e^{|\Im \omega|}\right)$, so that any product in the determinant with two off-diagonal factors is $O\left(\omega^{-4} e^{K|\Im \omega|}\right)$.

This analysis may be improved when $Q(x) \in C^{J}$, and the expansions of Lemmas 3.1 and 3.2 refine the estimates (3b). Recall that $p_{j}(\omega)$ is a trigonometric polynomial of degree at most $K$ if

$$
p_{j}(\omega)=\sum_{k=-K}^{K} c_{k} e^{i k \omega}
$$

The next result summarizes the nature of $\operatorname{det}(\mathcal{T}(\lambda))$.

Theorem 4.5. The function $\operatorname{det}(\mathcal{T}(\lambda))$ is an entire function of order $1 / 2$. The zeroes of $\operatorname{det}(\mathcal{T}(\lambda))$ are precisely the eigenvalues of (4a), and their orders agree with the algebraic multiplicity of the eigenvalue. If $Q(x) \in C^{J}$, then for some integer $L$

$$
\operatorname{det}(\mathcal{T}(\lambda))=\omega^{L}\left[\sum_{j=0}^{J} \omega^{-j} p_{j}(\omega)+O\left(\omega^{-J-1} e^{K|\Im \omega|}\right)\right]
$$

where the functions $p_{j}$ are trigonometric polynomials of degree at most $K$ whose coefficients are determined by the coefficients $A_{j}(1), \ldots, D_{j}(1)$, for $j \leq J$ of Lemmas 3.1 and 3.2. In particular if $J \geq 2$, then

$$
\operatorname{det}(\mathcal{T}(\lambda))=\omega^{L}\left[\prod_{k=1}^{K} \rho_{k}+O\left(\omega^{-3} e^{K|\Im \omega|}\right)\right]
$$

The only claim in Theorem 4.5 that requires further comment is that the order of the zeroes of $\operatorname{det}(\mathcal{T}(\lambda))$ agrees with the algebraic multiplicity of the eigenvalues of (4a). We sketch the argument. The claim is easy to check directly if $Q(x)$ is diagonal and all eigenvalues are simple. In the general case connect $Q(x)$ to a diagonal coefficient $Q_{1}(x)$ with all eigenvalues simple by an analytic path $Q_{1}(x)+z\left[Q(x)-Q_{1}(x)\right]$. The eigenvalues (depending now on $z$ ) for (4a) may be partitioned into finite systems, and for each system [7, p. 370] the eigenvalues are simple except for a finite set of $z$ with $|z|<2$. As long as all the eigenvalues in a finite system remain simple, the result holds by analytic continuation, and the exceptional points are handled by continuity.

We are now prepared to compute the traces appearing in Lemma 2.1.
THEOREM 4.6. Suppose that $Q(x), \widetilde{Q}(x) \in C^{J}, J \geq 2$, and that the matrices $R_{J}(\lambda)$ and $\widetilde{R}_{J}(\lambda)$ agree. The matrix $Q_{0}$ is assumed to have distinct diagonal entries.

The respective eigenvalues $\mu_{n}$ and $\nu_{n}$ of the problems (4a) may be ordered such that

$$
\sum_{n}\left|\mu_{n}^{l}-\nu_{n}^{l}\right|<\infty, \quad l=1, \ldots,\left\lfloor\frac{J}{2}\right\rfloor
$$

Moreover, the traces

$$
\sum_{n} \mu_{n}^{l}-\nu_{n}^{l}
$$

may be expressed as polynomials in the coefficients of the trigonometric polynomials $p_{j}$ of Theorem 4.5.

Proof. The arguments of Theorem 4.4 show that there is a $C_{1}>0$ such that the eigenvalues $\mu_{n}$ and $\nu_{n}$ with magnitude greater than $C_{1}$ may be paired by choosing the closest member from the other sequence. In addition $C_{1}$ may be chosen so that the circle $|\lambda|=C_{1}$ is in the resolvent set for all the operators $-D^{2}+\widetilde{Q}(x)+t[Q(x)-\widetilde{Q}(x)]$ for $0 \leq t \leq 1$. It follows that the algebraic multiplicity for the system of eigenvalues inside the circle is independent of $t$, and these eigenvalues $\mu_{n}$ and $\nu_{n}$, represented with algebraic multiplicity, may be paired arbitrarily.

With this indexing scheme Theorem 4.4 shows that

$$
\left|\mu_{n}-\nu_{n}\right|=O\left(n^{-J}\right)
$$

Since $\left|\mu_{n}\right| \leq C n^{2}$ we have

$$
\sum_{n}\left|\mu_{n}-\nu_{n}\right|\left[\left|\mu_{n}\right|^{j-1-\epsilon}+\left|\mu_{n}\right|^{j-1-\epsilon}\right]<\infty
$$

as long as $j \leq(J+2) / 2$ and $\epsilon>1 / 2$. Lemma 2.1 now applies to give the existence of the traces.

By Theorem 4.5 and the Hadamard product theorem [1], the functions $\operatorname{det}(\mathcal{T}(\lambda))$ and $\operatorname{det}(\widetilde{\mathcal{T}}(\lambda))$ play the role of the functions $f$ and $g$ of Lemma 2.1. What remains, then, is to compute the asymptotics for

$$
\log \left(\frac{\operatorname{det}(\mathcal{T}(\lambda))}{\operatorname{det}(\widetilde{\mathcal{T}}(\lambda))}\right)
$$

as $\lambda \rightarrow-\infty$ along the real axis. Divide $\operatorname{det}(\mathcal{T}(\lambda))$ and $\operatorname{det}(\widetilde{\mathcal{T}}(\lambda))$ by $\omega^{L} \exp (K|\Im \omega|)$. By Theorem 4.5 the expression

$$
\frac{\operatorname{det}(\mathcal{T}(\lambda))}{\omega^{L} \exp (-i K \Im \omega)}
$$

and the corresponding expression for $\widetilde{\mathcal{T}}$ are a sum of a polynomial in $\omega^{-1}$ of degree $J$ and terms that decay like $O\left(\omega^{-J-1}\right)$ as $\lambda \rightarrow-\infty$. In addition, the order zero coefficients are not zero. The computations are completed using a power series expansion for $\log (1+z)$.

These techniques may be used to resolve a question [11] about the computation of traces for systems of the form (4a) with the Dirichlet boundary conditions $Y_{i}(0)=$ $0=Y_{i}(1)$. In this case it is sufficient to assume that $Q_{0}$ is similar to a diagonal matrix since the application of the similarity transformation to (4a) will leave the boundary conditions fixed.

THEOREM 4.7. Suppose that $Q \in C^{2}$ is real symmetric and the boundary conditions $Y_{i}(0)=0=Y_{i}(1)$ are used for the problem (4a). Let $\lambda_{n, k}$ be the eigenvalues with coefficient $Q(x)$ and $\lambda_{n, k}^{0}$ be the eigenvalues with coefficient $Q_{0}$. Then

$$
\sum_{n} \sum_{k}\left(\lambda_{n, k}-\lambda_{n, k}^{0}\right)=\operatorname{tr} \frac{Q(1)+Q(0)-2 Q_{0}}{4}
$$

Proof. Consider the two functions $\mathcal{T}(\lambda)$ and $\mathcal{T}_{0}(\lambda)$ associated, respectively, with the coefficients $Q(x)$ and its integral $Q_{0}$. From (3b) the constants $c_{k}$ in the diagonal entries $\rho_{k}$ of $R_{0}(\lambda)$ are the diagonal entries $\alpha_{k}$ of

$$
2^{-2}\left[Q(1)+Q(0)-\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t\right]
$$

for $Q(x)$, and they are the diagonal entries $\beta_{k}=2^{-1} q_{k}-2^{-3} q_{k}^{2}$ of $2^{-1} Q_{0}-2^{-3} Q_{0}^{2}$ for the diagonal matrix $Q_{0}$. Theorem 4.5 shows that

$$
\frac{\operatorname{det}(\mathcal{T}(\lambda))}{\operatorname{det}\left(\mathcal{T}_{0}(\lambda)\right)}=\frac{\prod_{k}\left(1+\omega^{-2}\left[2^{-3} q_{k}^{2}-\alpha_{k}\right]\right)+O\left(\omega^{-3}\right)}{\prod_{k}\left(1+\omega^{-2}\left[2^{-3} q_{k}^{2}-\beta_{k}\right]\right)+O\left(\omega^{-3}\right)}
$$

and a Taylor expansion gives

$$
\log \left(\frac{\operatorname{det}(\mathcal{T}(\lambda))}{\operatorname{det}\left(\mathcal{T}_{0}(\lambda)\right)}\right)=\lambda^{-1} \sum_{k}\left(\beta_{k}-\alpha_{k}\right)+O\left(\omega^{-3}\right)
$$

By Corollary 4.2, the Dirichlet boundary conditions imply that $\left|\lambda_{n, k}-\lambda_{n, k}^{0}\right|=$ $O\left(n^{-2}\right)$. Lemma 2.1 applies with $1 / 2<\epsilon<1$ to give

$$
\sum_{n} \sum_{k}\left(\lambda_{n, k}-\lambda_{n, k}^{0}\right)=\sum_{k}\left(\beta_{k}-\alpha_{k}\right)
$$

Notice that if $A$ and $B$ are symmetric matrices, then

$$
(A B)_{i i}=\sum_{j} a_{i j} b_{j i}=\sum_{j} a_{j i} b_{i j}=\sum_{j} b_{i j} a_{j i}=(B A)_{i i}
$$

Thus, if $Q(t)$ is symmetric, the diagonal entries of $\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t$ will agree with those of $\int_{0}^{1} \int_{0}^{t} Q(s) d s Q(t) d t$. Differentiation gives

$$
\partial_{x}\left(\int_{0}^{x} Q(t) d t\right)^{2}=Q(x) \int_{0}^{x} Q(t) d t+\int_{0}^{x} Q(t) d t Q(x)
$$

and integration shows that the diagonal entries of $\int_{0}^{1} Q(t) \int_{0}^{t} Q(s) d s d t$ are $2^{-1} q_{k}^{2}$. These common contributions drop out of the differences $\alpha_{k}-\beta_{k}$, showing that

$$
\sum_{n} \sum_{k}\left(\lambda_{n, k}-\lambda_{n, k}^{0}\right)=\operatorname{tr} \frac{Q(1)+Q(0)-2 Q_{0}}{4}
$$
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#### Abstract

In this paper we study the existence and stability properties of certain solutions of a semilinear parabolic equation with Robin boundary conditions. We are actually interested in solutions that exhibit both boundary and internal layers. We give an extension of the SturmLiouville theory to treat this problem and compute the number of stable solutions. We also completely determine the attractor for a few examples. Finally, we show that our results are robust and that, in particular, the structure of these attractors persist under small perturbations.
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1. Introduction. If $u(x, t)$ is a smooth function, we let $\dot{u}=\partial u / \partial t, u^{\prime}=\partial u / \partial x$, $u^{\prime \prime}=\partial^{2} u / \partial x^{2}$. We are interested in the study of the flow defined by the scalar reaction diffusion equation

$$
\begin{equation*}
\dot{u}=\epsilon^{2} u^{\prime \prime}+f(x, u), \quad 0<x<1, \quad t \geq 0, \quad \epsilon>0 \tag{1}
\end{equation*}
$$

with the boundary conditions

$$
\left\{\begin{array}{l}
\alpha_{0} u(0, t)-\left(1-\alpha_{0}\right) u^{\prime}(0, t)=\beta_{0},  \tag{2}\\
\alpha_{1} u(1, t)+\left(1-\alpha_{1}\right) u^{\prime}(1, t)=\beta_{1},
\end{array}\right.
$$

where $0 \leq \alpha_{0}, \alpha_{1} \leq 1$ and $\beta_{0}, \beta_{1}$ are real constants.
The function $f$ is assumed to be smooth in $u$ and we consider the solutions of (1) with initial value in $H^{1}(0,1)$. We suppose also that $f$ satisfies a dissipative condition for large $u$ which will ensure that there is a compact global attractor. This will be the case, for example, if $f$ and $u$ have opposite signs for large values of $|u|$. A typical example and the one that will be the center of our attention in this paper is the case where $f$ is a cubic polynomial in $u$ and is given explicitly by

$$
\begin{equation*}
f(x, u)=u(1-u)(u-c(x)), \quad 0<c(x)<1 \tag{3}
\end{equation*}
$$

Zelenyak [14] proved that the $\omega$-limit set of each solution of (1) is an equilibrium point; that is, a solution of the equation

$$
\epsilon^{2} u^{\prime \prime}+f(x, u)=0, \quad 0<x<1, \quad t \geq 0, \quad \epsilon>0
$$

with the boundary conditions (2).
For homogeneous boundary conditions $(2)\left(\beta_{0}=\beta_{1}=0\right)$ and $f(x, u)$ independent of $x$, it is a consequence of results of Yanagida [13] that any nonconstant equilibrium

[^49]solution $u$ of (1) is unstable if it has the property that there are two values in $[0,1]$ for which $u^{\prime}=0$.

In particular, if we take homogeneous Neumann boundary conditions $\left(\alpha_{0}=\alpha_{1}=\right.$ 0 ), we deduce that any nonconstant equilibrium solution is unstable. Therefore, the stable solutions of (1) with homogeneous Neumann boundary conditions are the zeros of $f(u)$ which are stable as solutions of the ODE $\dot{u}=f(u)$. In particular, for the cubic in (3) with $c(x)=c_{0} \in(0,1)$ with $c_{0}$ constant, the only stable solutions are the constant functions 0 and 1.

If we consider (1) and (3) with homogeneous Neumann boundary conditions and allow $c(x)$ to depend upon $x$ but still belong to the open interval $(0,1)$, then the problem becomes much more complicated, and there are situations where it is possible to obtain stable nonconstant equilibrium solutions. In fact, suppose that $c \in C^{1}([0,1])$ with $c \neq 0, c^{\prime} \neq 0$ at $x=0, x=1$ and, if $c(x)=1 / 2$, then $c^{\prime}(x) \neq 0$. If $c(x)=1 / 2$ at $M$ points in the interval $(0,1)$, then there is an $\epsilon_{0}>0$ such that, for every $\epsilon \in\left(0, \epsilon_{0}\right)$; there is exactly the $M$ th Fibonacci number of stable solutions (Angenent, MalletParet, and Peletier [1]). A stable nonconstant solution $u$ has the property that, if it takes the value $1 / 2$ near some point $x_{0}$ where $c\left(x_{0}\right)=1 / 2$, then it develops a sharp transition layer at $x_{0}$ as $\epsilon \rightarrow 0$ and $c^{\prime}\left(x_{0}\right) u^{\prime}\left(x_{0}\right)<0$. There are equilibrium solutions $u_{0}$ for which there is a sharp transition layer as above at $x_{0}$ and $c^{\prime}\left(x_{0}\right) u^{\prime}\left(x_{0}\right)>0$ (Hale and Sakamoto [6]). Kwapisz [8] has obtained some extensions to the case where the graph of $c$ and the graph of the constant function $1 / 2$ are not transversal. Kurland [7] proved that there could be highly oscillatory solutions (automatically unstable) at the points where $c=1 / 2$.

If the function $c(x)$ is a step function, Rocha [12] has obtained the same result as Angenent, Mallet-Paret, and Peletier [1] with the number $M$ being the number of times that the function $c$ jumps across $1 / 2$. His method also allows one to obtain all of the equilibrium solutions since it is based upon phase plane methods. In this case, under certain conditions on the jumps, the number of equilibrium solutions is bounded independently of $\epsilon$ in contrast to the situation for smooth functions $c$.

In this paper, we consider the case with $c$ a step function and the general boundary conditions (2). The objective is to understand how the index of an equilibrium point depends upon the boundary conditions. As we will see, there are limitations on the number of stable equilibrium solutions as well as the total number of equilibrium solutions. We follow the methods of Rocha [11, 12], making the appropriate generalizations to the more general boundary conditions. The main result is contained in Theorem 3.3. We also give numerical results which indicate the method used to obtain the solutions as well as yield the permutation matrix of Fiedler and Rocha [4] which gives the manner in which the equilibrium points are connected by heteroclinic orbits. Fiedler and Rocha [3] also have shown that this connection matrix characterizes the topological properties of the flow on the compact global attractor; that is, if $c_{1}, c_{2}$ have the same connection matrix, then the flows on the compact global attractors are topologically equivalent.

Although our cubic nonlinearity (3) depends on $x$, we have that for every value of $x, f(x, 0)=f(x, 1)=0$. Also note that since

$$
f_{u}(x, u)=-3 u^{2}+2(c(x)+1) u-c(x)
$$

the derivatives with respect to $u$ of $f$ at $u=0$ and at $u=1$ are

$$
f_{u}(x, 0)=-c(x) \quad \text { and } \quad f_{u}(x, 1)=c(x)-1
$$

so they are both negatives due to (3).

As we said before, this problem has a gradient structure that guarantees that the attractor consists of equilibrium solutions and their unstable manifolds. Also, it is known that the $\omega$-limit set of any bounded solution is a singleton [9, 14]. Thus, in order to gain information about the dynamics of this problem, we are going to concentrate our attention on the stationary solutions. They verify the following boundary value problem for $u=u(x)\left(0 \leq \alpha_{0}, \alpha_{1} \leq 1 ; \beta_{0}, \beta_{1} \in \mathbb{R}\right)$ :

$$
\begin{cases}\epsilon^{2} u^{\prime \prime}+f(x, u)=0, & 0<x<1, \quad \epsilon>0,  \tag{4}\\ \alpha_{0} u(0)-\left(1-\alpha_{0}\right) u_{x}(0)=\beta_{0}, & \\ \alpha_{1} u(1)+\left(1-\alpha_{1}\right) u_{x}(1)=\beta_{1} . & \end{cases}
$$

2. Sturm-Liouville properties. Following Rocha [11, 12], we are going to characterize the existence and hyperbolic nature of the equilibria of (1) in the case of homogeneous conditions, by defining some appropriate angles in the phase planes corresponding to (4) and its variational equation as is done is the classical SturmLiouville theory. For the nonhomogeneous case, we will be able to define only the angle corresponding to the variational equation. Since the results are identical, we will write $a(x)$ instead of $\epsilon^{2}$, where $a:[0,1] \rightarrow \mathbb{R}$ with $a(x)>0$.

Thus, in most of this section we are going to be concerned with the study of the equilibria of the problem

$$
\left\{\begin{array}{l}
u_{t}=\left(a(x) u_{x}\right)_{x}+f(x, u),  \tag{5}\\
\alpha_{0} u(0)-\left(1-\alpha_{0}\right) u_{x}(0)=0, \\
\alpha_{1} u(1)+\left(1-\alpha_{1}\right) u_{x}(1)=0 .
\end{array}\right.
$$

Let us represent by $\mathcal{E}$ the set of stationary solutions of (5). Thus, if $u=u(x) \in \mathcal{E}$, then $u$ will have to satisfy

$$
\left\{\begin{array}{l}
\left(a(x) u^{\prime}\right)^{\prime}+f(x, u)=0,  \tag{6}\\
\alpha_{0} u(0)-\left(1-\alpha_{0}\right) u_{x}(0)=0, \\
\alpha_{1} u(1)+\left(1-\alpha_{1}\right) u_{x}(1)=0
\end{array}\right.
$$

for $0 \leq \alpha_{0}, \alpha_{1}<1$. The cases in which $\alpha_{0}$ or $\alpha_{1}$ are equal to 1 will be considered in a remark at the end of this section.

In order to study this boundary value problem, we are going to set up a shooting method and for that we will work with the equivalent first-order system of equations

$$
\begin{cases}u_{x}=v / a(x), & v_{x}=-f(x, u) ;  \tag{7}\\ u(0)=u_{0}, & v(0)=\alpha_{0} u_{0} /\left(1-\alpha_{0}\right) .\end{cases}
$$

The maximum principle allows us to conclude that the equilibria are in the interval $[0,1]$. Therefore, we need only consider $u_{0} \in[0,1]$. Changing to polar coordinates $u:=p \cos q, v:=-p \sin q$, the angle $q:=q\left(x, u_{0}\right)$ will satisfy

$$
\left\{\begin{array}{l}
q_{x}=\sin ^{2} q / a(x)+(1-u)(u-c(x)) \cos ^{2} q, \quad 0<x<1,  \tag{8}\\
q\left(0, u_{0}\right)=q_{0},
\end{array}\right.
$$

where $-\pi / 2<q_{0}<0$ is the corresponding initial angle that verifies $\tan q_{0}=-\alpha_{0} /(1-$ $\alpha_{0}$ ).

If we define $\sigma\left(u_{0}\right):=q\left(1, u_{0}\right)$, then $\sigma:[0,1] \rightarrow(-\pi / 2,+\infty)$ and we arrive at the following proposition.

Proposition 2.1. The set of nontrivial equilibria of (5) is in one-to-one correspondence with the set

$$
\left\{u_{0}: \sigma\left(u_{0}\right)=q_{1}+k \pi, \quad k \in \mathbb{N} \cup\{0\}\right\}
$$

where $\tan q_{1}=\alpha_{1} /\left(1-\alpha_{1}\right)$.
Proof. This is a simple consequence of the flow direction of (8) and the general Sturm-Liouville theory.

We can apply a similar analysis to the variational equation

$$
\begin{cases}\eta_{x}=\mu / a(x), & \mu_{x}=-f_{u}(x, u) \eta  \tag{9}\\ \eta(0)=1, & \mu(0)=\alpha_{0} /\left(1-\alpha_{0}\right)\end{cases}
$$

where $\eta:=d u / d u_{0}$ and $\mu:=a(x) \eta_{x}$. If we make the change to the polar coordinates $\eta:=\psi \cos \phi, \mu:=-\psi \sin \phi$, then the angle $\phi$ will verify

$$
\left\{\begin{array}{l}
\phi_{x}=\sin ^{2} \phi / a(x)+f_{u}(x, u) \cos ^{2} \phi, \quad 0<x<1  \tag{10}\\
\phi\left(0, u_{0}\right)=q_{0}
\end{array}\right.
$$

Now we define the function $\theta\left(u_{0}\right):=\phi\left(1, u_{0}\right)$, so $\theta:[0,1] \rightarrow(-\pi / 2,+\infty)$. This function will allow us to determine the stability properties of the equilibria of (5) as stated in the following theorem.

THEOREM 2.2. An equilibrium point $u=u\left(\cdot, u_{0}\right)$ of (5) is hyperbolic if and only if $\theta\left(u_{0}\right) \neq q_{1}+k \pi$ for any $k \in \mathbb{N} \cup\{0\}$. Moreover, if $W^{u}(u)$ denotes the unstable manifold of $u=u\left(\cdot, u_{0}\right) \in \mathcal{E}$ and $u$ is hyperbolic, then

$$
\operatorname{dim} W^{u}(u)=1+\left[\frac{\theta\left(u_{0}\right)-q_{1}}{\pi}\right]
$$

where [.] represents the integer part. Consequently, $u=u\left(\cdot, u_{0}\right) \in \mathcal{E}$ is hyperbolic and asymptotically stable if and only if $\theta\left(u_{0}\right)<q_{1}$.

Proof. These results are a consequence of comparing the variational problem (9) with the eigenvalue problem for $\lambda=0$ around an equilibrium solution $u=u\left(x, u_{0}\right)$ $(u \longmapsto u+w)$

$$
\left\{\begin{array}{l}
\left(a(x) w^{\prime}\right)^{\prime}+f_{u}(x, u) w=\lambda w, \quad 0<x<1  \tag{11}\\
\alpha_{0} w(0)-\left(1-\alpha_{0}\right) w_{x}(0)=0 \\
\alpha_{1} w(1)+\left(1-\alpha_{1}\right) w_{x}(1)=0
\end{array}\right.
$$

written as a first-order system with $\nu=a(x) w_{x}$,

$$
\begin{cases}w_{x}=\nu / a(x), & \nu_{x}=\left(\lambda-f_{u}(x, u)\right) w \\ w(0)=w_{0}, & \nu(0)=\alpha_{0} w_{0} /\left(1-\alpha_{0}\right)\end{cases}
$$

and then changed to polar coordinates $(w:=z \cos \zeta, \nu:=-z \sin \zeta)$ to obtain

$$
\left\{\begin{array}{l}
\zeta_{x}=\sin ^{2} \zeta / a(x)+\left(\lambda-f_{u}(x, u)\right) \cos ^{2} \zeta, \quad 0<x<1 \\
\zeta(0, \lambda)=q_{0}, \quad \zeta(1, \lambda)=q_{1}+n \pi
\end{array}\right.
$$

Thus for $\lambda=0$ the eigenvalue angle equation is identical to (10).
In order to prove the rest of the theorem, we have to recall from the SturmLiouville theory (see [2]) that $\zeta(1, \lambda)$ is a strictly decreasing function of $\lambda$ and that
the eigenvalues are ordered by the number of zeros of their corresponding eigenfunctions.

Additionally, we can obtain the following characterizations of the nonhyperbolic equilibria in terms of the end-point angles $\sigma$ and $\theta$.

Lemma 2.3. Let $u=u\left(\cdot, u_{0}\right)$ be an equilibrium point not identically zero. Then $\theta\left(u_{0}\right)=q_{1}+k \pi$ if and only if $\sigma^{\prime}\left(u_{0}\right)=0$.

Lemma 2.4. A critical point $u_{0}$ of $\sigma$ (that is, $\sigma^{\prime}\left(u_{0}\right)=0$ ) is nondegenerate (so $\sigma^{\prime \prime}\left(u_{0}\right) \neq 0$ ) if and only if $\theta^{\prime}\left(u_{0}\right) \neq 0$.

Proof. If we make the following changes to polar coordinates: for $u=u\left(x, u_{0}\right)$, $v=a(x) u_{x}, \eta=d u / d u_{0}$, and $\mu=a(x) \eta$, we have

$$
\left\{\begin{array} { l } 
{ u = p \operatorname { c o s } q , } \\
{ v = - p \operatorname { s i n } q , }
\end{array} \quad \left\{\begin{array}{l}
\eta=\psi \cos \phi \\
\mu=-\psi \sin \phi
\end{array}\right.\right.
$$

Differentiating the first two equations with respect to $u_{0}$ and equating them with respect to the second ones, we deduce that

$$
\begin{aligned}
& \frac{\partial p}{\partial u_{0}} \cos q-p \sin q \frac{\partial q}{\partial u_{0}}=\psi \cos \phi \\
& \frac{\partial p}{\partial u_{0}} \sin q+p \cos q \frac{\partial q}{\partial u_{0}}=\psi \sin \phi
\end{aligned}
$$

which, eliminating $\partial p / \partial u_{0}$ in these equations and setting $x=1$, leads us to

$$
\begin{equation*}
r \sigma^{\prime}=\rho \sin (\theta-\sigma) \tag{12}
\end{equation*}
$$

where $r\left(u_{0}\right):=p\left(1, u_{0}\right)$ and $\rho\left(u_{0}\right):=\psi\left(1, u_{0}\right)$. Because $(0,0)$ is an equilibrium point of (7) and (9), $r$ and $\rho$ cannot be zero if $u\left(x, u_{0}\right)$ is not identically zero. Thus if $u\left(x, u_{0}\right)$ is an equilibrium point then $\sigma\left(u_{0}\right)=q_{1}+k \pi$; if we assume $\theta\left(u_{0}\right)=q_{1}+k \pi$ also, then $\sin (\theta-\sigma)=0$ and vice versa. From here we can obtain the conclusion of Lemma 2.3.

If now we differentiate (12) with respect to $u_{0}$, we will get

$$
r \sigma^{\prime \prime}= \pm \rho \theta^{\prime}
$$

for any critical point of $\sigma$. From here, the conclusion of Lemma 2.4 is clear.
Let us now define the lifted manifold $\mathcal{M}$ to be the solution manifold $\mathcal{M}=$ $\left\{(x, u, v): u=u\left(x, u_{0}\right), v=v\left(x, u_{0}\right)\right.$ for $\left.u_{0} \in[0,1]\right\}$. Let us also define $L_{y}$ to be the section curve of $\mathcal{M}$ at $x=y$. Then the function $\sigma$ is the angle that a point of the curve $L_{1}$ makes with the $u$-axis and $\theta$ corresponds to the angle of the tangent at that point. See Figure 1.

We can obtain similar results to the previous ones if we consider the backward shooting method

$$
\begin{cases}\bar{u}_{x}=\bar{v} / a(x), & \bar{v}_{x}=-f(x, u)  \tag{13}\\ \bar{u}(1)=u_{0}, & \bar{v}(1)=-\alpha_{1} u_{0} /\left(1-\alpha_{1}\right)\end{cases}
$$

Then if we define $\overline{\mathcal{M}}$ and $\bar{L}_{y}$ relative to problem (13), we can prove the following proposition.

Proposition 2.5. There is a one-to-one correspondence between the set of equilibria $\mathcal{E}$ and the set $L_{y} \cap \bar{L}_{y}$ for any $y \in[0,1]$.


Fig. 1. Time map $L_{1}$.

Finally, we obtain stability information about a particular equilibrium $u=u\left(\cdot, u_{0}\right)$ by looking at the intersection $L_{y} \cap \bar{L}_{y}$. Actually, let $\bar{\phi}=\bar{\phi}\left(x, u_{0}\right)$ be the angle corresponding to the backward version of the variational problem (10) which has the initial value $\bar{\phi}\left(1, u_{0}\right)=q_{1}$. If we now define $\Omega\left(y, u_{0}\right)=\phi\left(y, u_{0}\right)-\bar{\phi}\left(y, u_{0}\right)$, we can conclude the following.

Theorem 2.6. An equilibrium point $u=u\left(\cdot, u_{0}\right)$ of (5) is hyperbolic if and only if $L_{y}$ transversally intersects $\bar{L}_{y}$ for any $y \in[0,1]$. Moreover, if $W^{u}(u)$ denotes the unstable manifold of $u=u\left(\cdot, u_{0}\right) \in \mathcal{E}$ and $u$ is hyperbolic, then

$$
\operatorname{dim} W^{u}(u)=1+\left[\frac{\Omega\left(y, u_{0}\right)}{\pi}\right]
$$

at any $y \in[0,1]$, where [•] represents the integer part. Consequently, $u=u\left(\cdot, u_{0}\right) \in \mathcal{E}$ is hyperbolic and asymptotically stable if and only if $\Omega\left(y, u_{0}\right)<0$ at any $y \in[0,1]$.

Proof. Observe that $\Omega\left(1, u_{0}\right)=\theta\left(u_{0}\right)-q_{1}$. Let us prove first that if the intersection is not transversal at a certain $y \in[0,1]$, then $\Omega$ is constant in $y$.

We can rewrite the equation for $\Omega$

$$
\Omega_{y}=\frac{\sin ^{2} \phi-\sin ^{2} \bar{\phi}}{a(x)}+f_{u}(x, u)\left(\cos ^{2} \phi-\cos ^{2} \bar{\phi}\right)
$$

in the following way:

$$
\Omega_{y}=\left[f_{u}(x, u)-\frac{1}{a(x)}\right]\left[\cos ^{2} \phi-\cos ^{2}(\phi-\Omega)\right]
$$

If for any point $y, \Omega\left(y, u_{0}\right)=k \pi$, then $\Omega_{y}=0$. Thus the angle $\Omega$ will be constant in $y$. But then $\theta\left(u_{0}\right)=k \pi+q_{1}$, which implies that $u$ is not hyperbolic, against our assumptions. Consequently,

$$
\left[\frac{\Omega\left(y, u_{0}\right)}{\pi}\right]=\left[\frac{\Omega\left(1, u_{0}\right)}{\pi}\right]
$$

for any $y \in[0,1]$. Now we can get the rest of the stated conclusion by applying Theorem 2.2.

Remark. For the nonhomogeneous case, we cannot define an angle similar to $\sigma$. But the variational equation (9) remains unchanged and (11) is still the eigenvalue problem in this case. Thus we can still claim the thesis of Theorems 2.2 and 2.6.

On the other hand, for Dirichlet boundary conditions, the maximum principle again tells us that the equilibria are in the interval [ 0,1 ]. Thus if $\alpha_{0}=1$ or $\alpha_{1}=1$ then we will assume that $\beta_{0} \in[0,1]$ or $\beta_{1} \in[0,1]$, respectively.

If $\alpha_{0}=1$, we should change the initial values for our shooting method to

$$
\begin{equation*}
u(0)=\beta_{0}, \quad v(0)=v_{0} \tag{14}
\end{equation*}
$$

Then $v_{0}$ would substitute $u_{0}$ as our "shooting" parameter (which would imply that the initial values for the variational equation (9) now would be $\eta(0)=0, \mu(0)=1)$. The results presented in this section would still hold true for $q_{0}=-\pi / 2$.

If $\alpha_{1}=1$, we would have to impose an initial value like

$$
u(1)=\beta_{1}, \quad v(1)=v_{1}
$$

to the backward initial value problem (13). Then $q_{1}=\pi / 2$ and the results presented in this section would be unchanged otherwise.

In the next section we are going to study a case in which $c(x)$ is a discontinuous function. That will not alter Propositions 2.1 and 2.5 or Theorems 2.2 and 2.6, because they are based on comparisons between angle equations.
3. Discrete space dependence. Let us now assume that $c=c(x):[0,1] \rightarrow \mathbb{R}$ is a step function defined in the following way: $c$ takes the value $c_{i} \in(0,1) \backslash\{1 / 2\}$ in the intervals $\left[x_{i}, x_{i+1}\right], i=0,1, \ldots, m$; where $0=x_{0}<x_{1}<\cdots<x_{m}<x_{m+1}=1$.

In each interval $\left[x_{i}, x_{i+1}\right]$, the boundary value problem (4) is a Hamiltonian system, so the orbits of the stationary solutions correspond to the level curves of $H=H\left(u_{0}, u_{1}, c_{i}\right)$ :

$$
\begin{equation*}
H\left(u_{0}, u_{1}, c_{i}\right)=\frac{1}{2}\left(u^{\prime}\right)^{2}+\int_{u_{0}}^{u_{1}} u(1-u)\left(u-c_{i}\right) d u \tag{15}
\end{equation*}
$$

The linearization of (4) in each interval $\left[x_{i}, x_{i+1}\right]$ is given by the matrix

$$
\left(\begin{array}{cc}
0 & 1 \\
-f_{u}(x, u) & 0
\end{array}\right)
$$

so the eigenvalues $\lambda(u)$ and eigenvectors at $u=0$ and $u=1$ are

$$
\begin{array}{cl}
\lambda(0)= \pm \sqrt{c_{i}}: & \left(1, \pm \sqrt{c_{i}}\right)^{T} \\
\lambda(1)= \pm \sqrt{1-c_{i}}: & \left(1, \pm \sqrt{1-c_{i}}\right)^{T} \tag{17}
\end{array}
$$

The typical phase portraits $\left(u, u^{\prime}\right)$ for different values of $c_{i}$ are shown in Figure 2. As we can see, for $c_{i}=1 / 2$, there is a heteroclinic orbit connecting the saddle points 0 and 1. For other values of $c_{i}$, there is a homoclinic orbit connecting 0 (resp., 1) with itself if $c_{i}<1 / 2$ (resp., $c_{i}>1 / 2$ ). We will label $\gamma\left(c_{i}\right)$ the point at which the homoclinic orbit crosses the axis $u^{\prime}=0$.

It is easy to compute $\gamma(c)$ as a function of $c$ by using the expression (15). In fact, it can be shown that

$$
\gamma(c)= \begin{cases}\left(2+2 c-\sqrt{4-10 c+4 c^{2}}\right) / 3 & \text { if } c<1 / 2  \tag{18}\\ \left(-1+2 c+\sqrt{2} \sqrt{-1+c+2 c^{2}}\right) / 3 & \text { if } c>1 / 2\end{cases}
$$



Fig. 2. Phase portraits for different values of $c$.

We now want to discuss the existence and stability implications of boundary layers at $x=0$ and $x=1$. If $\alpha_{0}$ and $\alpha_{1}$ are different from 1 and $\epsilon$ is small enough, the situation is basically the same as that of homogeneous Neumann conditions. We can see this by making the change $x=\epsilon y$, in which case the left boundary condition becomes

$$
\epsilon \alpha_{0} u(0)-\left(1-\alpha_{0}\right) u_{y}(0)=\epsilon \beta_{0}
$$

Therefore, as in the Neumann case, we can have solutions of (4) which do not exhibit any boundary layer; we also can have solutions with a boundary layer if $u_{0}=\gamma\left(c_{1}\right)$, as it is obvious from Figure 2 (namely, the boundary layer would be the upper half of the homoclinic solution).

Nevertheless, the presence of a boundary layer will make the solution unstable.
Proposition 3.1. If $\alpha_{0} \neq 1$ (resp., $\alpha_{1} \neq 1$ ), for any $\delta>0$ there is $\epsilon_{0}>0$ such that for $\epsilon \in\left(0, \epsilon_{0}\right)$ all the equilibria $u=u\left(\cdot, u_{0}\right) \in \mathcal{E}$ with $u_{0} \in[\delta, 1-\delta]$ (resp., $\left.u\left(1, u_{0}\right) \in[\delta, 1-\delta]\right)$ are unstable.

Proof. Let us assume $\alpha_{0} \neq 1$ and $c_{1}>1 / 2$. (The case $c_{1} \leq 1 / 2$ can be discussed in a similar way.) In order to analyze what happens in the left boundary layer, let us make the change of variables $x=\epsilon y$ in which case we are dealing with the initial value problem:

$$
\left\{\begin{array}{l}
u_{y y}+u(1-u)\left(u-c_{1}\right)=0, \quad 0<y<x_{1} / \epsilon  \tag{19}\\
\epsilon \alpha_{0} u(0)-\left(1-\alpha_{0}\right) u_{y}(0)=\epsilon \beta_{0}
\end{array}\right.
$$

Since $u(0)$ must be a number between 0 and 1 , if $\epsilon$ is very small, then $u_{y}(0)$ must be very small in order to verify the initial condition of (19). Also, the initial conditions of the variational equation (9) are going to be

$$
\eta(0)=1, \quad \mu(0)=\epsilon \alpha_{0} /\left(1-\alpha_{0}\right)
$$

Thus, for $\epsilon$ small enough, $\mu(0)$ is going to be as small as we wish.
Following Rocha [12], we are going to denote by $U$ a small neighborhood of $(1,0)$, and by $\Gamma_{u}$ and $\Gamma_{s}$ the connected components of the unstable and stable manifolds of $(1,0)$ inside $U$. The $\lambda$-lemma shows us (see [10]) that, for $y=x_{1} / \epsilon$ with $\epsilon$ small enough, the curve $L_{y}$ has a nonempty intersection with $U$ and that $L_{y} \cap U$ and $\Gamma_{u}$ are $C^{k}$-close manifolds for any $k \geq 1$. Let us denote by $\left(\zeta_{0}, \zeta_{1}\right)$, with $\zeta_{0}=\zeta_{0}(\epsilon)$ and $\zeta_{1}=\zeta_{1}(\epsilon)$, the interval of initial values corresponding to the set $L_{y} \cap U$ that includes $\gamma\left(c_{1}\right)$.

Now, it is clear from (10) that for $u_{0} \in\left(\zeta_{0}, \zeta_{1}\right)$, we have $\phi\left(y, u_{0}\right)>\pi / 2$ and consequently, by Theorem 2.2, the stationary solution $u\left(x, u_{0}\right)$ is unstable. On the order hand, the solutions with $u_{0} \in\left[\delta, \zeta_{0}\right]$ leaves the interval $[0,1]$ for $x \in\left[0, x_{1}\right)$ if $\epsilon$ is small enough. Finally, the solutions with $u_{0} \in\left[\zeta_{1}, 1-\delta\right]$, wind around $\left(c_{1}, 0\right)$ and therefore cannot be stable $\left(\phi\left(y, u_{0}\right)>\pi / 2\right.$, again).

The situation for Dirichlet boundary conditions $\left(\alpha_{0}=1\right.$ or $\left.\alpha_{1}=1\right)$ is richer, because a solution must have boundary layers if $\beta_{0}$ and $\beta_{1}$ are not 0 or 1. Actually, if $\alpha_{0}=1$, for any $\beta_{0} \in(0,1)$, we may have solutions that exhibit a boundary layer on the left end point of the interval that goes from $\beta_{0}$ to 0 (resp., from $\beta_{0}$ to 1 ) if $c_{1} \geq 1 / 2$ (resp., $c_{1} \leq 1 / 2$ ); namely, a piece of the stable manifold of 0 (resp., 1 ). Analogous things can happen at the right end of the interval $(0,1)$ but in the reverse sense. In addition to this, if $c>1 / 2$ (resp., $c<1 / 2$ ), we can also have a left boundary layer that is a piece of the corresponding homoclinic orbit and starts at $\beta_{0}$ and ends at 1 (resp., 0), or in the reverse sense for a right boundary layer. These layers may exist if we have the following.

1. Condition D0: For a left boundary layer,
(i) $c_{1}>1 / 2$ and $\gamma\left(c_{1}\right)<\beta_{0}<1$, or
(ii) $c_{1}<1 / 2$ and $0<\beta_{0}<\gamma\left(c_{1}\right)$.
2. Condition D1: For a right boundary layer,
(i) $c_{m}>1 / 2$ and $\gamma\left(c_{1}\right)<\beta_{1}<1$, or
(ii) $c_{m}<1 / 2$ and $0<\beta_{1}<\gamma\left(c_{1}\right)$.

They can be monotone or reach $\gamma\left(c_{1}\right)$ before getting at 1 (resp., 0 ), but now, only the nonmonotone layers introduce instability.

Lemma 3.2. If $u \in \mathcal{E}$ is such that it has a nonmonotone boundary layer at $x=0$ or $x=1$ or both, then $u$ is unstable.

Proof. As it was discussed in the proof of Proposition 3.1, just observe that if $u$ has to wind around the homoclinic orbit, then the angle $\phi\left(x, u_{0}\right)$ corresponding to the variational equation (9) would be greater than $\pi / 2$, so the solution $u=u\left(x, u_{0}\right)$ would be unstable.

Now let us analyze what happens in the interior part of the interval $(0,1)$. At the beginning, after a possible boundary layer, the solutions that we are considering are located close to $u=0$ or $u=1$. Let us study the case of a solution that jumps between 0 and $1, n$ times in $(0,1)$. Let us denote by $\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{n}\right\} \subset\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ the jumping points. Let us also call $\bar{x}_{0}:=1$ and $\bar{x}_{n+1}:=1$. Then we can prove the following result.

THEOREM 3.3. There is an $\epsilon_{0}>0$ such that for every $\epsilon \in\left(0, \epsilon_{0}\right)$ the number $N_{n}$ of stable solutions of (1) follows a Fibonacci sequence (that is, $N_{k}=N_{k-1}+N_{k-2}, k=$ $2,3, \ldots$ ) that starts with

1. $N_{0}=2, N_{1}=3$; if $\alpha_{0} \neq 1$ and $\alpha_{1} \neq 1$ or if $\alpha_{i}=1$ then the condition Di is verified, for $i=0,1$.
2. $N_{0}=1, N_{1}=2$; if either
(i) $\alpha_{0}=1$ and the condition D 0 is not verified but if $\alpha_{1}=1$ then condition D1 is verified; or
(ii) $\alpha_{1}=1$ and the condition D 1 is not verified but if $\alpha_{0}=1$ then condition D 0 is verified.
3. $N_{0}=1, N_{1}=1$; if $\alpha_{0}=\alpha_{1}=1$ and neither D0 nor D1 are verified.

Furthermore, as $\epsilon \downarrow 0$, u approaches 0 or 1 in each open interval ( $\bar{x}_{i}, \bar{x}_{i+1}$ ) with $i \in\{0, \ldots, n\}$ and it has a monotone transition layer at $\bar{x}_{i}$ only if

$$
\left[c\left(\bar{x}_{i}^{+}\right)-c\left(\bar{x}_{i}^{-}\right)\right] u_{x}\left(\bar{x}_{i}\right)<0
$$

Proof. As before, let us assume that $c_{1}>1 / 2$. The other case can be dealt with by a similar analysis. Also, we are going to consider only the subcase (i) in 2 because we can apply the same analysis to (ii) by going backwards in time.

In situations 2 and 3 of Theorem 3.3, we have a unique stable solution that may exhibit a left boundary layer that goes from $\beta_{0}$ to 0 or may just stay around zero, depending on the initial condition. If there are no changes in the value of $c=c(x)$, there cannot be other stable solutions, so $N_{0}=1$ (in both cases, there may be an end-point boundary layer from 0 to $\beta_{1}$ ). In case 1 , in addition to the previous one, we have another stable solution that may exhibit a left boundary layer that goes from $\beta_{0}$ to 1 monotonically or just remains close to 1 , depending also on the initial condition. Thus $N_{0}=2$ in this case.

We can now consider a small neighborhood $V$ of $(0,0)$ similar to $U$, the small neighborhood of $(1,0)$ used in the proof of Proposition 3.1. If at $x_{1}<1$ the function $c$ jumps to a value $c_{2}>1 / 2$, no new stable solutions are introduced. But if $c_{2}<1 / 2$, then we can have a stable solution that exhibits an internal layer from 0 to 1 , because the new stable manifold of the equilibrium $(1,0)$ has a transversal intersection to the previous unstable manifold of the origin (and the point of intersection is unique). The $\lambda$-lemma shows us that for $y=\bar{x}_{2} / \epsilon, L_{y} \cap U$ is nonempty and it is $C^{k}$-closed to $\Gamma^{u} \cap U$, the piece of the unstable manifold of $(1,0)$ inside $U$.

This solution with an internal transition will be stable because the angle corresponding to its variational equation is negative. (Observe that $L_{y} \cap U$ intersect transversally with $\bar{L}_{y} \cap U$.)

If there are no more jumps in $c$, we have that $N_{2}=3$ if we are in situation 1, and $N_{2}=2$ if we are in situation 2 ; in both cases, there actually exists a solution that exhibits an internal layer because it can satisfy any boundary condition at the end point either by staying at 1 or by having a left homoclinic boundary layer to $\beta_{1}$ (by the hypothesis in 2, if we have a Dirichlet end-point condition, the line $x=\beta_{1}$ must cross the homoclinic orbit of $(1,0))$. But there is no way of getting to $\beta_{1}$ from 0 in case 3 . Thus the only stable solution in 3 is the one with the internal transition from 0 to 1 .

We can proceed doing the same analysis at every jumping point. Actually, at each $\bar{x}_{k}$, there will be a new transversal intersection between the unstable manifold of one of the equilibrium points $(0,0)$ or $(1,0)$, and the stable manifold of the other one. This allows the solutions that are close to the first equilibrium point either to stay there or cross to the other equilibrium point without losing their stability.

Thus let us denote by $N_{k}^{U}$ and $N_{k}^{V}$ the number of intersections existing at the jump point $\bar{x}_{k}$ in the neighborhoods $U$ and $V$, respectively. Let us assume that the jump crosses $1 / 2$ positively, that is, $c\left(\bar{x}_{k}^{+}\right)-c\left(\bar{x}_{k}^{-}\right)>0$. Then

$$
\begin{aligned}
& N_{k+1}^{V}=N_{k}^{V}+N_{k}^{U}, \\
& N_{k+1}^{U}=N_{k}^{U} .
\end{aligned}
$$

Moreover, since the jump at $\bar{x}_{k-1}$ has the opposite sign, we have

$$
\begin{aligned}
& N_{k}^{V}=N_{k-1}^{V}, \\
& N_{k}^{U}=N_{k-1}^{U}+N_{k-1}^{V} .
\end{aligned}
$$

Now, in cases 1 and 2 , we can verify the end-point boundary condition either from 0 or 1. Thus $N_{k}=N_{k}^{U}+N_{k}^{V}$, and then we have

$$
N_{k+1}=N_{k+1}^{U}+N_{k+1}^{V}=N_{k}^{U}+N_{k}^{V}+N_{k}^{U}=N_{k}+N_{k-1}^{U}+N_{k-1}^{V} .
$$

Consequently, $N_{k+1}=N_{k}+N_{k-1}$. In case 3 only the solutions that are close to 0 after the jump $k+1$ will be able to verify the end-point boundary condition. Thus

$$
N_{k+1}=N_{k+1}^{V}=N_{k}^{V}+N_{k}^{U}=N_{k-1}^{V}+N_{k}=N_{k-1}+N_{k}
$$

and this finishes the proof.
We can also study the existence of solutions that exhibit nonmonotone boundary layers. They are going to exist in cases 1 and 2 of Theorem 3.3. Their Morse index (dimension of the unstable manifold) is at least 1 , due to the nonmonotonicity of the boundary layer. In case 1 of Theorem 3.3, we can even have solutions that exhibit two nonmonotone boundary layers (consequently, their Morse index will be at least $2)$.
4. Some examples. It is very difficult to determine the existence and stability properties of the unstable solutions of (1) in the same way that we did with the stable ones in Theorem 3.3, because in these problems there are several sources of unstable solutions. Thus we are going to study some particular examples taken from [11], in order to determine completely both the attractors and the flow in them.

The first example analyzed in [11] has as $c(x)$ the step function $(n=1)$

$$
c(x)= \begin{cases}1 / 2+c_{1}, & x<c_{3}  \tag{20}\\ 1 / 2-c_{2}, & x \geq c_{3}\end{cases}
$$

where $c_{1}, c_{2} \in(0,1 / 2)$ and $c_{3} \in(0,1)$. Thus $c(x)$ has a negative jump at $x=c_{3}$ from $1 / 2+c_{1}$ to $1 / 2-c_{2}$. A similar example can be constructed by using a $\bar{c}(x)=c(-x)$ which exhibit a positive jump.

Across this jump at $x=c_{3}$, the phase diagram changes from having a homoclinic orbit around $u=1$ to having another one around $u=0$. As we did before, we are going to denote the intersection of the homoclinic orbit, that exists around zero for $x \geq c_{3}$, with the $u$-axis by $\gamma\left(c_{2}\right)$. But for $x<c_{3}$, we will represent the corresponding intersection by $1-\gamma\left(c_{1}\right)$. Thus if we have that $\gamma\left(c_{1}\right)+\gamma\left(c_{2}\right) \leq 1$ then there is at most a contact point between the two homoclinic orbit. Having this in mind, we state the following theorem.

THEOREM 4.1. Consider the equation (1), with boundary conditions (2) and $c(x)$ defined as in (20). If $c_{1}$ and $c_{2}$ satisfy the condition $\gamma\left(c_{1}\right)+\gamma\left(c_{2}\right) \leq 1$, then there exists $\epsilon_{0}$ such that for every $\epsilon \in\left(0, \epsilon_{0}\right)$ the attractor of this problem can be represented by a linear segment (see Figure 3) and is described as follows:

1. For the case in which $\alpha_{0} \neq 1$ and $\alpha_{1} \neq 1$ or if $\alpha_{i}=1$, then the condition Di is verified for $i=0,1$; we have that the attractor has exactly 5 stationary solutions: 3 stable ones and 2 unstable ones. The unstable ones have Morse index 1, and the unstable manifolds of each unstable solution are made of two heteroclinic orbits, one connecting to the equilibrium that exhibits a monotone internal transition from 0 to 1, and the other to one of the other stable solutions.
2. For the case in which either
(i) $\alpha_{0}=1$ and the condition D0 is not verified, but if $\alpha_{1}=1$, then condition D1 is verified, or
(ii) $\alpha_{1}=1$ and the condition D1 is not verified, but if $\alpha_{0}=1$, then condition D0 is verified;
the attractor has exactly 3 stationary solutions: 2 stable ones and 1 unstable one. One of the stable solutions exhibits a monotone internal transition from 0 to 1 , and the unstable solution has Morse index 1. The unstable manifold of the unstable solution
is made of two heteroclinic orbits, one connecting to the equilibrium that exhibits a monotone internal transition layer from 0 to 1 , and the other one to the other stable solution.
3. For the case in which $\alpha_{0}=\alpha_{1}=1$ and neither D0 nor D1 are verified, the attractor is made of a unique stable solution that exhibits a monotone internal transition from 0 to 1 .


Case 1
Fig. 3. Attractors of Theorem 4.1.
Proof. Let us analyze the last case first. In case 3, we have Dirichlet boundary conditions at both ends of the interval and both of the end points are outside the homoclinic orbits of their corresponding phase portraits (see Figure 4). By the $\lambda$ lemma, the time maps $L_{y}$ and $\bar{L}_{y}$ are $C^{k}$-close to the unstable manifold of 0 before the jump in $c(x)$ and the stable manifold of 1 after the jump, respectively. Thus $L_{y}$ and $\bar{L}_{y}$ have only one intersection that is going to be close to the intersections of these invariant manifolds. Consequently, the intersection angle $\Omega\left(y, v_{0}\right)$ is going to be very close to the angle of the intersection of the invariant manifolds.

In order to determine the sign of the intersection angle between the unstable manifold of 0 before the jump in $c(x)$ and the stable manifold of 1 after the jump, let us write down the orbital equation that can be obtained from (7),

$$
\frac{d v}{d u}=-\frac{f(x, u)}{v}
$$

Thus the difference in the derivatives at an intersection point $\left(u^{*}, v^{*}\right)$ of the invariant manifolds is

$$
\begin{equation*}
\frac{d v_{1}}{d u_{1}}-\frac{d v_{2}}{d u_{2}}=-\frac{f_{2}\left(x, u^{*}\right)-f_{1}\left(x, u^{*}\right)}{v^{*}}=\frac{u^{*}\left(1-u^{*}\right)}{v^{*}}\left(c_{2}+c_{1}\right)>0 \tag{21}
\end{equation*}
$$

The angle at the intersection point of the two invariant manifolds is negative in the sense defined by Theorem 2.6. Then the stationary solution corresponding to the unique intersection of $L_{y}$ and $\bar{L}_{y}$ is stable (thus this is the only stationary solution in this case, which we already knew from Theorem 3.3). This solution exhibits an internal transition layer between 0 and 1 .


Fig. 4. Numerical approximations of the time maps $L_{y}$ (dashed line) and $\bar{L}_{y}$ (dotted line) in case 3 with $\beta_{0}=0.55, \beta_{1}=0.45$, and $c_{1}=c_{2}=0.25$.

This solution also is going to exist in the other cases and is always going to be stable (this can be proven in the same fashion as before). In case 2 , say (i), the initial condition is also of Dirichlet type, but the initial point $\beta_{0}$ is now inside the homoclinic orbit that exists around 1 for $c(x)=c_{1}$. This produces a more complicated geometry for the forward time map. By again using the $\lambda$-lemma, we can conclude $L_{y}$ is still going to be $C^{k}$-close to the unstable manifold of 0 before the jump in $c(x)$, but then it will have to curve around, get close to the unstable manifold of 1 before the jump, turn around again inside the homoclinic orbit, and get close again to the unstable solution of 1 before the jump (see Figure 5). This introduces two new crossings between $L_{y}$ and $\bar{L}_{y}$ because the backward time map $\bar{L}_{y}$ is $C^{k}$-close to the unstable manifold of 1 for $c(x)=c_{2}$ (it will include the point $(1,0)$ if the end-point boundary condition is of Neumann type).

The closest intersection to zero corresponds to a stable equilibrium while the other intersection nearby corresponds to an equilibrium that is unstable (it exhibits a nonmonotone boundary layer). We can see this by using formulas (16) and (17) that directly give us

$$
\arctan \sqrt{1 / 2-c_{1}}-\arctan \sqrt{1 / 2+c_{2}},
$$

as the angle between the two corresponding invariant manifolds at their intersection point, which is negative in the sense defined by Theorem 2.6. Thus the first intersection corresponds to a stable solution. The second one is unstable because the


Fig. 5. Numerical approximations of the time maps $L_{y}$ (dashed line) and $\bar{L}_{y}$ (dotted line) in case 2(i) with $\beta_{0}=0.65, \beta_{1}=0.45$, and $c_{1}=c_{2}=0.25$.
intersection angle is increased at least by $2 \pi$ with respect to the previous one. We could have gotten the same conclusion by analyzing (21).

Finally, in case 1, we have a similar situation to the right side of case 2(i), but now in both ends. Consequently, we have a total of 5 equilibria: 3 stable and 2 unstable (see Figure 6). If the boundary conditions are of Neumann type, then two of the stable intersections between $L_{\underline{y}}$ and $\bar{L}_{y}$ happen at the points $(0,0)$ and $(1,0)$, which are the end points of $L_{y}$ and $\bar{L}_{y}$. Otherwise, they happen nearby and they are true crossings.

To determine the connections, we can use the method describe in [4]. In this case, we have to use a permutation matrix formed by the derivatives of the solutions at $x=0$ and $x=1$. The computation is straightforward.

As $\epsilon$ decreased, the geometry of the time maps inside the homoclinic orbits becomes more complicated. But we know that there are at most two intersections between a time map and the corresponding homoclinic orbit. Outside the homoclinic orbits, the time maps behave much more nicely, approaching the corresponding invariant manifolds of 0 and 1 , more and more as $\epsilon \downarrow 0$.

An example with two jumps in $c(x)$ can be also analyzed. Let $c(x)$ be the step function ( $n=2$ )

$$
c(x)= \begin{cases}1 / 2+c_{1}, & x<c_{3}  \tag{22}\\ 1 / 2-c_{2}, & c_{3} \leq x<c_{5} \\ 1 / 2+c_{4}, & c_{5} \leq x\end{cases}
$$



Fig. 6. Numerical approximations of the time maps $L_{y}$ (dashed line) and $\bar{L}_{y}$ (dotted line) in case 1 with $\beta_{0}=0.65, \beta_{1}=0.3$, and $c_{1}=c_{2}=0.25$.
where $c_{1}, c_{2}, c_{4} \in(0,1 / 2)$ and $c_{3}, c_{5} \in(0,1)$. Therefore $c(x)$ has a negative jump at $x=c_{3}$ from $1 / 2+c_{1}$ to $1 / 2-c_{2}$ and a positive jump at $x=c_{5}$ from $1 / 2-c_{2}$ to $1 / 2+c_{4}$. We can now state the following theorem. (Here, $\gamma\left(c_{3}\right)$ is defined as $\gamma\left(c_{1}\right)$ in Theorem 4.1.)

Theorem 4.2. Consider (1), with boundary conditions (2) and $c(x)$ defined as in (22). If $c_{1}, c_{2}$, and $c_{4}$ satisfy the conditions $\gamma\left(c_{1}\right)+\gamma\left(c_{2}\right) \leq 1$ and $\gamma\left(c_{2}\right)+\gamma\left(c_{4}\right) \leq 1$, then there exists $\epsilon_{0}$ such that for every $\epsilon \in\left(0, \epsilon_{0}\right)$ the attractor of this problem can be represented as in Figure 7 and is described as follows:

1. For the case in which $\alpha_{0} \neq 1$ and $\alpha_{1} \neq 1$ or if $\alpha_{i}=1$ then the condition Di is verified for $i=0,1$; we have that the attractor has exactly 11 stationary solutions: 5 stable ones, 5 unstable ones of Morse index 1, and 1 unstable one of Morse index 2. The unstable manifolds of the unstable stationary solutions of Morse index 1 are made of two heteroclinic orbits which connect them with the stable solutions next to them. The unstable stationary solution of Morse index 2 is connected with all the other equilibria except two of them, forming a"racquet"-like attractor (see Figure 7).
2. For the case in which either
(i) $\alpha_{0}=1$ and the condition D 0 is not verified but if $\alpha_{1}=1$ then condition D1 is verified, or
(ii) $\alpha_{1}=1$ and the condition D 1 is not verified but if $\alpha_{0}=1$ then condition D0 is verified,
we have that the attractor has exactly 5 stationary solutions: 3 stable ones and 2


Case 1

Stable
Unstable


Case 3

Fig. 7. Attractors of Theorem 4.2.
unstable ones. The unstable ones have Morse index 1 and the unstable manifolds of each unstable solutions are made of two heteroclinic orbits, one connecting to the equilibrium that exhibits two monotone internal transitions (one from 0 to 1 and the other back from 1 to 0), and the other one connecting to one of the other stable solutions.
3. For the case in which $\alpha_{0}=\alpha_{1}=1$ and neither D 0 nor D 1 are verified; we have that the attractor is made of 3 stationary solutions: 2 stable ones and 1 unstable one. One of the stable ones exhibits two monotone internal transitions (one from 0 to 1 and the other back from 1 to 0), and the unstable one has Morse index 1. The unstable manifold of the unstable solution is made of two heteroclinic orbits that connect it to the stable solutions.

Proof. Observe that since now we have two jump points (which, once we make the change of variable $y=x / \epsilon$, will be represented by $y_{1}$ and $y_{2}$ ), it may be interesting to look at the intersections between the time maps $L_{y}$ and $\bar{L}_{y}$ at the points $y=y_{1}$ and $y=y_{2}$. As in the proof of Theorem 4.1, we start now by the simplest case, which is the last one.

Case 3 is very similar to case 2(i) in Theorem 4.1. Because the line $u=\beta_{0}$ does not intersect the homoclinic orbit around 1 that exists for $x<c_{3}, L_{y_{1}}$ is $C^{k}$-close to the unstable manifold of 0 for $\epsilon$ small enough by the $\lambda$-lemma. Therefore $L_{y_{1}}$ does intersect the homoclinic solution that exists around 0 for $c_{3} \leq x<c_{5}$. That means that $L_{y_{2}}$ will exhibit a "finger" that would go inside the homoclinic orbit around zero. That finger will cross the homoclinic orbit exactly twice and it will have to turn around and join the rest of the curve $L_{y_{2}}$ that will be now $C^{k}$-close to the unstable manifold of 1 . On its left side, the finger will leave the interval $[0,1]$ by being $C^{k}$-close to the unstable manifold of 0 . See Figure 8.


FIG. 8. Numerical approximations of the time maps $L_{y_{2}}$ (dashed line) and $\bar{L}_{y_{2}}$ (dotted line) in case 3 with $\beta_{0}=0.55, \beta_{1}=0.45$, and $c_{1}=c_{2}=c_{4}=0.25$.

The curve $\bar{L}_{y_{2}}$, on the other hand, will be $C^{k}$-close to the stable manifold of 0 (inside the interval $[0,1]$ ). Thus it will intersect $L_{y_{2}}$ three times. Numbering those intersections in increasing order as one progress along $\bar{L}_{y_{2}}$ from $u=0$ to $u=1$, we have that the first intersection corresponds to a stable solution (the intersection angle gets close to the value

$$
\arctan \sqrt{1 / 2+c_{4}}-\arctan \sqrt{1 / 2-c_{2}},
$$

as $\epsilon$ goes to 0 ), the second to an unstable solution, and the third to a stable solution. (The angle at this last intersection gets close to the angle of intersection between the stable manifold of 0 for $c_{3} \leq x<c_{5}$ and the unstable manifold of 1 for $x>c_{5}$, which is negative - to see this requires a computation similar to (21).)

The first solution stays close to 0 most of the time but exhibits two monotone boundary layers connecting 0 with $\beta_{0}$ and $\beta_{1}$. The other two stationary solutions exhibit the same boundary layers, but the unstable one exhibits a "bump" between $y=y_{1}$ and $y=y_{2}$ (it goes around the homoclinic orbit of 0 for $c_{3} \leq x<c_{5}$; that is what makes it unstable) and the other stable solution exhibits two internal jumps: one form 0 to 1 at $y=y_{1}$ and the other back from 1 to 0 at $y=y_{2}$. These three solutions also exist in all the other cases.

In case 2 (i), $L_{y_{1}}$ will also be $C^{k}$-close to the unstable manifold of 0 for $x<c_{3}$, but then it will turn around and have a finger that goes inside the homoclinic orbit around 1 because the line $u=\beta_{0}$ does now intersect that homoclinic orbit. The time


Fig. 9. Numerical approximations of the time maps $L_{y_{1}}$ (dashed line) and $\bar{L}_{y_{1}}$ (dotted line) in case 2(i) with $\beta_{0}=0.65, \beta_{1}=0.45$, and $c_{1}=c_{2}=c_{4}=0.25$.
map $\bar{L}_{y_{1}}$, on the other hand, will have a similar finger that goes inside the homoclinic orbit around 0 that exist for $c_{3} \leq x<c_{5}$ (as in the previous case but backwards in time). This introduces two new crossings. Numbering all intersections consecutively as we progress along $\bar{L}_{y_{1}}$ from $u=0$ to $u=1$, the three first correspond to the same equilibria as that in the previous case. The number 4 is unstable of index 1 (it exhibits a nonmonotone boundary layer at $x=0$ ) and the number 5 is stable (similar argument that for number 3 in the previous case). This last equilibrium point exhibits an internal transition layer from 1 to zero at $y=y_{2}$. See Figure 9 .

If we now look at the situation for $y=y_{2}$, we will see that $L_{y_{2}}$ has a finger going inside the homoclinic orbit around 0 that exists for $c_{3} \leq x<c_{5}$, then turns around and gets $C^{k}$-close to the unstable manifold of 1 . But now, it has three pleats along that unstable manifold. They are elongations of the finger that $L_{y_{1}}$ has close to 1 . The five intersections that $L_{y_{2}}$ and $\bar{L}_{y_{2}}$ have, when look at along $\bar{L}_{y_{2}}$ from $u=0$ to $u=1$, correspond to the stationary solutions $1,2,5,4$, and 3 . Thus the order is not preserved. But this intersection (and this ordering) is preserved in case 1, as we can see in Figure 10.

Actually the diagram for case 1 at $y=y_{2}$ looks very much the same than in the previous case except that now $\bar{L}_{y_{2}}$ also has a finger that goes inside the homoclinic orbit that exists around 1 for $x \geq c_{5}$ (see Figure 10).

This new finger introduces six new intersections. The properties and layers of these new equilibria can be deduced by looking at which side of the finger in $\bar{L}_{y_{2}}$ and


Fig. 10. Numerical approximations of the time maps $L_{y_{2}}$ (dashed line) and $\bar{L}_{y_{2}}$ (dotted line) in case 1 with $\beta_{0}=0.65, \beta_{1}=0.7$, and $c_{1}=c_{2}=c_{4}=0.25 . L_{y_{2}}$ folds three times along the unstable manifold of 1 .
which pleat of $L_{y_{2}}$ they are. For example, along the same pleat as solution number 5 we find two new intersections, corresponding to solution numbers 6 and 7 . That means that until $y=y_{2}$, solutions 5,6 , and 7 behave very much alike. But while solution number 5 , being outside the finger, makes a transition at $y=y_{2}$ from 1 to zero, solution number 6 exhibits a nonmonotone layer from 1 to $\beta_{1}$ (becoming unstable of Morse index 1 as a consequence), and solution number 7 exhibits a monotone layer from 1 to $\beta_{1}$ (resulting in a stable solution; this can be checked in a similar fashion as before).

In the same side of the finger as solution number 7 we find solution numbers 8 and 9 . Because they occupy such positions, solution numbers 8 and 9 also exhibit monotone boundary layers from 1 to $\beta_{1}$. But they are in the two consecutive pleats of $L_{y_{2}}$ after solution number 7 , so solution number 8 exhibits a nonmonotone boundary layer from $\beta_{0}$ to 1 (becoming unstable of index 1) and solution number 9 exhibits a monotone layer from $\beta_{0}$ to 0 ; it follows an internal transition layer from 0 to 1 at $y=y_{1}$. Thus solution number 9 is stable.

On the same pleat as solution number 9 on the other side of the finger we find solution number 10. The only difference between these two solutions is that the left boundary layer of solution number 10 is nonmonotone. Consequently, solution number 10 is unstable of index 1.

Finally, on the second pleat of $L_{y_{2}}$ and on the left side of the finger of $\bar{L}_{y_{2}}$, we find solution number 11. From this location we conclude that solution number 11 must
behave like solution numbers 4 and 8 before $y=y_{2}$ (therefore having a nonmonotone left boundary layer) and like solution numbers 6 and 10 afterwards (therefore having a nonmonotone right boundary layer). Thus solution number 11 must be unstable of Morse index 2.

The method given in [4] allows us again to prove that solution number 11 is connected to all the other solutions except numbers 1 and 2 . The cascading property then implies all the other stated connections.
5. Persistence of solutions after smoothing $\boldsymbol{c}$. We would like to prove that close to every stationary solution $u=u(x)$ of the discrete case-where $c=c(x)$ is a step function-there is a stationary solution $\tilde{u}=u+v$ for the continuous case $\tilde{c}=c+\chi^{\delta}$. We also would like to prove that the stability properties of $u$ are preserved.

Consequently we want $v$ to verify

$$
\left\{\begin{array}{l}
\epsilon^{2} D^{2} v+g^{\epsilon}(\delta, v)=0  \tag{23}\\
\alpha_{0} v(0)-\left(1-\alpha_{0}\right) v^{\prime}(0)=0 \\
\alpha_{1} v(1)+\left(1-\alpha_{1}\right) v^{\prime}(1)=0
\end{array}\right.
$$

where $D^{2}$ stands for the second derivative and

$$
g^{\epsilon}(\delta, v)=\epsilon^{2} D^{2} u+f^{\delta}(x, u+v)
$$

with

$$
f^{\delta}(x, u)=u(1-u)\left(u-c(x)-\chi^{\delta}\right)
$$

In order to use the Implicit Function theorem (IFT), let $\epsilon \in\left(0, \epsilon_{0}\right)$, and let us define the operator $F^{\epsilon}:\left[0, \delta_{0}\right] \times W_{0}^{2, p}([0,1]) \longrightarrow L^{p}([0,1])$ as

$$
F^{\epsilon}(\delta, v)=\epsilon^{2} v+D^{-2} g^{\epsilon}(\delta, v)
$$

Observe that if $v$ belongs to $W_{0}^{2, p}([0,1])$, it verifies the boundary conditions in (23). Also notice that we can always invert the operator $D^{2}$ in $W_{0}^{2, p}([0,1])$.

For simplicity's sake, let us study the case in which $c$ has only one jump at the point $x=x_{1}$. Then $c$ will look like

$$
c(x)= \begin{cases}c_{0}>1 / 2, & x \in\left[0, x_{1}\right] \\ c_{1}<1 / 2, & x \in\left(x_{1}, 1\right]\end{cases}
$$

The functional $\chi^{\delta}$ is a perturbation of $c$ such that

$$
\chi^{\delta}(x)=\chi\left(\frac{x-x_{1}}{\delta}\right),
$$

where $\chi \in Z=L^{p}(-\infty,+\infty)$. Actually, we are particularly interested in a perturbation like

$$
\chi(x)= \begin{cases}-J e^{x}, & x \in(-\infty, 0)  \tag{24}\\ J e^{-x}, & x \in[0,+\infty)\end{cases}
$$

for $J=\left(c_{0}-c_{1}\right) / 2$ (see Figure 11) that would make $c+\chi^{\delta}$ a continuous function, although we will treat all perturbations in $Y=L^{p}([0,1])$.


Fig. 11. Desired perturbation function $\chi(x)$.

The functional $g^{\epsilon}(\delta, v):\left[0, \delta_{0}\right] \times L^{p}([0,1]) \longrightarrow L^{p}([0,1])$ is $C^{\infty}$ with respect to $v$ and is Hölder continuous of exponent $1 / p$ with respect to $\delta$, because

$$
\left\|\chi^{\delta}\right\|_{Y}^{p}=\int_{0}^{1}\left|\chi\left(\frac{x-x_{1}}{\delta}\right)\right|^{p} \mathrm{~d} x=\int_{-\frac{x_{1}}{\delta}}^{\frac{1-x_{1}}{\delta}}|\chi(y)|^{p} \delta \mathrm{~d} y \leq \delta\|\chi\|_{Z}^{p}
$$

Since $F^{\epsilon}$ is then Hölder continuous of exponent $1 / p$ with respect to $\delta$ and differentiable with respect to $v, F^{\epsilon}(0,0)=0$, and $F_{v}^{\epsilon}$ is invertible because $u$ is hyperbolic, we can apply the IFT and obtain $\delta_{1}=\delta_{1}(\epsilon)>0$, such that for every $\delta \in\left[0, \delta_{1}\right)$, $\tilde{u}(\delta)=u+v(\delta)$ is a stationary solution of (1) that is close to $u$ and is a Hölder continuous function of $\delta$ of exponent $1 / p$.

Now, since $v(\delta)$ belongs to the space $W_{0}^{2, p}$, then by the general Sobolev inequalities, $v \in C^{1, q}([0,1])$ with $q=1-1 / p$ if $p>1$ and $v(\delta) \in C^{0, q}([0,1])$ for any $0<q<1$ if $p=1$. Thus if in addition to $p>1$, we choose the perturbation $\chi^{\delta}$ such that $c+\chi^{\delta}$ is a continuous function-selecting it as in (24), for example - then $\tilde{u} \in C^{2}([0,1])$.

We can execute a similar procedure for every discontinuous term $c$. We will represent by $\mathcal{E}(0)=\mathcal{E}$ the set of stationary solution for each $c$ and by $\mathcal{E}(\delta)$ the set of stationary solutions that arise from the perturbation $\chi^{\delta}$.

Due to the continuity of the functional $\chi^{\delta}$ with respect to $\delta$, the eigenvalues of the linearization of (1) around $\tilde{u}$ are continuous functions of $\delta$. Thus there exists a $\delta_{2}=\delta_{2}(\epsilon)>0$ such that for $\delta \in\left[0, \delta_{2}\right)$, the stability properties of $\tilde{u}$ are the same as $u$.

Finally, we want to prove that there exists a $\delta_{3}>0$, such that for $\delta \in\left[0, \delta_{3}\right)$, all the stationary solutions of $(1)$ are in $\mathcal{E}(\delta)$. For that, we will need the following result.

Lemma 5.1. Let $u$ be a stationary solution of (1) for $\epsilon \in\left(0, \epsilon_{0}\right)$. Then $|u(x)| \leq 1$ for all $x \in[0,1]$ and if $\exists x \in[0,1]$ such that $u(x)=0$ (resp., $u(x)=1$ ), then $u$ is constant equal to 0 (resp., equal to 1 ) in $[0,1]$.

Proof. Let us assume that $\exists x_{0} \in[0,1]$ such that $u\left(x_{0}\right)=0$. If $u^{\prime}\left(x_{0}\right)=0$, then by uniqueness of solutions of the initial value problem, $u \equiv 0$.

If $u^{\prime}\left(x_{0}\right)<0$, then in order for $u$ to be a stationary solution, $u^{\prime \prime}(x)<0$ for all $x \in\left(x_{0}, 1\right]$ because $f(x, u)>0$ for all $u<0$. Then $u$ could not arrive at $x=1$ to a value in $[0,1]$. This implies that for $\epsilon_{0}$ small enough, $u$ cannot be a stationary solution. The other case could be discussed similarly.

Let us now assume that there is no such $\delta_{3}$. Then we can construct a sequence $\left\{\delta_{n}\right\}_{n=1}^{\infty}$ such that for every $\delta_{n}$, there is a stationary solution $u_{n} \notin \mathcal{E}\left(\delta_{n}\right)$. By the IFT,
this implies that all the $u_{n}$ are outside the uniqueness neighborhoods of the functions in $\mathcal{E}\left(\delta_{n}\right)$. For simplicity's sake, let us assume that $u_{n}$ is a classical solution, that is, $u_{n} \in C^{2}$, although the following argument would still be true with weaker smoothness assumptions after making the appropriate corrections.

Consequently, $\left\{u_{n}\right\}_{n=1}^{\infty}$ is a sequence of continuous functions defined in $[0,1]$, which is a compact subset of $\mathbb{R}$. This sequence is equibounded by Lemma 5.1. Their first and second derivatives are also equibounded, because

$$
\left|u_{n}^{\prime \prime}\right| \leq \frac{\left|f\left(x, u_{n}\right)\right|}{\epsilon^{2}} \leq M(\epsilon)
$$

Thus both $\left\{u_{n}\right\}_{n=1}^{\infty}$ and $\left\{u_{n}^{\prime}\right\}_{n=1}^{\infty}$ converge uniformly when $n \rightarrow \infty$, by the ArzelàAscoli theorem. The limit function $u_{0}$ is a $C^{2}$ stationary solution that is not in $\mathcal{E}$. This is a contradiction. Therefore, taking $\delta_{0}(\epsilon)=\min \left\{\delta_{1}, \delta_{2}, \delta_{3}\right\}$, we have proved the following.

ThEOREM 5.2. There exists an $\epsilon_{0}>0$ such that for every $\epsilon \in\left(0, \epsilon_{0}\right)$, there exists a $\delta_{0}=\delta_{0}(\epsilon)$ such that for every $\delta \in\left[0, \delta_{0}\right)$, the attractor $\mathcal{A}$ of (1) for a discrete $c$ and the attractor $\mathcal{A}_{\delta}$ of (1) for $c+\chi_{\delta}$ are topologically equivalent. That is, $\mathcal{A} \cong \mathcal{A}_{\delta}$.

This theorem also could have been deduced from more general results proven in [5].
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#### Abstract

We investigate a class of free boundary problems for scalar conservation laws, which is suggested by a model of ion etching. First we give an entropy formulation of the problem; then we prove existence, uniqueness, continuous dependence, and comparison properties of solutions for a large class of initial data.
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1. Introduction. There is a very rich literature about Stefan problems for parabolic and elliptic equations and systems (e.g., see [Da] and references therein). On the other hand, free boundary problems for hyperbolic equations and systems are much less investigated.

Nevertheless, many physical models (for instance, in gas dynamics or in heat conduction; see [Hi], [Ge], [SG], [FH], [SAWD], [SW], [Sh]) give rise to very interesting hyperbolic free boundary problems, which call for a thorough investigation. Problems of this kind also arise for systems of conservation laws, when existence and stability of multidimensional shock waves are addressed (see [Ma1], [Ma2], [Me]). In this connection, let us mention that quasi-linear and linear first-order hyperbolic problems with unknown boundaries are investigated in $[\mathrm{LY}],[\mathrm{Li}],[\mathrm{KM}]$.

In all the above references only smooth solutions are considered. On the other hand, it is well known that for first-order conservation laws we cannot expect to have global classical solutions (see [La], [Ol]). Hence in these cases a weak entropy formulation is unavoidable, both for Cauchy and for initial-boundary value problems (e.g., see $[\mathrm{Kr}],[\mathrm{BLN}]$ ).

To our knowledge, no entropy formulation of free boundary problems involving first-order conservation laws has been given so far. This is our concern in the present paper. More precisely, we consider the following Stefan problem:

$$
\begin{cases}u_{t}+f(u)_{x}=0 & \text { in } \Lambda(s(\cdot), T),  \tag{1.1}\\ u(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{+} \times\{0\}, \\ s^{\prime}(t)=K(u(s(t), t), s(t)), \\ s(0)=0, & \end{cases}
$$

where $f, u_{0}, K$ are given and $u, s$ must be determined; here

$$
\Lambda(s(\cdot), T):=\{(x, t) \in \mathbb{R} \times(0, T): 0 \leq t<T, s(t)<x\}
$$

To understand the nature of the problem some other comments are in order. As is well known, a typical feature of the entropy formulation of initial-boundary

[^50]value problems for scalar conservation laws is that the data are not strongly achieved; instead, boundary conditions have to be formulated as compatibility conditions in a suitable sense (see [BLN]). Roughly speaking, such compatibility conditions involve properties both of the flux function $f$ and of the boundary (see Definition B. 1 in Appendix B). Clearly, giving an entropy formulation for a free boundary problem like (1.1), where the boundary is a priori unknown, raises interesting, nontrivial questions.

Since the equation for the boundary $\{(s(t), t)\}$ in problem (1.1) involves the function $K$, we cannot expect this problem to be well defined unless the function has suitable properties. Investigating this point for a general Stefan problem like (1.1) appears to be a very difficult task. In this paper we limit ourselves to the following choice:

$$
\begin{equation*}
K(u, v)=\frac{f(u)}{u-g^{\prime}(v)} \tag{1.2}
\end{equation*}
$$

which is suggested by a model for ion-etching proposed in [Ro] (see Appendix A). Here $f$ is the flux and $g$ is a regular decreasing function; in [Ro] the case was considered

$$
\begin{equation*}
g(x) \equiv-c x, \quad c>0 \tag{1.3}
\end{equation*}
$$

with a constant initial datum $u_{0}(x) \equiv p, p>0$.
Problem (1.1) with the function $K$ given in (1.2) will be referred to as problem (FB) in the following. It is the purpose of this paper to investigate thoroughly this case, regarded as a "case study" toward the investigation of the general Stefan problem (1.1). As we shall see, some results concerning the general free boundary problem (1.1) can be proved using the same ideas (Proposition 2.4).

The main technical tool used in this paper is the comparison principle for mixed valued problems of scalar conservation laws which will be recalled in Appendix B.
2. The main results. In this section we introduce our mathematical framework and state the main results of the paper.

Concerning the flux $f$ the following assumptions will be used:
$\left(f_{1}\right) f \in C^{2}(\mathbb{R})$;
$\left(f_{2}\right) f>0$;
$\left(f_{3}\right) f(x)=f(-x)$ for any $x \in \mathbb{R}$;
$\left(f_{4}\right) f(x) \underset{|x| \rightarrow \infty}{\longrightarrow} \longrightarrow 0 ;$
$\left(f_{5}\right) f$ has a finite number of inflection points.
As for $g$, we assume that
(g) $g \in C^{1}\left(\mathbb{R}^{+}\right)$is decreasing.

We also assume $u_{0} \geq 0$.
Let us first state a local existence result concerning classical solutions of problem (1.1).

Proposition 2.1. Let $u_{0} \in C^{1}\left(\mathbb{R}^{+}\right), K \in C^{1}(\mathbb{R} \times \mathbb{R})$. Then there is $T>0$ such that for $t \in(0, T)$ there exists at least one regular solution $(s, u)$ of the free boundary problem (1.1).

It was observed in [Ro] that even smooth solutions of problem (1.1) need not be unique. Hence the class of solutions we consider has to be restricted using a criterion of physical admissibility, which was introduced in [Ro] assuming (1.3) and constant initial data. Define

$$
\begin{equation*}
F_{c}(p):=\inf \left\{q \in(p, \infty): \frac{f(q)}{q+c} \geq \frac{f(r)}{r+c} \text { for any } r \in(q, \infty)\right\} \tag{2.1}
\end{equation*}
$$

Then an admissible solution of problem (1.1)-(1.3) is given by a couple $(s, u)$, such that $s(t) \equiv F_{c}(p) t$ and $u$ solves the initial-boundary value problem:

$$
\begin{cases}u_{t}+f(u)_{x}=0 & \text { in } \Lambda(s(\cdot), T) \\ u(x, 0)=p & \text { in } \mathbb{R}^{+} \times\{0\} \\ u\left(F_{c}(p) t, t\right)=F_{c}(p) & \text { for every } t \in(0, T)\end{cases}
$$

This characterizes the admissible solution as the one for which the speed of the interface is maximal. Observe that the function $F_{c}$ is well defined, due to the properties of the flux function $f$. In some intervals this is equal to the identity; in other intervals it is constant. Since the flux $f$ is decreasing for large $x$, the same is true for the function $\frac{f(p)}{p+c}$-hence the function $F_{c}$ is equal to the identity for large $x$.

Similar ideas can be used to obtain the weak entropy formulation of problem (FB). We recall that in the standard space $B V$ of functions with (locally) bounded total variation it is possible to define the notion of trace; see, for instance, [EG]. For simplicity we denote by $u(s(t), t)$ the trace (in the $L^{1}$ sense) of the boundary value function $u$ along the (smooth) curve $s=s(t)$.

Let us introduce the following definition.
Definition 2.1. Let $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$. We say that the couple $s(t) \in$ $\operatorname{Lip}(0, T), u \in B V_{l o c}(\Lambda(s(\cdot), T)) \cap L^{\infty}(\Lambda(s(\cdot), T)), u \geq 0$, is an entropy solution of problem (FB) if it is an entropy solution of the initial-boundary value problem

$$
\begin{cases}u_{t}+f(u)_{x}=0 & \text { in } \Lambda(s(\cdot), T)  \tag{2.2}\\ u(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{+} \times\{0\}, \\ u(s(t), t)=F_{\left|g^{\prime}(s(t))\right|}(u(s(t), t)), \\ s^{\prime}(t)=\frac{f\left(F_{\left|g^{\prime}(s(t))\right|}(u(s(t), t))\right)}{F_{\left|g^{\prime}(s(t))\right|}(u(s(t), t))+\left|g^{\prime}(s(t))\right|}\end{cases}
$$

The definition of entropy solution of an initial-boundary value problem for scalar conservation laws is recalled in Appendix B (see Definition B.1).

In particular, the boundary condition is satisfied in the following sense: For almost any $t \in(0, T)$ there holds

$$
\frac{f(u(s(t), t))-f(k)}{u(s(t), t)-k} \leq \frac{f\left(F_{\left|g^{\prime}(s(t))\right|}(u(s(t), t))\right)}{F_{\left|g^{\prime}(s(t))\right|}(u(s(t), t))+\left|g^{\prime}(s(t))\right|}
$$

for any $k \in\left(u(s(t), t), F_{\left|g^{\prime}(s(t))\right|}(u(s(t), t))\right]$.
Consider the set

$$
\begin{equation*}
\mathcal{S}(c):=\left\{p \in \mathbb{R}: F_{c}(p)=p\right\} . \tag{2.3}
\end{equation*}
$$

The above set plays a crucial role in the entropy formulation of problem (FB), as the following proposition shows.

Proposition 2.2. Let $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$. The couple $s(t) \in \operatorname{Lip}(0, T)$, $u \in B V_{\text {loc }}(\Lambda(s(\cdot), T)) \cap L^{\infty}(\Lambda(s(\cdot), T))$ is an entropy solution of the problem (FB) if and only if this couple is an entropy solution of

$$
\begin{cases}u_{t}+f(u)_{x}=0 & \text { in } \Lambda(s(\cdot), T)  \tag{2.4}\\ u(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{+} \times\{0\}, \\ u(s(t), t) \in S\left(\left|g^{\prime}(s(t))\right|\right) & \text { almost everywhere (a.e.) in }(0, T), \\ s^{\prime}(t)=\frac{f(u(s(t), t))}{u(s(t), t)+\left|g^{\prime}(s(t))\right|} & \end{cases}
$$

It follows that the trace $u(s(t), t)$ of any entropy solution of problem (FB) takes values in the set $\mathcal{S}(c)$. This implies that no characteristic starting from the boundary and pointing inwards toward the domain exists (Proposition 3.1 (v)).

The following proposition gives a maximality property of the entropy solutions of the free boundary problem in $\Lambda(s(\cdot), T)$.

Proposition 2.3. Let $(s, u)$ be an entropy solution of problem (FB). Let $v$ be any entropy solution of the conservation law in $\Lambda(s(\cdot), T)$, which satisfies the same initial condition as $u$. Then $v \leq u$ a.e. in $\Lambda(s(\cdot), T)$.

In the spirit of the previous proposition we can prove the following theorem, which gives an a priori estimate for the entropy solutions of problem (FB).

ThEOREM 2.1. Let $u_{0} \in B V_{\text {loc }}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$. Let the couple $(s, u)$ be an entropy solution of the free boundary problem (FB). Then

$$
\begin{equation*}
\operatorname{ess} \inf \left(u_{0}\right) \leq u \leq F_{J(T)}\left(\mathrm{ess} \sup u_{0}\right) \quad \text { for a.e. }(x, t) \in \Lambda(s(\cdot), T) \tag{2.5}
\end{equation*}
$$

where

$$
J(T):=\sup _{t \in(0, T)}\left|g^{\prime}(s(t))\right|
$$

Moreover, the function $u$ is an entropy solution of the following boundary value problem:

$$
\left\{\begin{array}{lc}
u_{t}+f(u)_{x}=0 & \text { in } \Lambda(s(\cdot), T) \\
u(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{+} \times\{0\} \\
u(s(t), t)=F_{J(T)}\left(\text { ess sup } u_{0}\right) . &
\end{array}\right.
$$

As discussed in section 1, it is natural to ask whether the previous results are still true for the general Stefan problem (1.1). In this connection let us make the following definition.

Definition 2.2. Let $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$. We say that the couple $s(t) \in$ $\operatorname{Lip}(0, T), u \in B V_{l o c}(\Lambda(s(\cdot), T)) \cap L^{\infty}(\Lambda(s(\cdot), T))$ is an entropy solution of problem (1.1) if
(i) the function $u$ is an entropy solution in $\Lambda(s(\cdot), T)$ of problem (1.1);
(ii) $s^{\prime}(t)=K(u(s(t), t), s(t))$;
(iii) $u(s(t), t) \in \overline{\mathcal{S}}(s(t))$, where the set $\overline{\mathcal{S}}(s(t))$ is a finite union of closed intervals and verifies the following property:

$$
\begin{equation*}
u \in \overline{\mathcal{S}}(s(t)) \Leftrightarrow K(u, s(t)) \geq \frac{f(u)-f(p)}{u-p} \quad \text { for every } u, p \in \overline{\mathcal{S}}(s(t)) \tag{2.6}
\end{equation*}
$$

Following the proof of Proposition 2.3 (see section 3) we obtain the proposition below.

Proposition 2.4. Let $(s, u)$ be an entropy solution of problem (1.1). Then the conclusion of Proposition 2.3 holds. Moreover,

$$
\begin{gathered}
\sup \left\{q>\operatorname{ess} \inf u_{0}: q \in \overline{\mathcal{S}}(s(t)) \forall t \in[0, T]\right\} \leq u \leq \\
\inf \left\{q>\operatorname{ess} \sup u_{0}: q \in \bar{S}(s(t)) \forall t \in[0, T]\right\} \quad \text { a.e. in } \Lambda(s(\cdot), T)
\end{gathered}
$$

Let us now restrict ourselves to the case $g(x)=-c x, c>0$, which is easier since the admissible set of free boundary value $\mathcal{S}\left(\left|g^{\prime}(s(t))\right|\right)$ does not depend on $t$. The
general case, namely, for any $g$ satisfying assumption $(\mathrm{g})$, will be the object of further investigation.

Let us introduce the following classes of initial data:
Class A: $u_{0}$ takes values in an interval $[a, b] \subset \mathcal{S}(c)$;
Class B: $u_{0}$ takes values in an interval $(p, q) \subset \mathbb{R}^{+} \backslash \mathcal{S}(c)$;
Class C: $u_{0}$ has a finite number of oscillations outside a set of zero Lebesgue measure, namely, there exist a null set $E$ and $n \in \mathbb{N}$ such that for any $n+1$ points $\left\{x_{i}\right\}, x_{i}<x_{i+1}(i=1, \ldots, n)$ in $\mathbb{R}^{+} \backslash E, u_{0}\left(x_{j}\right) \neq u_{0}\left(x_{(j+1))}\right.$ there holds

$$
\operatorname{sgn}\left(u_{0}\left(x_{i+1}\right)-u_{0}\left(x_{i}\right)\right)=-\operatorname{sgn}\left(u_{0}\left(x_{i+2}\right)-u_{0}\left(x_{i+1}\right)\right), \quad 1 \leq i \leq n-2,
$$

implying

$$
\operatorname{sgn}\left(u_{0}\left(x_{n+1}\right)-u_{0}\left(x_{n}\right)\right)=\operatorname{sgn}\left(u_{0}\left(x_{n}\right)-u_{0}\left(x_{n-1}\right)\right) .
$$

Let us observe that $\mathcal{S}(c)=\mathbb{R}^{+}$when $f^{\prime} \leq 0$ (see Proposition 3.1 (i) below), in which case all the data belong to Class A.

The following existence and uniqueness theorem for problem (FB) can be proved (see sections 4-6).

Theorem 2.2. Let (1.3) hold. Let $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$be in any Class A, B, or C . Then there exists a unique entropy solution of the free boundary problem (FB).

If the initial data are in Class A, the following estimates can be proved.
Theorem 2.3. Let (1.3) hold. Let $\left(s_{1}, u\right),\left(s_{2}, v\right)$ be solutions of the free boundary problem (FB) with data $u_{0}, v_{0}$, respectively, of Class A. Then

$$
\left\|s_{1}-s_{2}\right\|_{L^{\infty}(0, T)} \leq \frac{2}{c}\left\|u_{0}-v_{0}\right\|_{L^{1}\left(\left(0, R_{T}\right)\right)}
$$

and for any $C \in \mathbb{R}^{+}$and almost any $t$

$$
\int_{\bar{s}(t)}^{\bar{s}(t)+C}|u(x, t)-v(x, t)| d x \leq\left\|u_{0}-v_{0}\right\|_{L^{1}\left(\left(0, C+R_{T}\right)\right)}
$$

where

$$
\begin{gathered}
\bar{s}(t)=\max \left\{s_{1}(t), s_{2}(t)\right\}, \\
R_{T}:=\left(\sup _{|u| \leq M}\left|f^{\prime}(u)\right|+\left\|s^{\prime}\right\|_{L^{\infty}(0, T)}\right) T,
\end{gathered}
$$

and

$$
M:=\max \left(\left\|u_{0}\right\|_{L^{\infty}},\left\|v_{0}\right\|_{L^{\infty}}\right)
$$

Moreover, suppose $u_{0} \leq v_{0}$ a.e. Then

$$
\begin{gathered}
s_{1} \geq s_{2} \quad \text { in }(0, T), \\
u \leq v \quad \text { a.e. in } \Lambda\left(s_{1}(t), T\right) .
\end{gathered}
$$

3. Proofs of general results. In this section we prove local existence of classical solutions of the general free boundary problem (1.1) (Proposition 2.1), as well as the characterization of the entropy solutions of the free boundary problem (FB) (Proposition 2.3) and the a priori estimates stated in Proposition 2.4 and Theorem 2.1, respectively.

Proof of Proposition 2.1. Let us extend $u_{0}$, in an arbitrary way, to a function $\bar{u}_{0} \in C^{1}(\mathbb{R})$.

By the method of characteristics, there exists a time $T_{0}$ and a regular solution $u$ to the Cauchy problem

$$
\left\{\begin{aligned}
u_{t}+f(u)_{x}=0 & \text { in } \mathbb{R} \times\left(0, T_{0}\right), \\
u(x, 0)=\bar{u}_{0} & \text { in } \mathbb{R} \times\{0\} .
\end{aligned}\right.
$$

We look for a solution $s(t)$ of

$$
s^{\prime}(t)=K(u(s(t), t), s(t))
$$

Set

$$
B:=\left\{s \in \operatorname{Lip}(0, T): s(0)=0,0 \leq s \leq M, 0 \leq s^{\prime} \leq L \text { a.e. }\right\}
$$

where $T<T_{0}$ is a constant to be fixed later,

$$
L:=\max _{\substack{|u| \leq\left\|\bar{u}_{0}\right\|_{L} \infty(\mathbb{R}) \\|v| \leq 1}}|K(u, v)| \text { and } M:=\min \{L T, 1\}
$$

Observe that $B$ is a closed subspace of the Banach space $C(0, T)$; consider the following operator $G$ from $B$ into itself:

$$
G(s)(t):=\int_{0}^{t} K(u(s(t), t), s(t)) d \tau
$$

Let us choose $T$ such that $G$ is a contraction. We have

$$
\|G(s)-G(\bar{s})\|_{L^{\infty}}=\sup _{t \in[0, T]}\left|\int_{0}^{t} K(u(s(\tau), \tau), s(\tau))-K(u(\bar{s}(\tau), \tau), \bar{s}(\tau)) d \tau\right|
$$

Since $K$ and $u$ are smooth functions there exists a constant $k$ such that

$$
|K(u(x, t), x)-K(u(\bar{x}, t), x)| \leq k|x-\bar{x}|
$$

for every $-M \leq x, \bar{x} \leq M, 0 \leq t \leq T_{0}$.
Thus we have

$$
\|G(s)-G(\bar{s})\|_{L^{\infty}} \leq T k\|s-\bar{s}\|_{L^{\infty}}
$$

Choosing $T<\frac{1}{k}$ we obtain that $T$ is a contraction operator and we can apply the contraction fixed point theorem.

Observe that the above result cannot give any information about uniqueness, since we consider an arbitrary extension of $u_{0}$. However, the following holds.

Lemma 3.1. Suppose $u_{0} \in C^{1}\left(\mathbb{R}^{+}\right)$. Let $u$ be a local regular solution given in the previous proof such that the trace $u(s(t), t)$ lies in the set $\overline{\mathcal{S}}(s(t))$ given by (2.6). Then the function $u$ does not depend on the arbitrary extension of $u_{0}$.

Proof. Let us prove that $s(t)$ depends only on the data on the positive semiaxis.
For any $x_{0} \geq 0$ the characteristic issued from $x_{0}$ is given by the solution of the problem

$$
\left\{\begin{array}{rl}
x^{\prime} & =f(u), \quad u^{\prime}
\end{array}=0,1 \text { (0) }=x_{0}, \quad u(0)=u(x(0))=u\left(x_{0}\right) .\right.
$$

Then we have

$$
x(t)=x_{0}+t f^{\prime}\left(u_{0}\left(x_{0}\right)\right), \quad u(x(t), t)=u_{0}\left(x_{0}\right)
$$

Let $(x(t), 0)$ be the starting point of the characteristic reaching the point $(s(t), t)$; then

$$
\begin{equation*}
s(t)=x_{0}(t)+t f^{\prime}\left(u_{0}\left(x_{0}(t)\right)\right) s(0)=0=x_{0}(0) \tag{3.1}
\end{equation*}
$$

Let us derive (3.1) obtaining

$$
s^{\prime}(t)=x_{0}^{\prime}(t)+f^{\prime}\left(u_{0}\left(x_{0}(t)\right)\right)+t f^{\prime \prime}\left(u_{0}\left(x_{0}(t)\right)\right) x_{0}^{\prime}(t) u_{0}^{\prime}\left(x_{0}(t)\right)
$$

Since $s^{\prime}(t)=K(u(s(t), t), s(t))$, we obtain by (2.6)

$$
x_{0}^{\prime}\left(1+t f^{\prime \prime} u_{0}^{\prime}\right)=s^{\prime}(t)-f^{\prime}\left(u_{0}\left(x_{0}(t)\right)\right)=K(u(s(t), t), t)-f^{\prime}(u(s(t), t)) \geq 0
$$

Thus for small time $x_{0}^{\prime} \geq 0$ and $x_{0}(t) \geq 0$.
Let us now state some properties of the function $F_{c}$ and of the set $S(c)$ (see (2.1), (2.3)), which are needed in the following. The elementary proofs are omitted.

Proposition 3.1. Assume $\left(f_{1}\right)-\left(f_{5}\right)$ for the flux function $f$. Then
(i) $F_{c}(p) \geq p$ for any $p \geq 0$;
(ii) let $F_{c}(p)>p$. Then $\frac{f\left(F_{c}(p)\right)}{F_{c}(p)+c}=f^{\prime}\left(F_{c}(p)\right)$ and $\frac{f\left(F_{c}(p)\right)}{F_{c}(p)+c}>\frac{f(p)}{p+c}$;
(iii) there exists a finite number of points $n, 0=p_{0} \leq p_{1}<p_{2}<\cdots<p_{n}=+\infty$, such that

$$
F(p)=\left\{\begin{aligned}
p & \text { in }\left(p_{2 j}, p_{2 j+1}\right] \\
F\left(p_{2 j+2}\right) & \text { in }\left(p_{2 j+1}, p_{2 j+2}\right]
\end{aligned}\right.
$$

(iii) $F$ is continuous from the left;
(iv) let $u \in \mathcal{S}(c), u<v$. Then

$$
\min \left\{\frac{f(u)}{u+c}, \frac{f(v)}{v+c}\right\} \geq \frac{f(u)-f(v)}{u-v}
$$

(v) for any given interval $(a, b) \subset \mathcal{S}(c)$, the function $\frac{f(x)}{x+c}$ is nonincreasing in $(a, b)$ and

$$
\frac{f(x)}{x+c}-f^{\prime}(x) \geq 0
$$

Let us discuss a more precise characterization of the set $\mathcal{S}(c)$. For this purpose, let $0<p_{1}<\cdots<p_{k}$ local strictly positive maximum of $f^{\prime}$. Define the functions

$$
\begin{gathered}
L(x)=x-\frac{f(x)}{f^{\prime}(x)}, \\
p_{j}(c):= \begin{cases}\min \left\{x \geq p_{j}: L(c)=-c, f^{\prime \prime}(x) \geq 0\right\}, & j=1, \ldots, k \\
0, & j=0\end{cases}
\end{gathered}
$$

Set also

$$
N(c):=\left\{j \in\{0, \ldots, k\}: p_{j}(c) \in \mathcal{S}(c)\right\}
$$

and for any $j \in K(c) \backslash\{0\}$

$$
\bar{p}_{j}(c):=\max \left\{p_{j-1}(c) \leq x<p_{j}(c): \frac{f(x)}{x+c}=f^{\prime}\left(p_{j}(c)\right)\right\}
$$

The following result can be proved.
Proposition 3.2. (i) If $f^{\prime} \leq 0$, then $\mathcal{S}(c)=\mathbb{R}^{+}$for every $c$.
(ii) The function $p_{j}(c)$ is an increasing function of $c$ for every $j=1, \ldots, k$.
(iii) The function $\bar{p}_{j}(c)$ is a decreasing function of $c$ for every $j \in N(c) \backslash\{0\}$.
(iv) There holds

$$
\mathcal{S}(c)=\bigcup_{j \in N(c) \backslash\{\max \{k \in N(c)\}\}}\left[p_{j}(c), \bar{p}(c)_{\min \{k \in N(c), k>j\}}\right] \cup\left[p(c)_{\max \{k \in N(c)\}}, \infty\right)
$$

(v) $\mathcal{S}\left(c_{1}\right) \subset \mathcal{S}\left(c_{2}\right)$ for any $c_{1}>c_{2}$.

We can now prove Propositions 2.2 and 2.3.
Proof of Proposition 2.2. If $u$ is an entropy solution of (2.4), then it is obviously an entropy solution of (2.2). Now suppose that the function $u$ is an entropy solution of (2.2). We want to show that the trace $u(s(t), t) \in S\left(\left|g^{\prime}(s(t))\right|\right)$ a.e.

For simplicity set $u(s(t), t)=\tilde{u}$ for a fixed $t$. If $\tilde{u}<F_{\left|g^{\prime}(s(t))\right|}(\tilde{u})$ then for the compatible boundary conditions we have

$$
\frac{f(\tilde{u})-f(k)}{\tilde{u}-k} \leq s^{\prime}(t)=\frac{f\left(F_{\left|g^{\prime}(s(t))\right|}(\tilde{u})\right)}{F_{\left|g^{\prime}(s(t))\right|}(\tilde{u})+\left|g^{\prime}(s(t))\right|} \quad \text { for every } k \in\left(\tilde{u}, F_{\left|g^{\prime}(s(t))\right|}(\tilde{u})\right]
$$

Taking $k=F_{\left|g^{\prime}(s(t))\right|}(\tilde{u})$, we obtain by computations

$$
\frac{f\left(F_{\left|g^{\prime}(s(t))\right|}(\tilde{u})\right)}{F_{\left|g^{\prime}(s(t))\right|}(\tilde{u})+\left|g^{\prime}(s(t))\right|} \leq \frac{f(\tilde{u})}{\tilde{u}+\left|g^{\prime}(s(t))\right|}
$$

This is in contradiction with Proposition 3.1 (iv).
Let us associate with any given function $s \in \operatorname{Lip}(0, T)$ and $u \in B V(\Lambda(s(\cdot), T)) \cap$ $L^{\infty}(\Lambda(s(\cdot), T))$, the function

$$
\begin{equation*}
u^{s}(x, t):=u(x+s(t), t) \tag{3.2}
\end{equation*}
$$

defined in $\Pi_{T}^{+}:=\mathbb{R}^{+} \times(0, T)$.
Proof of Proposition 2.3. We have to compare the functions $u$ and $v$ in $\Lambda(s(\cdot), T)$. Consider the functions $u^{s}, v^{s}$ associate, respectively, to $(s(t), u)$ and $(s(t), v)$ (see (3.2)). Using the inequality (B.4) of Theorem B. 1 (see Appendix B), we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{+}} & {\left[v^{s}(x, t)-u^{s}(x, t)\right]_{+} d x } \\
& \leq \int_{0}^{t} H\left(v^{s}(0, \tau)-u^{s}(0, \tau)\right)\left(f\left(v^{s}(0, \tau)\right)-f\left(u^{s}(0, \tau)\right)\right.  \tag{3.3}\\
& \left.-\frac{f\left(u^{s}(0, \tau)\right)}{u^{s}(0, \tau)+\left|g^{\prime}(s(t))\right|}\left(v^{s}(0, \tau)-u^{s}(0, \tau)\right)\right) d \tau
\end{align*}
$$

Let us show that the right-hand side of inequality (3.3) is negative. In fact, for the values of $\tau$ such that $v^{s}(0, \tau) \leq u^{s}(0, \tau)$ the integrand is negative. Suppose $v^{s}(0, \tau)>u^{s}(0, \tau)$. Since $u^{s} \in \mathcal{S}\left(\left|g^{\prime}(s(\tau))\right|\right)$, we have from Proposition 3.1 (iv)

$$
\frac{f\left(v^{s}(0, \tau)\right)-f\left(u^{s}(0, \tau)\right)}{v^{s}(0, \tau)-u^{s}(0, \tau)} \leq \frac{f\left(u^{s}(0, \tau)\right)}{u^{s}(0, \tau)+\left|g^{\prime}(s(\tau))\right|}
$$

Therefore also in this case the integrand is negative. This completes the proof.
Let us prove Theorem 2.1.
Proof of Theorem 2.1. Set $p:=F_{J(T)}\left(\operatorname{ess} \sup u_{0}\right)$. Consider in $\Lambda(s(\cdot), T)$ the functions $u$ and $v \equiv p$ and the associated functions $u^{s}$ and $v^{s}$ given by (3.2). Since $v^{s} \equiv p$ is an entropy solution of the problem with initial data $v_{0} \equiv p$, we can compare the functions $u^{s}$ and $v^{s}$ by inequality (B.4). In this case we have

$$
\begin{gather*}
\int_{\mathbb{R}^{+}}\left[u^{s}(x, t)-p\right]_{+} d x \leq \int_{\mathbb{R}^{+}}[u(x, 0)-p]_{+} d x \\
+\int_{0}^{t} H\left(u^{s}(0, \tau)-p\right)\left(f\left(u^{s}(0, \tau)\right)-f(p)-\frac{f\left(u^{s}(0, \tau)\right)}{u^{s}(0, \tau)+c}\left(u^{s}(0, \tau)-p\right)\right) d \tau \tag{3.4}
\end{gather*}
$$

Again using Proposition 3.1 (iv) and Proposition 3.2 (v) we obtain that the right-hand side of inequality (3.4) is negative. In the same way we can prove that $u^{s} \geq \operatorname{ess} \inf u_{0}$.

The rest of the proof is a consequence of Theorem B. 2 (see Appendix B), Proposition 2.3, and estimate (2.5).

Let us prove for future reference a further result. Set

$$
M_{0}=\max \left\{\left\|u_{0}\right\|_{L^{\infty}}, F_{J(T)}\left(\text { ess } \sup u_{0}\right)\right\}
$$

where

$$
J(T):=\sup _{t \in(0, T)}\left|g^{\prime}(s(t))\right|
$$

Then the following holds.
Proposition 3.3. Let $u_{0} \in B V_{\text {loc }}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$. Let $(s, u)$ be an entropy solution of the free boundary problem $(\mathrm{FB})$. Let $\bar{u}_{0} \in B V_{l o c}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$such that $\left\|\bar{u}_{0}\right\|_{L^{\infty}} \leq\left\|u_{0}\right\|_{L^{\infty}}$ and

$$
\bar{u}_{0} \equiv u_{0} \quad \text { in }[0, R]
$$

for some $R>\left(\sup _{|u| \leq M_{0}}\left|f^{\prime}(u)\right|+\left\|s^{\prime}\right\|_{L^{\infty}(0, T)}\right) T$. Then a solution of the free boundary problem with initial data $\bar{u}_{0}$ is given by $(s, \bar{u})$, where $\bar{u}$ is the solution of the following mixed value problem:

$$
\left\{\begin{array}{l}
\bar{u}_{t}+f(\bar{u})_{x}=0 \quad \text { in } \quad \Lambda(s(\cdot), T) \\
\bar{u}(x, 0)=\bar{u}_{0}(x) \quad \text { in } \mathbb{R}^{+} \times\{0\}, \\
\bar{u}(s(t), t)=F_{J(T)}\left(\operatorname{ess} \sup u_{0}\right)
\end{array}\right.
$$

Proof. Using Proposition B.1, Theorem B.2, Proposition 2.3, and Theorem 2.1 we easily obtain $\bar{u}(s(t), t)=u(s(t), t)$ for almost any $t$ in $(0, T)$.
4. Initial data of Class A. In this section we prove Theorem 2.2 for initial data $u_{0}$ in the Class A, as well as Theorem 2.3. Observe that by Theorem 2.1 any entropy solution of problem $(\mathrm{FB})$ takes values in the interval $[a, b] \subset \mathcal{S}(c)$.

We first prove the uniqueness claim of Theorem 2.2, as well as stability and comparison results which imply plainly Theorem 2.3 (see subsection (a)). Then the existence part of Theorem 2.2 is proved by a suitable adaptation of the Godunov method (see subsection (b)).
(a) Uniqueness and comparison results.

Proposition 4.1. Let (1.3) hold; let $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$belong to Class A. Then there is at most one entropy solution of problem (FB).

Proof. Let $\left(s_{1}, u_{1}\right),\left(s_{2}, u_{2}\right)$ be two entropy solutions of problem (FB). Let $\bar{s}(t)=$ $\max \left\{s_{1}(t), s_{2}(t)\right\}$. Obviously $\bar{s}(t) \in \operatorname{Lip}(0, T)$.

Consider the associate functions $u_{1}^{\bar{s}}, u_{2}{ }^{\bar{s}}$ relative to $u_{1}, u_{2}$ with respect to the function $\bar{s}$ (see (3.2)). Then by Proposition B.1, functions $u_{1}{ }^{\bar{s}}, u_{2}{ }^{\bar{s}}$ are both entropy solutions of the problem

$$
\left\{\begin{array}{cl}
u_{t}+f(u)_{y}-\bar{s}^{\prime}(t) u_{y}=0 & \text { in } \Pi_{T}^{+} \\
u(y, 0)=u_{0}(y) & \text { in } \mathbb{R}^{+} \times\{0\}
\end{array}\right.
$$

Now, using Theorem B.1, we have for almost any $t \in(0, T)$

$$
\begin{gather*}
\int_{\mathbb{R}^{+}}\left|u_{1}{ }^{\bar{s}}(x, t)-u_{2}^{\bar{s}}(x, t)\right| d x  \tag{4.1}\\
\leq \int_{0}^{t} \operatorname{sgn}\left(u_{1}{ }^{\bar{s}}(0, \tau)-u_{2}{ }^{\bar{s}}(0, \tau)\right)\left(f\left(u_{1}{ }^{\bar{s}}(0, \tau)\right)\right. \\
\left.-f\left(u_{2}{ }^{\bar{s}}(0, \tau)\right)-\bar{s}^{\prime}(\tau)\left(u_{1}{ }^{\bar{s}}(0, \tau)-u_{2}{ }^{\bar{s}}(0, \tau)\right)\right) d \tau
\end{gather*}
$$

Let us show that the right-hand side in inequality (4.1) is negative.
For almost any $t \in(0, T)$ there is $i \in\{1,2\}$ such that $\bar{s}^{\prime}(t)=\frac{f\left(u_{i}{ }^{\bar{s}}(0, t)\right)}{u_{i}{ }^{\bar{s}}(0, t)+c}$. Fix a $t$ in the set in which the previous equality holds.

The integrand of the right-hand side of inequality (4.1) can be written

$$
\begin{equation*}
\left|u_{1}{ }^{\bar{s}}(0, t)-u_{2}{ }^{\bar{s}}(0, t)\right|\left(\frac{f\left(u_{1}{ }^{\bar{s}}(0, t)\right)-f\left(u_{2}^{\bar{s}}(0, t)\right)}{u_{1}^{\bar{s}}(0, t)-u_{2}^{\bar{s}}(0, t)}-\bar{s}^{\prime}(t)\right) . \tag{4.2}
\end{equation*}
$$

Since $u_{1}{ }^{\bar{s}}(0, t), u_{2}{ }^{\bar{s}}(0, t)$ lay in $\mathcal{S}(c)$, we have that (4.2) is negative by Proposition 3.1 (iv). Then $u_{1}{ }^{\bar{s}}$ and $u_{2}{ }^{\bar{s}}$ coincide. Therefore $u_{1} \equiv u_{2}$ in $\Lambda(\bar{s}(t), T)$.

Hence $\left(\bar{s}, u_{1}\left(\equiv u_{2}\right)\right)$ is another entropy solution of problem (FB).
Let us show that such a solution is equal to $\left(s_{i}, u_{i}\right)(i=1,2)$. To obtain this, it is enough to prove that $s_{1} \equiv s_{2} \equiv \bar{s}$. By Proposition 3.3 it is not restrictive to assume $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right)$.

Using conservation formula (B.6) in the cases $s(t)=s_{i}(t)$ and $s(t)=\bar{s}(t)$, we have

$$
\int_{s_{1}(t)}^{\infty} u_{1}(x, t) d x=\int_{\mathbb{R}^{+}} u_{0}(x) d x+c s_{1}(t)-t f(0)
$$

and

$$
\int_{\bar{s}(t)}^{\infty} u_{1}(x, t) d t=\int_{\mathbb{R}^{+}} u_{0}(x) d x+c \bar{s}(t)-t f(0)
$$

Subtracting the previous equalities, we obtain

$$
\int_{s_{1}(t)}^{\infty} u_{1}(x, t) d x-\int_{\bar{s}(t)}^{\infty} u_{1}(x, t) d x=c\left(s_{1}(t)-\bar{s}(t)\right)
$$

Hence

$$
0 \geq c\left(s_{1}(t)-\bar{s}(t)\right)=\int_{s_{1}(t)}^{\bar{s}(t)} u_{1}(x, t) d x \geq 0
$$

which implies $\bar{s} \equiv s_{1}$. The same is true for $i=2$ and so $s_{2} \equiv s_{1}$ and $u_{2}=u_{1}$.
By using a similar argument we can prove the following stability result. Let us set, for any $u_{0}, v_{0} \in B V_{l o c}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$,

$$
M:=\max \left(\left\|u_{0}\right\|_{L^{\infty}},\left\|v_{0}\right\|_{L^{\infty}}\right)
$$

and

$$
R_{T}:=\left(\sup _{|u| \leq M}\left|f^{\prime}(u)\right|+\left\|s^{\prime}\right\|_{L^{\infty}(0, T)}\right) T
$$

Proposition 4.2. Let (1.3) hold; let $u_{0}, v_{0} \in B V_{\text {loc }}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$and belong to Class A. Let $\left(s_{1}, u\right),\left(s_{2}, v\right)$ be solutions of problem $(\mathrm{FB})$ with data $u_{0}, v_{0}$, respectively. Then

$$
\left\|s_{1}-s_{2}\right\|_{L^{\infty}(0, T)} \leq \frac{2}{c}\left\|u_{0}-v_{0}\right\|_{L^{1}\left(\left(0, R_{T}\right)\right)}
$$

Moreover, for any $C \in \mathbb{R}^{+}$we have for almost any $t$

$$
\int_{\bar{s}(t)}^{\bar{s}(t)+C}|u(x, t)-v(x, t)| d x \leq\left\|u_{0}-v_{0}\right\|_{L^{1}\left(\left(0, C+R_{T}\right)\right)}
$$

where $\bar{s}(t)=\max \left\{s_{1}(t), s_{2}(t)\right\}$.
Proof. Proceeding as in the proof of Proposition 4.1 and using Theorem B. 1 we obtain

$$
\int_{\bar{s}(t)}^{\bar{s}(t)+C}|u(x, t)-v(x, t)| d x \leq\left\|u_{0}-v_{0}\right\|_{L^{1}((0, C+R))} .
$$

Let $\bar{u}_{0} \equiv \chi_{\left(0, R_{T}\right)} u_{0}, \bar{v}_{0} \equiv \chi_{\left(0, R_{T}\right)} v_{0}$, where $\chi_{\left(0, R_{T}\right)}$ is the characteristic function of the interval $\left(0, R_{T}\right)$. Then by Proposition 3.3 we see that there exist $\left(s_{1}, \bar{u}\right),\left(s_{2}, \bar{v}\right)$, respectively, solutions of the free boundary with initial data $\bar{u}_{0}, \bar{v}_{0}$, respectively.

Obviously for the functions $\bar{u}, \bar{v}$ the previous inequality is still true. Moreover we have the conservation equalities

$$
\begin{aligned}
\int_{s_{1}(t)}^{\infty} \bar{u}(x, t) d x & =\int_{\mathbb{R}^{+}} \bar{u}_{0}(x) d x+c s_{1}(t)-t f(0) \\
\int_{s_{2}(t)}^{\infty} \bar{v}(x, t) d x & =\int_{\mathbb{R}^{+}} \bar{v}_{0}(x) d x+c s_{2}(t)-t f(0)
\end{aligned}
$$

Fix $t$ and suppose, for example, that $s_{1}(t)>s_{2}(t)$. Subtracting the previous equalities we have

$$
\begin{gathered}
c\left(s_{1}(t)-s_{2}(t)\right) \\
=\int_{s_{1}(t)}^{\infty} \bar{u}(x, t)-\bar{v}(x, t) d x-\int_{s_{2}(t)}^{s_{1}(t)} \bar{v}(x, t) d x \\
+\int_{\mathbb{R}^{+}} \bar{v}_{0}(x)-\bar{u}_{0}(x) d x \leq 2\left\|\bar{u}_{0}-\bar{v}_{0}\right\|_{L^{1}\left(\mathbb{R}^{+}\right)}=2\left\|u_{0}-v_{0}\right\|_{L^{1}((0, R))}
\end{gathered}
$$

From the arbitrariness of $t$ we obtain the assert.
Finally, let us state a comparison result.
Proposition 4.3. Let (1.3) hold; let $u_{0}, v_{0} \in B V_{l o c}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$belong to Class A with $u_{0} \leq v_{0}$ a.e. Then $s_{1} \geq s_{2}$ and $u \leq v$ a.e. in $\Lambda\left(s_{1}(t), T\right)$, where $\left(s_{1}, u\right),\left(s_{2}, v\right)$ are the solutions of the free boundary problem (FB) with data $u_{0}, v_{0}$, respectively.

Proof. Let $\bar{s}(t)=\max \left\{s_{1}(t), s_{2}(t)\right\}$. As was shown previously we compare $u$ and $v$ in $\Lambda(\bar{s}(t), T)$.

Using inequality (B.4) and proceeding as in the proof of Proposition 2.3 we conclude that $u \leq v$ a.e. in $\Lambda(\bar{s}(t), T)$.

It remains to prove that $s_{1} \geq s_{2}$. As in the proof of Proposition 4.1 we can reduce ourselves to the case $u_{0}, v_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right)$.

Let $t \in(0, T)$ and suppose $s_{2}(t)>s_{1}(t)$. Considering the conservation equalities for $u, v$ we have

$$
\begin{gathered}
c\left(s_{2}(t)-s_{1}(t)\right)+\int_{\mathbb{R}^{+}} v_{0}(x)-u_{0}(x) d x \\
=\int_{s_{2}(t)}^{\infty} v(x, t)-u(x, t) d x-\int_{s_{1}(t)}^{s_{2}(t)} u(x, t) d x \leq \int_{\mathbb{R}^{+}} v_{0}(x)-u_{0}(x) d x .
\end{gathered}
$$

Hence we conclude that $s_{2}(t) \leq s_{1}(t)$, which is a contradiction.
(b) Existence.

Let us introduce the following standard notations. Let $V_{n}$ be the space of the functions which are constant on any interval of the type

$$
\left[\frac{i}{n}, \frac{i+1}{n}\right) \quad(i \in \mathbb{N})
$$

Define for any $n \in \mathbb{N}$

$$
\begin{gathered}
P_{n}: B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right) \rightarrow V_{n}, \\
P_{n}(u)(t):=n \int_{\frac{i}{n}}^{\frac{i+1}{n}} u(\tau) d \tau, \quad t \in\left[\frac{i}{n}, \frac{i+1}{n}\right) .
\end{gathered}
$$

The following lemma gives some interesting properties of $P_{n}$ (see [Le1], [Le2], [Te2]).
LEMMA 4.1. For any $n \in \mathbb{N}$, $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right)$, the operator $P_{n}$ has the following properties:
(i) $\left\|P_{n}\left(u_{0}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{+}\right)} \leq\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{+}\right)}$;
(ii) $T V\left(P_{n}\left(u_{0}\right), \mathbb{R}^{+}\right) \leq T V\left(u_{0}, \mathbb{R}^{+}\right)$;
(iii) $\left\|P_{n}\left(u_{0}\right)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)} \leq\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{+}\right)}$;
(iv) $\left\|P_{n}\left(u_{0}\right)-u_{0}\right\|_{L^{1}\left(\mathbb{R}^{+}\right)} \leq \frac{1}{2 n} T V\left(u_{0}, \mathbb{R}^{+}\right)$.

Let us prove the following proposition.
Proposition 4.4. Let (1.3) hold; let $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$be initial data of Class A. Then there exists an entropy solution of problem (FB).

Proof. It is not restrictive to assume $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right)$.
By Proposition 2.2 it is enough to look for an entropy solution of the problem

$$
\begin{cases}u_{t}+f(u)_{x}-\frac{f(u(0, t))}{u(0, t)+c} u_{x}=0 & \text { in } \Pi_{T}^{+},  \tag{4.3}\\ u(0, t) \in \mathcal{S}(c) \\ u(x, 0)=u_{0}(x) & \text { a.e. }, \\ \mathbb{R}^{+} \times\{0\} .\end{cases}
$$

Namely, we search $u \in B V\left(\Pi_{T}^{+}\right) \cap L^{\infty}\left(\Pi_{T}^{+}\right)$such that for any $\phi \in C_{0}^{1}((0, \infty) \times$ $(0, T)), \phi \geq 0$, for any $k \in \mathbb{R}$,

$$
\begin{gather*}
\int_{\Pi_{T}^{+}}|u-k| \phi_{t}+\operatorname{sgn}(u-k)(f(u)-f(k)) \phi_{x}-|u-k| \frac{f(u(0, t))}{u(0, t)+c} \phi_{x} d t d x \geq 0 ;  \tag{4.4}\\
\operatorname{ess} \lim _{t \rightarrow 0} \int_{I}\left|u(x, t)-u_{0}(x)\right| d x=0
\end{gather*}
$$

Let us consider the following scheme.
Let $u_{0 n}=P_{n} u_{0}$. Let

$$
\begin{gathered}
l:=\sup _{p \in \mathbb{R}^{+}}\left|f^{\prime}(p)\right|+\sup _{p \in \mathbb{R}^{+}}\left|\frac{f(p)}{p+c}\right| ; \\
r:=\frac{1}{2 l}, \Delta t=\frac{r}{n} ;
\end{gathered}
$$

we denote with $u_{i}^{0}$ the constant value of the function $P_{n}\left(u_{0}\right)$ on the interval $\left(\frac{i}{n}, \frac{i+1}{n}\right)$.
Let us solve the following problem until time $t_{1}=\Delta t$ :

$$
\left\{\begin{array}{lc}
u_{t}+f(u)_{x}-\frac{f\left(u_{0}^{0}\right)}{u_{0}^{u} u_{x}=0} & \text { in } \mathbb{R}^{+} \times\left(0, t_{1}\right), \\
u(x, 0)=P_{n} u_{0} & \text { in } \mathbb{R}^{+} \times\{0\}, \\
u(0, t)=u_{0}^{0} & \text { in }\{0\} \times\left(0, t_{1}\right) .
\end{array}\right.
$$

Denote the solution of such problems with $u_{1 n}$. For the given choice of $t_{1}$, we observe that the solution is obtained by solving Riemann problems between the constant values. Such problems are not interacting within the definition of $\Delta t$.

At time $t_{1}$ we consider a new boundary value problem with initial data $P_{n}\left(u_{1 n}\left(x, t_{1}\right)\right)$. More precisely we consider the following problem:

$$
\left\{\begin{array}{lc}
u_{t}+f(u)_{x}-\frac{f\left(u_{0}^{1}\right)}{u_{0}^{1}+c} u_{x}=0 & \text { in } \mathbb{R}^{+} \times\left(t_{1}, t_{2}\right), \\
u(x, 0)=P_{n}\left(u_{1 n}\left(x, t_{1}\right)\right) & \text { in } \mathbb{R}^{+} \times\left\{t_{1}\right\}, \\
u(0, t)=u_{0}^{1} & \text { in }\{0\} \times\left(t_{1}, t_{2}\right),
\end{array}\right.
$$

where $u_{0}^{1}$ is the value of $P_{n}\left(u_{1 n}\left(x, t_{1}\right)\right)$ in the interval $\left(0, \frac{1}{n}\right)$ and $t_{2}=2 t_{1}$. We call the solution of such problem $u_{2 n}$.

By induction we can define a function $u_{n}$ until time $T$.
Set

$$
u_{i}^{j}:=P_{n}\left(u_{(j-1) n}\left(\cdot, t_{j}\right)\right) \quad \text { in the interval }\left(\frac{i}{n}, \frac{i+1}{n}\right) .
$$

Moreover we denote with $u_{i+\frac{1}{2}}^{j}$ the constant value of $u_{j n}$ in the points $\left(\frac{i+1}{n}, t\right)$ (the dependence on $n$ is understood in the previous notations).

Finally define

$$
u_{\left.n\right|_{\mathbb{R}+\times\left(t_{j}, t_{j+1}\right)}}:=u_{j n}, \quad j=0,1, \ldots
$$

We obtain the proof in three steps:
(i) there exists a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$, converging in the $L^{1}$ norm to a function $u \in B V\left(\Pi_{T}^{+}\right) \cap C\left([0, T], L_{l o c}^{1}\left(\mathbb{R}^{+}\right)\right) \cap L^{\infty}\left(\Pi_{T}^{+}\right) ;$
(ii) $u_{n}(0, \cdot) \in B V(0, T)$, with $\left\|u_{n}(0, \cdot)\right\|_{B V(0, T)} \leq C$, where $C$ is a constant independent of $n$;
(iii) the function $u$ is an entropy solution of the free boundary problem (FB).

To prove (i), let us consider the total variation of $u_{j n}\left(\cdot, t_{j}\right)$,

$$
T V\left(u_{j n}\left(\cdot, t_{j}\right), \mathbb{R}^{+}\right)=\sum_{i=0}^{\infty}\left|u_{i+1}^{j}-u_{i}^{j}\right|
$$

Since the function $u_{(j-1) n}$ is given by solving the Riemann problem we have the following estimate by standard results on the Godunov scheme (see [Le1], [Te2]):

$$
\sum_{i=0}^{\infty}\left|u_{i+1}^{j}-u_{i}^{j}\right| \leq \sum_{i=0}^{\infty}\left|u_{i+1}^{j-1}-u_{i}^{j-1}\right| \leq T V\left(u_{0}\right)
$$

for any $j$.
Then, for any $t$ in $(0, T)$, there exists $j$ such that $t_{j} \leq t \leq t_{j+1}$ and

$$
\begin{equation*}
T V\left(u_{n}(\cdot, t)\right)=T V\left(u_{j n}(\cdot, t)\right) \leq T V\left(u_{j n}\left(\cdot, t_{j}\right)\right) \leq T V\left(u_{0}\right) \tag{4.5}
\end{equation*}
$$

obtaining an estimate independent of $n$.
In the same way we can prove the following estimate:

$$
\begin{equation*}
\sum_{i=0}^{\infty}\left|u_{i}^{j+1}-u_{i}^{j}\right| \leq \sum_{i=0}^{\infty}\left|u_{i+1}^{j}-u_{i}^{j}\right| \leq T V\left(u_{0}\right) \tag{4.6}
\end{equation*}
$$

Let $t, s \in(0, T)$. Let us estimate $\left\|u_{n}(\cdot, t)-u_{n}(\cdot, s)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)}$.
Suppose $t \in\left(t_{j}, t_{j+1}\right), s \in\left(t_{l}, t_{l+1}\right), l>j$. Then by (4.6)

$$
\begin{gathered}
\left\|u_{n}(\cdot, t)-u_{n}(\cdot, s)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)} \leq\left\|u_{n}(\cdot, t)-u_{n}\left(\cdot, t_{j+1}\right)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)} \\
+\sum_{k=j+1}^{l-1}\left\|u_{n}\left(\cdot, t_{k+1}\right)-u_{n}\left(\cdot, t_{k}\right)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)}+\left\|u_{n}\left(\cdot, t_{l}\right)-u_{n}(\cdot, s)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)} \\
\leq\left\|u_{n}(\cdot, t)-u_{j n}\left(\cdot, t_{j+1}\right)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)}+\left\|u_{j n}\left(\cdot, t_{j+1}\right)-u_{n}\left(\cdot, t_{j+1}\right)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)} \\
+\sum_{k=j+1}^{l-1} \sum_{i=0}^{\infty} \int_{\frac{i}{n}}^{\frac{i+1}{n}}\left|u_{i}^{k}-u_{i}^{k+1}\right| d x+\left\|u_{n}\left(\cdot, t_{l}\right)-u_{n}(\cdot, s)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)} \\
\leq\left\|u_{n}(\cdot, t)-u_{j n}\left(\cdot, t_{j+1}\right)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)}+\frac{1}{2 n} T V\left(u_{0}\right) \\
+\frac{(l-j-1) r}{r n} T V\left(u_{0}\right)+\left\|u_{n}\left(\cdot, t_{l}\right)-u_{n}(\cdot, s)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)}
\end{gathered}
$$

Since $u_{j n}, u_{l n}$ are piecewise smooth solutions, respectively, of the conservation laws

$$
\begin{aligned}
& u_{t}+f(u)_{x}-\frac{f\left(u_{0}^{j}\right)}{u_{0}^{j}+c}=0 \quad \text { in } \quad \mathbb{R}^{+} \times\left(t_{j}, t_{j+1}\right), \\
& u_{t}+f(u)_{x}-\frac{f\left(u_{0}^{l}\right)}{u_{0}^{l}+c}=0 \quad \text { in } \quad \mathbb{R}^{+} \times\left(t_{l}, t_{l+1}\right),
\end{aligned}
$$

we see that the first and the fourth addendum in the last term of the previous inequality can be estimated by $\frac{\left({ }_{j+1}-t\right)}{r} T V\left(u_{0}\right)$, respectively, $\frac{\left(s-t_{1}\right)}{r} T V\left(u_{0}\right)$ (see [Le2]). Therefore we have

$$
\begin{gather*}
\left\|u_{n}(\cdot, t)-u_{n}(\cdot, s)\right\|_{L^{1}\left(\mathbb{R}^{+}\right)} \\
\leq \frac{\left(t_{j+1}-t\right)}{r} T V\left(u_{0}\right)+\frac{\left(s-t_{l}\right)}{r} T V\left(u_{0}\right)+\frac{(l-j-1) r}{r n} T V\left(u_{0}\right)+\frac{1}{2 n} T V\left(u_{0}\right) \\
=\frac{T V\left(u_{0}\right)}{r}\left(t_{j+1}-t+s-t_{l}+(l-j-1) \frac{r}{n}\right) T V\left(u_{0}\right)+\frac{1}{2 n} T V\left(u_{0}\right)  \tag{4.7}\\
=(s-t) \frac{T V\left(u_{0}\right)}{r}+\frac{1}{2 n} T V\left(u_{0}\right) .
\end{gather*}
$$

The estimates (4.5)-(4.7) ensure us that step (i) holds. Moreover by the previous estimates we see that $u_{n} \in B V\left(\Pi_{T}^{+}\right)$for any $n$. Observe that it is not restrictive to suppose that the sequence converges a.e. in $\Pi_{T}^{+}$to $u$.

Let us consider assertion (ii). Fix $n$ and consider $u_{n}(0, \cdot)$; then

$$
T V\left(u_{n}(0, \cdot)\right)=\sum_{i=1}^{k(n)}\left|u_{0}^{i}-u_{0}^{i-1}\right|,
$$

where $k(n)$ is the last step to reach $T$.
Let us prove the following estimate. For every $l, s \in \mathbb{N}$

$$
\begin{equation*}
\sum_{k=1}^{s}\left|u_{k}^{l}-u_{k-1}^{l}\right|+\left|u_{0}^{l}-u_{0}^{l-1}\right| \leq \sum_{k=1}^{s+1}\left|u_{k}^{l-1}-u_{k-1}^{l-1}\right| . \tag{4.8}
\end{equation*}
$$

Consider the following Cauchy problem:

We know that

$$
T V\left(u\left(\cdot, t_{l-1}, \mathbb{R}\right)\right)=\sum_{k=1}^{\infty}\left|u_{k}^{l-1}-u_{k-1}^{l-1}\right| ;
$$

moreover, by standard arguments (see, for instance, [Df]), we have

$$
T V\left(u\left(\cdot, t_{l}\right),\left(-\infty, \frac{s}{n}\right)\right) \leq T V\left(u\left(\cdot, t_{l-1}\right),\left(-\infty, \frac{s+1}{n}\right)\right) .
$$

Let us observe that $u\left(\cdot, t_{l}\right)=u_{0}^{l-1}$ when $x<0$.

Moreover

$$
\begin{gathered}
\sum_{k=1}^{s}\left|u_{k}^{l}-u_{k-1}^{l}\right|+\left|u_{0}^{l}-u_{0}^{l-1}\right| \\
=T V\left(P_{n}\left(u\left(\cdot, t_{l}\right)\right),\left(-\infty, \frac{s}{n}\right)\right) \leq T V\left(u\left(\cdot, t_{l}\right),\left(-\infty, \frac{s}{n}\right)\right) \\
\quad \leq T V\left(u\left(\cdot, t_{l-1}\right),\left(-\infty, \frac{s+1}{n}\right)\right)=\sum_{k=1}^{s+1}\left|u_{k}^{l-1}-u_{k-1}^{l-1}\right|
\end{gathered}
$$

and then inequality (4.8) holds.
Let us show now that for any $s \in \mathbb{N}, 0 \leq s \leq k(n)$,

$$
\begin{equation*}
\sum_{k=k(n)-s}^{k(n)}\left|u_{0}^{k}-u_{0}^{k-1}\right| \leq \sum_{m=1}^{s+1}\left|u_{m}^{k(n)-s-1}-u_{m-1}^{k(n)-s-1}\right| . \tag{4.9}
\end{equation*}
$$

We prove inequality (4.9) by induction.
By the explicit solution of Riemann problem we have

$$
\left|u_{0}^{k(n)}-u_{0}^{k(n)-1}\right| \leq\left|u_{0}^{k(n)-1}-u_{1}^{k(n)-1}\right|
$$

which corresponds to the case $s=0$. Suppose that inequality (4.9) is true for $s-1$; then we have

$$
\begin{gathered}
\sum_{k(n)-s}^{k(n)}\left|u_{0}^{k}-u_{0}^{k-1}\right|=\sum_{k(n)-s+1}^{k(n)}\left|u_{0}^{k}-u_{0}^{k-1}\right|+\left|u_{0}^{k(n)-s}-u_{0}^{k(n)-s-1}\right| \\
\quad \leq \sum_{m=1}^{s}\left|u_{m}^{k(n)-s}-u_{m-1}^{k(n)-s}\right|+\left|u_{0}^{k(n)-s}-u_{0}^{k(n)-s-1}\right|
\end{gathered}
$$

Now applying inequality (4.8) with $l=k(n)-s$, we see that

$$
\sum_{k(n)-s}^{k(n)}\left|u_{0}^{k}-u_{0}^{k-1}\right| \leq \sum_{m=1}^{s+1}\left|u_{m}^{k(n)-s-1}-u_{m-1}^{k(n)-s-1}\right|
$$

and (4.9) holds.
Putting $s=k(n)-1$ in (4.9) we obtain

$$
\sum_{k=1}^{k(n)}\left|u_{0}^{k}-u_{0}^{k-1}\right| \leq \sum_{m=1}^{k(n)}\left|u_{m}^{0}-u_{m-1}^{0}\right| \leq T V\left(u_{0}\right)
$$

Since we estimate $T V\left(u_{n}(0, \cdot),(0, T)\right)$ independently on $n$, we see that there exists a subsequence that converges in $L^{1}$ norm and a.e. to a function $w \in L^{1}((0, T)) \cap$ $L^{\infty}((0, T))$ and $w(t) \in \mathcal{S}(c)$ for almost any $t$.

Let us consider step (iii). We have to prove that $u$ verifies (4.4) for any nonnegative $\phi \in C_{0}^{1}((0, \infty) \times(0, T))$ and any $k \in \mathbb{R}$.

For any $n, j, \phi \in C_{0}^{1}([0, \infty) \times(0, T))$ we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{+}} \int_{t_{j}}^{t_{j+1}} & \left|u_{j n}-k\right| \phi_{t}+\operatorname{sgn}\left(u_{j n}-k\right)\left(f\left(u_{j n}\right)-f(k)\right) \phi_{x}-\frac{f\left(u_{0}^{j}\right)}{u_{0}^{j}+c}\left|u_{j n}-k\right| \phi_{x} d t d x \\
& +\int_{t_{j}}^{t_{j+1}}\left(\operatorname{sgn}\left(u_{0}^{j}-k\right)\left(f\left(u_{0}^{j}\right)-f(k)\right)-\frac{f\left(u_{0}^{j}\right)}{u_{0}^{j}+c}\left|u_{0}^{j}-k\right|\right) \phi(0, t) d t \\
& \geq \int_{\mathbb{R}^{+}}\left|u_{j n}\left(x, t_{j+1}\right)-k\right| \phi\left(x, t_{j+1}\right)-\left|u_{j n}\left(x, t_{j}\right)-k\right| \phi\left(x, t_{j}\right) d x
\end{aligned}
$$

Then summing on $j$

$$
\begin{align*}
& \quad \int_{\Pi_{T}^{+}}\left|u_{n}-k\right| \phi_{t}+\operatorname{sgn}\left(u_{n}-k\right)\left(f\left(u_{n}\right)-f(k)\right) \phi_{x}-\frac{f\left(u_{n}(0, \cdot)\right)}{u_{n}(0, \cdot)+c}\left|u_{n}-k\right| \phi_{x} d t d x \\
& +\int_{0}^{T}\left(\operatorname{sgn}\left(u_{n}(0, \cdot)-k\right)\left(f\left(u_{n}(0, \cdot)\right)-f(k)\right)-\frac{f\left(u_{n}(0, \cdot)\right)}{u_{n}(0, \cdot)+c}\left|u_{n}(0, \cdot)-k\right|\right) \phi(0, t) d t \\
& 4.10) \geq \sum_{j=1}^{k(n)} \int_{\mathbb{R}^{+}}\left(\left|u_{(j-1) n}\left(x, t_{j}\right)-k\right|-\left|P_{n}\left(u_{(j-1) n}\right)\left(x, t_{j}\right)-k\right|\right) \phi\left(x, t_{j}\right) d x . \tag{4.10}
\end{align*}
$$

Consider inequality (4.10) for the converging subsequence given in (i), (ii) and take the limit. Then the first member of the inequality (4.10) tends to

$$
\begin{align*}
\int_{\Pi_{T}^{+}} \mid u & \left.-k\left|\phi_{t}+\operatorname{sgn}(u-k)(f(u)-f(k)) \phi_{x}-\frac{f(w)}{w+c}\right| u-k \right\rvert\, \phi_{x} d t d x  \tag{4.11}\\
& +\int_{0}^{T} \operatorname{sgn}(w-k)(f(w)-f(k)) \phi_{x}-\frac{f(w)}{w+c}|w-k| \phi d t
\end{align*}
$$

Moreover (see, for example, [Le2], [Te2]) we see that

$$
\limsup _{n \rightarrow \infty} \sum_{j=1}^{k(n)} \int_{\mathbb{R}^{+}}\left(\left|u_{(j-1) n}\left(x, t_{j}\right)-k\right|-\left|P_{n}\left(u_{(j-1) n}\right)\left(x, t_{j}\right)-k\right|\right) \phi\left(x, t_{j}\right) d x \geq 0
$$

Therefore the expression (4.11) is positive. To conclude the proof, we have to prove that $u(0, t)=w(t)$ for almost every $t \in(0, T)$. Using a suitable test function we obtain

$$
\operatorname{sgn}(w(t)-k)(f(w(t))-f(k))-\frac{f(w(t))}{w(t)+c}|w(t)-k|
$$

$\geq \operatorname{sgn}(u(0, t)-k)(f(u(0, t))-f(k))-\frac{f(w(t))}{w(t)+c}|u(0, t)-k| \quad$ for almost every $t$.
Choosing $k>\max \{u(0, t), w(t)\}$ we have

$$
f(u(0, t))-f(w(t)) \geq \frac{f(w(t))}{w(t)+c}(u(0, t)-w(t))
$$

whereas $k<\min \{u(0, t), w(t)\}$ gives

$$
f(u(0, t))-f(w(t)) \leq \frac{f(w(t))}{w(t)+c}(u(0, t)-w(t))
$$

Thus we conclude $\frac{f(w(t))}{w(t)+c}=\frac{f(u(0, t))}{u(0, t)+c}$, since $w$ and $u$ are in $\mathcal{S}(c)$ this implies $w(t)=$ $u(0, t)$ for almost any $t$.

Observe that the uniqueness result in Proposition 4.1 ensures that all the sequence $\left\{u_{n}\right\}$, constructed in the previous proof, converges to the solution $u$.
5. Initial data of Class B. In this section we prove Theorem 2.2 for initial data of Class B. Due to Theorem 2.1, any solution of problem (FB) now takes values in the interval $\left[q, F_{c}(p)\right]$.

Proposition 5.1. Let (1.3) hold; let $u_{0}$ be of Class B. Then there exists a unique entropy solution of problem (FB) with the free boundary given by $s(t)=\frac{f(p)}{p+c} t$.

Proof. Since $u(s(t), t) \in\{p, q\} \cap \mathcal{S}(c)$, we have $s^{\prime}(t)=\frac{f(p)}{p+c}\left(=\frac{f(q)}{q+c}\right.$ if $\left.q \in \mathcal{S}(c)\right)$.
Let $\bar{u}$ be the entropy solution of the following free boundary problem:

$$
\begin{cases}\bar{u}_{t}+f(\bar{u})_{x}-\frac{f(p)}{p+c} \bar{u}_{x}=0 & \text { in } \quad \Pi_{T}^{+} \\ \bar{u}(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{+} \times\{0\} \\ \bar{u}(0, t)=p & \text { in } \quad\{0\} \times(0, T)\end{cases}
$$

Let us prove that the function $u=\bar{u}(x-s(t), t)$ is an entropy solution of the free boundary problem (FB). This follows by proving that for almost every $t \in((0, T))$ $\bar{u}(0, t) \in\{q, p\}$ when $q \in \mathcal{S}(c)$ and $\bar{u}(0, t)=p$ when $q \notin \mathcal{S}(c)$.

For the compatibility condition along the boundary we have for almost every $t \in(0, T)$

$$
\frac{f(\bar{u}(0, t))-f(k)}{\bar{u}(0, t)-k} \leq \frac{f(p)}{p+c} \quad \text { for every } k \in(\bar{u}(0, t), p] .
$$

If $q \in \mathcal{S}(c)$ and $\bar{u}(0, t)=q$ the previous inequality holds. Otherwise, reasoning as in the proof of Proposition 4.2 we obtain $\bar{u}(0, t)=p$. When $q \notin \mathcal{S}(c)$ we necessarily have $\bar{u}(0, t)=p$.

We prove uniqueness using the estimate (4.1). In such a case the free boundary is a priori known. Consider two solutions $\left(s, u_{1}\right)$ and $\left(s, u_{2}\right)$. Let $u_{1}^{s}, u_{2}^{s}$ be the associate functions (see (3.2)) defined in $\Pi_{T}^{+}$. We obtain

$$
\begin{gathered}
\int_{\mathbb{R}^{+}}\left|u_{1}^{s}(x, t)-u_{2}^{s}(x, t)\right| d x \\
\leq \int_{0}^{t} \operatorname{sgn}\left(u_{1}^{s}(0, \tau)-u_{2}^{s}(0, \tau)\right)\left(f\left(u_{1}^{s}(0, \tau)\right)-f\left(u_{2}^{s}(0, \tau)\right)-s^{\prime}(\tau)\left(u_{1}^{s}(0, \tau)-u_{2}^{s}(0, \tau)\right)\right) d \tau \\
=0
\end{gathered}
$$

Since for almost every $t \in(0, T)$, we have

$$
\frac{f\left(u_{1}^{s}(0, t)\right)}{u_{1}^{s}(0, t)+c}=\frac{f\left(u_{2}^{s}(0, t)\right)}{u_{2}^{s}(0, t)+c}=s^{\prime}(t)
$$

6. Initial data of Class C. In this last section we prove Theorem 2.2 for initial data in Class C, using the results of sections 4 and 5 and the finite speed of propagation of the characteristics.

Proposition 6.1. Let (1.3) hold; let $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$be of Class C. Then for any entropy solution $u$ of the free boundary problem $(\mathrm{FB}), u(\cdot, t)$ is in the Class C for any $t$ in ( $0, T$ ).

Proof. This can be shown by observing that any entropy solution of the free boundary problem ( FB ) is the solution of an opportune mixed value problem (Theorem 2.1) that can be thought in $\Pi_{T}^{+}$by Proposition B.1. Then using a Godunov-type approximation method for mixed value problems (as in the proof of Proposition 4.4), we can approximate the solution $u$ of the problem in the $C\left([0, T], L_{l o c}^{1}\left(\mathbb{R}^{+}\right)\right)$norm by functions having a bounded number of oscillations for any fixed $t$ (solving Riemann problem the number of oscillations do not increase). Therefore the solution $u$ has, for any fixed $t$, a finite number of oscillations outside a set of null measure.

Lemma 6.1. Let $v$ be a function from $\mathbb{R}^{+}$to $\mathbb{R}^{+}$belonging to Class C. Let $\left\{I_{k}\right\}$, $\{k=0, \ldots, n\}$, some intervals of $\mathbb{R}^{+}$such that $I_{j} \neq I_{l}$ when $j \neq l$, and $\mathbb{R}^{+}=\bigcup_{k=0}^{n} I_{k}$. Then there exists $k \in\{0, \ldots, n\}$ and $\epsilon>0$ such that $v((0, \epsilon)) \subset I_{k}$ for almost any $x \in(0, \epsilon)$.

Proof. Consider the interval $[0,1)$. There exists $k_{1}$ such that $\mu\{x \in[0,1): v(x) \in$ $\left.I_{k_{1}}\right\}>0$, where $\mu$ is the Lebesgue measure; hence there exists $j_{1}$ such that

$$
\mu\left(\left\{x \in\left[2^{-j_{1}}, 1\right): v(x) \in I_{k_{1}}\right\}\right)>0
$$

If

$$
\mu\left(\left\{x \in\left[0,2^{-j_{1}}\right): v(x) \in \bigcup_{l \neq k_{1}} I_{l}\right\}\right)=0
$$

the claim is proved; otherwise there exists $k_{2} \neq k_{1}$ such that

$$
\mu\left(\left\{x \in\left[0,2^{-j_{1}}\right): v(x) \in I_{k_{2}}\right\}\right)>0
$$

and analogously we can find $j_{2}$ such that

$$
\mu\left(\left\{x \in\left[2^{-j_{2}}, 2^{-j_{1}}\right): v(x) \in I_{k_{2}}\right\}\right)>0
$$

Suppose that the claim is false. Then proceeding as above, we can construct a sequence of integers $\left\{j_{s}\right\}, j_{s}<j_{s+1}$ and a sequence of sets $\left\{I_{k_{s}}\right\}, k_{s} \neq k_{s+1}$ such that

$$
\mu\left(\left\{x \in\left[2^{-j_{s}}, 2^{-j_{s-1}}\right): v(x) \in I_{k_{s}}\right\}\right)>0
$$

Since the interval $I_{k}$ are only $n+1$, this implies that $v$ does not belong to the Class C, hence the contradiction.

Proposition 6.2. Let $u_{0} \in L^{\infty}\left(\mathbb{R}^{+}\right) \cap B V\left(\mathbb{R}^{+}\right)$be an initial data in Class C . Then there exists at most one entropy solution of problem (FB).

Proof. Suppose there exists two entropy solutions $\left(u_{1}, s_{1}\right),\left(u_{2}, s_{2}\right)$. Let

$$
t_{1}=\sup \left\{t \in[0, T): s_{1} \equiv s_{2} \text { in }(0, t)\right\}
$$

Let us show that $t_{1}=T$. Suppose that $t_{1}<T$; we see that $u_{1}\left(\cdot, t_{1}\right)=u_{2}\left(\cdot, t_{1}\right)$, and there exists a finite number of points $n, 0=p_{0} \leq p_{1}<p_{2}<\cdots<p_{n}=+\infty$ such
that $S(c)=\cup_{i=1}^{n}\left[p_{2 i}, p_{2 i+1}\right]$ (Proposition 3.1 (iii) and Proposition 3.2 (iii)). From Proposition 6.1 the function $u_{1}\left(\cdot, t_{1}\right)$ is in Class C. Therefore, from Lemma 6.1 there exists $i \in\{0, \ldots, n-1\}$ and $\epsilon>0$ such that

$$
u_{1}\left(\cdot, t_{1}\right) \in\left(p_{i}, p_{i+1}\right] \quad \text { a.e. in }\left(s_{1}\left(t_{1}\right), s_{1}\left(t_{1}\right)+\epsilon\right)
$$

In this way, near the boundary we are either in the situation of Proposition 4.1 or in that of Proposition 5.1.

Let us change $u_{1}\left(\cdot, t_{1}\right)$ outside the interval $\left(s_{1}\left(t_{1}\right), s_{1}\left(t_{1}\right)+\epsilon\right)$ in such a way that the function takes values in the interval $\left(p_{i}, p_{i+1}\right]$ and preserves its regularity. Let us call this function $\tilde{u}_{1}\left(\cdot, t_{1}\right)$.

To simplify the notations we assume that $t_{1}=0$.
Let

$$
M=\sup _{p \in \mathbb{R}^{+}}\left|f^{\prime}(p)\right|,
$$

where $M$ is an upper bound for the speed of the characteristics. Let

$$
C_{i}:=\Lambda\left(s_{i}(t), T\right) \cap\left\{(x, t) \in \Pi_{T}^{+}: x-s_{i}(t)<\epsilon-M t\right\}, \quad i=1,2
$$

We see that $u_{1} \equiv u_{2}$ in $C_{1} \cap C_{2}$. In fact, let $v$ be the solution of the following mixed value problem:

$$
\begin{cases}v_{t}+f(v)_{x}=0 & \text { in } \Lambda\left(s_{1}(t), T\right) \\ v(x, 0)=\tilde{u}_{1}(x, 0) & \text { in } \mathbb{R}^{+} \times\{0\} \\ v\left(s_{1}(t), t\right)=u_{1}\left(s_{1}(t), t\right) & \end{cases}
$$

From the finite speed of propagation of characteristics $u_{1} \equiv v$ in $C_{1}$. Then the function $v$ is a solution of the free boundary problem.

On the other hand, let $w$ be the solution of the problem

$$
\begin{cases}w_{t}+f(w)_{x}=0 & \text { in } \Lambda\left(s_{2}(t), T\right) \\ w(x, 0)=\tilde{u}_{1}(x, 0) & \text { in } \mathbb{R}^{+} \times\{0\} \\ w\left(s_{2}(t), t\right)=u_{2}\left(s_{2}(t), t\right) & \end{cases}
$$

In the same way we see that $w \equiv u_{2}$ in $C_{2}$. Therefore $w$ is an entropy solution of the free boundary problem. Hence, from Propositions 4.1 and 5.1 we have $\left(v, s_{1}\right) \equiv$ $\left(w, s_{2}\right)$. Then $u_{1} \equiv u_{2}$ in $C_{1} \cap C_{2}$ and there exists a positive $\delta$ such that $s_{1} \equiv s_{2}$ in $(0, \delta)$. This is a contradiction with the definition of $t_{1}$.

Proposition 6.3. Let $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$be an initial data in Class C. Then there exists an entropy solution of the free boundary problem (FB) in $\mathbb{R}^{+} \times \mathbb{R}^{+}$.

Proof. Since $u_{0}$ is in Class C, we can construct a local entropy solution of problem (FB). In fact, as in the proof of Proposition 6.2 there exists an $\epsilon>0$ such that for almost any $x \in(0, \epsilon), u_{0}(x) \in\left(p_{i}, p_{i+1}\right]$ using the existence theorem of the previous sections and the finite propagation of characteristics, we obtain that there exists the entropy solution of the free boundary problem until a time $\bar{t}>0$.

Let
$T:=\sup \left\{t \in \mathbb{R}^{+}:\right.$there exists a solution of the free boundary problem in $\left.\Pi_{t}^{+}\right\}$.
Then $T>0$. Assume $T<\infty$, and define a solution $\bar{u}$ in $\Pi_{T}^{+}$such that $\bar{u}(\cdot, t)=u(\cdot, t)$, where for every $t<T$ function $u$ is a solution of the free boundary problem in $\Pi_{t+\delta}^{+}$ $(t+\delta<T)$.

This function is well defined for the uniqueness result and is a solution of the free boundary problem (FB). Therefore $\bar{u}$ verifies for time $T$ the condition of the Case C. Then $T=+\infty$ by standard continuation arguments.

Proof of Theorem 2.2. The proof follows by Propositions 4.1-4.4, Proposition 5.1, and Propositions 6.2-6.3.

Appendix A. As we said in section 1, the present study is motivated by a model introduced in [Ro] (see also [Fr]). In this appendix we introduce briefly the model for convenience to the reader.

Consider a homogeneous material exposed to ion beams (this procedure is called ion etching). Denote by $y=y(x, t)$ the surface of the material at time $t$. This function satisfies the following Hamilton-Jacobi equation:

$$
\begin{equation*}
y_{t}=-f\left(y_{x}\right) \tag{A.1}
\end{equation*}
$$

where the function $f$-referred to as sputtering function-depends in general on the material.

It is interesting for the applications to study the situation when different materials with different "sputtering functions" are masked together. For example, in the construction of semiconductor devices the technique of ion etching is used to shape the material in a proper way. To this aim, the semiconductor material is masked with photoresistant materials.

In [Ro] the problem of two materials with surface equation, respectively, $y_{1}, y_{2}$, was considered (see Figure 1). Such materials are separated by an interface which is given by a function $g(x)$. Using the continuity condition along the interface we have

$$
\begin{equation*}
y_{1}(s(t), t)=g(s(t))=y_{2}(s(t), t) \tag{A.2}
\end{equation*}
$$

where the function $s(t)$ denotes the separation point of the materials at time $t$.
Let $f^{1}$ (respectively, $f^{2}$ ) be the sputtering functions of the materials with surface equation $y_{1}(x, t)$ (respectively, $y_{2}(x, t)$ ). Let $p_{1}=y_{1_{x}}, p_{2}=y_{2 x}, s(0)=0$. Deriving the Hamilton-Jacobi equation (A.1) for each material the problem can be written as follows:

$$
\begin{cases}p_{2 t}+f^{2}\left(p_{2}\right)_{x}=0 & \text { in } \Lambda(s(\cdot), T)  \tag{A.3}\\ p_{1_{t}}+f^{1}\left(p_{1}\right)_{x}=0 & \text { in } \mathbb{R} \times(0, T) \backslash \Lambda(s(\cdot), T) \\ \frac{f^{1}\left(p_{1}(s(t), t)\right)}{p_{1}(s(t), t)-g^{\prime}(s(t))}=s^{\prime}(t)=\frac{f^{2}\left(p_{2}(s(t), t)\right)}{p_{2}(s(t), t)-g^{\prime}(s(t))}, \\ p_{1}(x, 0)=p_{1}^{0}(x) & \text { in } \mathbb{R}^{-} \times\{0\}, \\ p_{2}(x, 0)=p_{2}^{0}(x) & \text { in } \mathbb{R}^{+} \times\{0\}, \\ s(0)=0 . & \end{cases}
$$

Observe that the interface condition is obtained by deriving (A.2).
Problem (A.3) is a free boundary problem in which the unknowns are the functions $s, p_{1}, p_{2}$.

Let us point out that problem (A.3) is a generalization of a Cauchy problem $\left(g^{\prime}=\infty, s(t) \equiv 0\right)$

$$
\left\{\begin{array}{l}
u_{t}+F(u, x)_{x}=0 \quad \text { in } \mathbb{R} \times \mathbb{R} \\
u(x, 0)=u_{0}(x)
\end{array}\right.
$$



Fig. 1.
where

$$
F(u, x)= \begin{cases}f^{1}(u) & \text { per } x<0 \\ f^{2}(u) & \text { per } x \geq 0\end{cases}
$$

This problem arises in several applications: in continuous sedimentation of solid particles in a liquid [GR], [DW], [Ca], in two phase flow in porous media [GHR], and in traffic flow analysis [Mo].

To simplify the free boundary problem (A.3) we suppose that the second material lays over the first material (i.e., $g^{\prime}(x)<0$ ). In this way, following [Ro], by physical considerations, we expect that the evolution of the boundary is affected only by the second material.

Therefore, we can divide problem (A.3) into two separate problems. In the first one, we look for $s, p_{2}$ such that

$$
\begin{cases}p_{2 t}+f^{2}\left(p_{2}\right)_{x}=0 & \text { in } \Lambda(s(\cdot), T)  \tag{A.4}\\ \frac{f^{2}\left(p_{2}(s(t), t)\right)}{p_{2}(s(t), t)-g^{\prime}(s(t))}=s^{\prime}(t) \\ p_{2}(x, 0)=p_{2}^{0}(x) & \text { in } \mathbb{R}^{+} \times\{0\}\end{cases}
$$

In the second one we search for $p_{1}$ such that

$$
\begin{cases}p_{1 t}+f^{1}\left(p_{1}\right)_{x}=0 & \text { in } \mathbb{R} \times(0, T) \backslash \Lambda(s(\cdot), T),  \tag{A.5}\\ \frac{f^{1}\left(p_{1}(s(t), t)\right)}{p_{1}(s(t), t)-g^{\prime}(s(t))}=s^{\prime}(t), \\ p_{1}(x, 0)=p_{1}^{0}(x) & \text { in } \mathbb{R}^{-} \times\{0\} .\end{cases}
$$

Observe that problem (A.4) is the free boundary problem (FB), while problem (A.5) is a moving boundary problem. The latter can be easily solved using the existing theory of initial-boundary value problems for scalar conservation laws, when the interface $s(t)$ is known solving the previous problem (see [BLN], [Te1], [Te2]).

Appendix B. In this appendix we collect some results concerning entropy solutions of initial-boundary value problems for conservation laws in noncylindrical domains. We refer the reader to $[\mathrm{Te} 1]$ for a more complete discussion of this topic.

We denote by $u(s(t), t)$ the trace of the BV function $u$ along the (smooth) curve $s=s(t)$.

Definition B.1. Let $s \in \operatorname{Lip}(0, T), s(0)=0$. Let $u_{0} \in B V_{l o c}\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$, $a_{0} \in B V((0, T))$. We say that $u \in B V_{l o c}(\Lambda(s(\cdot), T)) \cap L^{\infty}(\Lambda(s(\cdot), T))$ is an entropy solution of the problem

$$
\left\{\begin{align*}
u_{t}+f(u)_{x}=0 & \text { in } \Lambda(s(\cdot), T)  \tag{B.1}\\
u(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{+} \times\{0\}, \\
u(s(t), t)=a_{0}(t) & \text { in }(0, T)
\end{align*}\right.
$$

if (i) for any $\phi \in C_{0}^{1}(\Lambda(s(\cdot), T)), \phi \geq 0$, and any $k \in \mathbb{R}$

$$
\begin{aligned}
& \int_{\Lambda(s(\cdot), T)}|u-k| \phi_{t}+\operatorname{sgn}(u-k)(f(u)-f(k)) \phi_{x} d x d t \\
&+\int_{\mathbb{R}^{+}}\left|u_{0}-k\right| \phi(x, 0) d x \geq 0
\end{aligned}
$$

(ii) for almost every $t \in(0, T)$ the trace $u(s(t), t)$ verifies

$$
\frac{f(u)-f(k)}{u-k} \leq s^{\prime} \quad k \in\left[\min \left\{a_{0}(t), u\right\}, \max \left\{a_{0}(t), u\right\}\right] \backslash\{u\}
$$

According to the above definition, the boundary condition in problem (A.1) is not assumed in the strong sense - instead, it is only a compatibility condition for the valued assumed by the solution on the boundary. More precisely, condition (ii) in the previous definition means that the admissible discontinuities between the boundary value and the trace of the solution are those for which the characteristics of the discontinuity point outwards.

It is worth noting that we can reduce ourselves to an initial-boundary problem in a cylindric domain by a suitable change of coordinates. We associate with any given function $s \in \operatorname{Lip}(0, T)$ and $u \in B V(\Lambda(s(\cdot), T)) \cap L^{\infty}(\Lambda(s(\cdot), T))$, the function

$$
\begin{equation*}
u^{s}(x, t)=u(x+s(t), t) \tag{B.2}
\end{equation*}
$$

defined in $\Pi_{T}^{+}=\mathbb{R}^{+} \times(0, T)$.

Proposition B.1. The function $u$ is an entropy solution of problem (B.1) if and only if the associate function $u^{s}(y, t)=u(y+s(t), t)$ is an entropy solution of the problem

$$
\left\{\begin{array}{cl}
u_{t}^{s}+f\left(u^{s}\right)_{y}-s^{\prime}(t) u_{y}^{s}=0 & \text { in } \Pi_{T}^{+}  \tag{B.3}\\
u^{s}(y, 0)=u_{0}(y) & \text { in } \mathbb{R}^{+} \times\{0\} \\
u^{s}(0, t)=a_{0}(t) & \text { in }\{0\} \times(0, T)
\end{array}\right.
$$

This equivalence follows easily by changing the $x$ coordinate in the integral formulation of the problem (B.1) and by observing that it is not restrictive to use Lipschitz continuous functions vanishing at the boundary instead of $C_{0}^{1}$ functions.

We refer the reader to $[\mathrm{BLN}]$ for existence and uniqueness results concerning initial-boundary problems.

Let us mention the following comparison result that is used in the paper.
Theorem B.1. Let $u_{0}, v_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right)$. Let $u$ (respectively, v) be the entropy solution of problem (A.3) with initial data $u_{0}, a_{0}$ (respectively, $v_{0}, b_{0}$ ). Then for any fixed $R>0$ the following inequality holds for almost any $t \in(0, T)$ :

$$
\begin{equation*}
\int_{0}^{R}[v(x, t)-u(x, t)]_{+} d x \leq \int_{0}^{R+M t}\left[v_{0}(x)-u_{0}(x)\right]_{+} d x \tag{B.4}
\end{equation*}
$$

$$
+\int_{0}^{t} H(v(0, \tau)-u(0, \tau))\left(f(v(0, \tau))-f(u(0, \tau))-s^{\prime}(\tau)(v(0, \tau)-u(0, \tau))\right) d \tau
$$

where $H$ is the standard Heaviside function and

$$
\begin{equation*}
M:=\sup _{|u| \leq \max \left(\|u\|_{L \infty},\|v\|_{L^{\infty}}\right)}\left|f^{\prime}(u)\right|+\left\|s^{\prime}\right\|_{L^{\infty}(0, T)} \tag{B.5}
\end{equation*}
$$

Moreover if $u_{0} \in B V\left(\mathbb{R}^{+}\right) \cap L^{\infty}\left(\mathbb{R}^{+}\right) \cap L^{1}\left(\mathbb{R}^{+}\right)$, any entropy solution of the problem (B.3) verifies the conservation equality

$$
\begin{equation*}
\int_{\mathbb{R}^{+}} u^{s}(y, t) d x=\int_{\mathbb{R}^{+}} u_{0}(y) d x+\int_{0}^{t}\left(f\left(u^{s}(0, \tau)\right)-f(0)\right) d \tau-\int_{0}^{t} s^{\prime}(\tau) u(0, \tau) d \tau \tag{B.6}
\end{equation*}
$$

For a proof of this result see [Te1, Theorem 1.1 and Proposition 3.4], where actually we considered only flux functions $f(u)$. The extension to flux of the type $f(u)+h(t) u$ with $h(t) \in L^{\infty}(0, T)$ follows by simple modifications.

The following comparison theorem is a consequence of the previous one (see again [Te1]).

Theorem B.2. Assume the hypothesis of Theorem B.1. Then for almost every $t \in(0, T)$ there holds

$$
\begin{aligned}
\int_{0}^{R}[u(x, t)- & v(x, t)]_{+} d x \leq \int_{0}^{R+M t}\left[u_{0}(x)-v_{0}(x)\right]_{+} d x \\
& +M \int_{0}^{t}\left[a_{0}(\tau)-b_{0}(\tau)\right]_{+} d \tau
\end{aligned}
$$

where the constant $M$ is given by (B.5).
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#### Abstract

We consider a complex third-order differential operator on a bounded interval with boundary conditions presenting a mixed aspect of the Dirichlet and the periodic problems. It is proved that two spectra are sufficient to determine the operator. This result is valid under applying readily verifiable hypotheses simultaneously to the two spectra.
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1. Introduction and result. Consider the third-order differential operator

$$
L_{p, q}=i D^{3}+i D q+i q D+p
$$

defined on $[0,1]$ with the boundary conditions

$$
\left(D P^{+}\right)\left\{\begin{array}{l}
y(1)=0 \\
y^{\prime}(1)=y^{\prime}(0) \\
y^{\prime \prime}(0)=0
\end{array}\right.
$$

Here $(p, q) \in L_{\mathbf{R}}^{2}[0,1] \times H_{\mathbf{R}}^{1}[0,1]$. When $q(0)=0$ this operator is self-adjoint in $L_{\mathbf{C}}^{2}[0,1]$ with the scalar product $(f, g)=\int_{0}^{1} f \bar{g} d x$ and has a discrete spectrum. We denote by $\mu^{+}(p, q)=\left(\mu_{j}^{+}(p, q)\right)_{j \in \mathbf{Z}}$ the increasing sequence of eigenvalues. Each eigenvalue is real and is of multiplicity of at most two.

The same considerations hold when $L_{p, q}$ is associated with the boundary conditions

$$
\left(D P^{-}\right) \quad\left\{\begin{array}{l}
y(1)=0 \\
y^{\prime}(1)=-y^{\prime}(0) \\
y^{\prime \prime}(0)=0
\end{array}\right.
$$

Then we denote by $\mu^{-}(p, q)=\left(\mu_{j}^{-}(p, q)\right)_{j \in \mathbf{Z}}$ the increasing sequence of eigenvalues, each eigenvalue being real and of multiplicity of at most two.

Let $\lambda^{+}=\left(\lambda_{j}^{+}\right)_{j \in \mathbf{Z}}$ and $\lambda^{-}=\left(\lambda_{j}^{-}\right)_{j \in \mathbf{Z}}$ be two sequences of real numbers. We write $\lambda^{+} \cap \lambda^{-}=\phi$ if and only if $\lambda_{i}^{+} \neq \lambda_{j}^{-} \forall(i, j) \in \mathbf{Z} \times \mathbf{Z}$.

The main result of the paper is as follows.
THEOREM 1.1. Let $(p, q) \in L_{R}^{2} \times H_{R}^{1}$ with $q(0)=0$. Suppose $\mu^{+}(p, q) \cap \mu^{-}(p, q)=$ ф. Then
(i) all eigenvalues $\mu_{j}^{+}(p, q)$ and $\mu_{j}^{-}(p, q)$ are of multiplicity one;
(ii) the set $\left(\mu^{+}(p, q), \mu^{-}(p, q), q(1)\right)$ determines uniquely $(p, q)$.

[^51]Part (i) provides a sufficient condition for having a simple spectra for both $D P^{+}$ and $D P^{-}$boundary conditions: each eigenvalue for the $D P^{+}$boundary conditions is not an eigenvalue for the $D P^{-}$boundary conditions. It is proved in Theorem 3.1.

Given $\mu^{+}$(resp., $\mu^{-}$), the additional knowledge of $\mu^{-}$(resp., $\mu^{+}$) gives the multiplicity number (one) of all the $\mu_{j}^{+}$(resp., $\mu_{j}^{-}$) when $\mu^{+} \cap \mu^{-}=\phi$.

Part (ii) says the following. Let $(p, q) \in L_{R}^{2} \times H_{R}^{1}$ and $(\tilde{p}, \tilde{q}) \in L_{R}^{2} \times H_{R}^{1}$, suppose $\mu^{+}(p, q) \cap \mu^{-}(p, q)=\phi$, if $\mu^{+}(p, q)=\mu^{+}(\tilde{p}, \tilde{q}), \mu^{-}(p, q)=\mu^{-}(\tilde{p}, \tilde{q}), q(1)=\tilde{q}(1), q(0)=$ $\tilde{q}(0)=0$; then $p=\tilde{p}$ a.e. in $[0,1]$ and $q=\tilde{q}$ in $[0,1]$.

Theorem 1.1 is not valid, replacing the $D P^{+}$and $D P^{-}$boundary conditions with the boundary conditions $y(0)=y(1)=0, y^{\prime}(1)=y^{\prime}(0)$, and $y(0)=y(1)=0, y^{\prime}(1)=$ $-y^{\prime}(0)$. It easy to check that $L_{p(x), q(x)}$ and $L_{p(1-x), q(1-x)}$ associated with one of these boundary conditions give the same spectrum.

Let us mention here that the indexation of the $\mu_{j}(p, q)$ 's follows from the counting lemma (Lemma 3.4). Furthermore we have $\mu^{ \pm}(p, q)=\mu^{ \pm}(r, s) \Longleftrightarrow \mu_{j}^{ \pm}(p, q)=$ $\mu_{j}^{ \pm}(r, s) \forall j \in \mathbf{Z}$. The counting lemma yields also that only a finite number of eigenvalues are of multiplicity two, with or without the hypothesis $\mu^{+}(p, q) \cap \mu^{-}(p, q)=\phi$.

For the second-order case $-y^{\prime \prime}+q y=\lambda y$ with boundary conditions of the type $\cos \alpha y(0)+\sin \alpha y^{\prime}(0)=0, \cos \beta y(1)+\sin \beta y^{\prime}(1)=0$, the determination of $q$ from two of its spectra has been extensively studied, giving numerous results through various methods. These are mainly based on Volterra operator transformations and contour integrations, using spectral functions or norming constants (see, for example, [Bo], [Ma], [Ge-Le], [Le-Ga], [Da-Tr]). The problem is solved for first-order differential systems in $[\mathrm{Am}]$. The fourth-order case is also largely studied; see [Ca-Pe-Sc] for recent results and references. Two sequences of spectral data are not sufficient to determine the two coefficients of a self-adjoint fourth-order operator with separated boundary conditions. This can be seen from the exact solution reconstructive method given in [McLa1] and [McLa2]. Let us mention [Gl] and [Ba] where conditions are given for three sequences to be spectral data for a fourth-order self-adjoint boundary value problem with separated boundary conditions.

For the third-order operator the unique result in this direction is given by Leibenzon [Le] in 1966. The equation $y^{\prime \prime \prime}+p_{1} y+p_{2} y=\lambda y$ is associated with three boundary conditions of the type $y(a)+\alpha y^{\prime}(a)+\beta y^{\prime \prime}(a)=0, a=0$ or 1 . This is not a self-adjoint problem. It is proved that $p_{1}$ and $p_{2}$ are determined by two spectra also with the so-called matrix functions. It is supposed as in Theorem 1.1 that the two sets of eigenvalues do not intersect. It is also assumed that some other weight numbers exist. The result is actually generalized for $n$ th-order differential equations, $n>2$.

In Theorem 1.1 the two boundary conditions are of a different kind than those of Leibenzon. They allow the determination of the operator from only two spectra and use only one of the assumptions of Leibenzon. The proof of Theorem 1.1(ii) is mainly based on the methods of Pöschel and Trubowitz [P-Tr], a contour integration and a counting lemma.

A first generalization of the boundary conditions $D P^{+}$or $D P^{-}$should be $y(1)=$ $0, y^{\prime}(1)=e^{i \phi} y^{\prime}(0), y^{\prime \prime}(0)=0$ for some $\phi \in \mathbf{R} / 2 \pi \mathbf{Z}$ and one may expect that two sequences of spectral data for two different $\phi$ determine the operator together with the boundary conditions. This is a problem.

The counting lemma gives a rough asymptotic expansion of the $\mu_{j}^{ \pm}(p, q)^{\prime}$ 's. Namely, $\mu_{j}^{+}(p, q)-(2 j \pi)^{3}$ and $\mu_{j}^{-}(p, q)-(2(j+1) \pi)^{3}$ are bounded as $|j| \rightarrow \infty$. More precise asymptotic expansions are given in the following theorem.

Theorem 1.2. Suppose $(p, q) \in L_{R}^{2} \times H_{R}^{1}$ with $q(0)=0$ and let $[q]=\int_{0}^{1} q(t) d t$ :

$$
\mu_{j}^{+}(p, q)=(2 j \pi)^{3}-2 j \pi[q]+O(1)
$$

and

$$
\mu_{j}^{-}(p, q)=((2 j+1) \pi)^{3}-(2 j+1) \pi[q]+O(1),
$$

as $|j| \rightarrow \infty$.
Let us mention the work of McKean [McKe] devoted to the Boussinesq equation but give numerous results in inverse spectral theory for the non-self-adjoint operator $D^{3}+q D+D q+p$ for the periodic case and also for the conditions $y(0)=y(1)=y(2)$, $p$ and $q$ being sufficiently small.

This article is organized as follows. In section 2 the estimates used in sections 3 and 4 are established. Then in section 3, Theorem 1.1(i) is proved. Next the counting lemma is derived. This involves the construction of $Z_{1}(1, \cdot, p, q)$ (resp., $Y_{1}(1, \cdot, p, q)$ ), the analytic extensions of the function vanishing at the $\mu_{j}^{+}(p, q)$ 's (resp., the $\mu_{j}^{-}(p, q)$ 's). Theorem 1.1(ii) is proved in section 4. Finally, the proof of Theorem 1.2 is given in section 5 .
2. Notations, estimates, analyticity. Consider $(p, q) \in L_{R}^{2} \times H_{R}^{1}$ and let $\lambda \in \mathbf{C}$. The purpose of this section is to give estimates and analyticity results for the fundamental basis of the solutions to $L_{p, q} y=\lambda y$.

We will often use the abbreviated notation ${ }^{\prime}=\partial / \partial x$.
The functions $y_{1}(x, \lambda, p, q), y_{2}(x, \lambda, p, q), y_{3}(x, \lambda, p, q)$ are defined as the unique solutions to $L_{p, q} y(x)=\lambda y(x)$, for a.e. $x \in[0,1]$, satisfying the initial conditions

$$
\left(\begin{array}{lll}
y_{1}(0) & y_{2}(0) & y_{3}(0) \\
y_{1}^{\prime}(0) & y_{2}^{\prime}(0) & y_{3}^{\prime}(0) \\
y_{1}^{\prime \prime}(0) & y_{2}^{\prime \prime}(0) & y_{3}^{\prime \prime}(0)
\end{array}\right)=\text { Identity }
$$

In particular, every solution to $L_{p, q} y=\lambda y$ can be expressed as $y(x)=a y_{1}(x, \lambda, p, q)+$ $b y_{2}(x, \lambda, p, q)+c y_{3}(x, \lambda, p, q)$, where $(a, b, c)=\left(y(0), y^{\prime}(0), y^{\prime \prime}(0)\right)$.

Since there is no second-order derivative in the definition of $L_{p, q}$, the Wronskian of $y_{1}, y_{2}$, and $y_{3}$ is independent of $x$. Therefore, for a.e. $x \in[0,1]$,

$$
\left|\begin{array}{lll}
y_{1}(x) & y_{2}(x) & y_{3}(x)  \tag{2.1}\\
y_{1}^{\prime}(x) & y_{2}^{\prime}(x) & y_{3}^{\prime}(x) \\
y_{1}^{\prime \prime}(x) & y_{2}^{\prime \prime}(x) & y_{3}^{\prime \prime}(x)
\end{array}\right|=1
$$

In particular,

$$
\begin{equation*}
\forall x_{0} \in[0,1], \quad\left(y\left(x_{0}\right), y^{\prime}\left(x_{0}\right), y^{\prime \prime}\left(x_{0}\right)\right) \neq(0,0,0) \tag{2.2}
\end{equation*}
$$

Let $\omega=e^{\frac{2 i \pi}{3}}$ and $k^{3}=\lambda$. When $(p, q) \equiv(0,0)$ it is easy to obtain

$$
\begin{align*}
& y_{1}(x, \lambda, 0,0)=\frac{1}{3}\left(e^{i k x}+e^{i \omega k x}+e^{i \omega^{2} k x}\right) \\
& y_{2}(x, \lambda, 0,0)=\frac{1}{3 i k}\left(e^{i k x}+\omega^{2} e^{i \omega k x}+\omega e^{i \omega^{2} k x}\right) \\
& y_{3}(x, \lambda, 0,0)=\frac{1}{3(i k)^{2}}\left(e^{i k x}+\omega e^{i \omega k x}+\omega^{2} e^{i \omega^{2} k x}\right) . \tag{2.3}
\end{align*}
$$

Note that $\lambda=0$ is a removable singularity for $y_{2}(x, \lambda, 0,0)$ and $y_{3}(x, \lambda, 0,0)$.
Lemma 2.1. We have that

$$
\begin{aligned}
y_{1}(x, \lambda, 0,0)= & \frac{1}{3}\left(4 \cos \left(\frac{k x}{2}\right) \cos \left(\frac{\omega k x}{2}\right) \cos \left(\frac{\omega^{2} k x}{2}\right)-1\right. \\
& \left.-4 i \sin \left(\frac{k x}{2}\right) \sin \left(\frac{\omega k x}{2}\right) \sin \left(\frac{\omega^{2} k x}{2}\right)\right) \\
y_{2}(x, \lambda, 0,0)= & \frac{1}{3 i k}\left(4 \cos \left(\frac{k x}{2}\right) \cos \left(\frac{\omega k x}{2}-\frac{\pi}{3}\right) \cos \left(\frac{\omega^{2} k x}{2}+\frac{\pi}{3}\right)-1\right. \\
& \left.-4 i \sin \left(\frac{k x}{2}\right) \sin \left(\frac{\omega k x}{2}-\frac{\pi}{3}\right) \sin \left(\frac{\omega^{2} k x}{2}+\frac{\pi}{3}\right)\right) \\
y_{3}(x, \lambda, 0,0)= & \frac{1}{3(i k)^{2}}\left(4 \cos \left(\frac{k x}{2}\right) \cos \left(\frac{\omega k x}{2}+\frac{\pi}{3}\right) \cos \left(\frac{\omega^{2} k x}{2}-\frac{\pi}{3}\right)-1\right. \\
& \left.-4 i \sin \left(\frac{k x}{2}\right) \sin \left(\frac{\omega k x}{2}+\frac{\pi}{3}\right) \sin \left(\frac{\omega^{2} k x}{2}-\frac{\pi}{3}\right)\right)
\end{aligned}
$$

Lemma 2.1 is elementary but fundamental in achieving all estimates in the whole complex plane. Combining (2.4) and the inequality $|\sin z| \leq e^{|\Im m z|}, z \in \mathbf{C}$, the functions $y_{1}, y_{2}$, and $y_{3}$ for $(p, q) \equiv(0,0)$ can be estimated as follows.

Lemma 2.2. On $[0,1] \times \mathbf{C}$,

$$
\begin{align*}
\left|y_{1}(x, \lambda, 0,0)\right| & \leq 3 e^{\left(\left|\Im \mathrm{m} \frac{k}{2}\right|+\left|\Im \mathrm{m} \frac{\omega k}{2}\right|+\left|\Im \mathrm{m} \frac{\omega^{2} k}{2}\right|\right) x} \\
\left|y_{2}(x, \lambda, 0,0)\right| & \leq \frac{3}{|k|} e^{\left(\left|\Im \mathrm{m} \frac{k}{2}\right|+\left|\Im \mathrm{m} \frac{\omega k}{2}\right|+\left|\Im \mathrm{m} \frac{\omega^{2} k}{2}\right|\right) x}  \tag{2.5}\\
\left|y_{3}(x, \lambda, 0,0)\right| & \leq \frac{3}{|k|^{2}} e^{\left(\left|\Im \mathrm{m} \frac{k}{2}\right|+\left|\Im \mathrm{m} \frac{\omega k}{2}\right|+\left|\Im \mathrm{m} \frac{\omega^{2} k}{2}\right|\right) x}
\end{align*}
$$

Let us define for $x \in[0,1]$ and $\lambda \in \mathbf{C}$

$$
\begin{equation*}
\Xi(x, \lambda)=e^{\left(\left|\Im m \frac{k}{2}\right|+\left|\Im m \frac{\omega k}{2}\right|+\left|\Im m \frac{\omega^{2} k}{2}\right|\right) x} \tag{2.6}
\end{equation*}
$$

We also have Lemma 2.3.
Lemma 2.3. Let $j=1,2,3$ and suppose $n \leq j-1$. On $[0,1] \times \mathbf{C}$,

$$
\begin{equation*}
\left|\frac{\partial^{n}}{\partial x^{n}} y_{j}(x, \lambda, 0,0)\right| \leq 3 \Xi(x, \lambda) \tag{2.7}
\end{equation*}
$$

Proof. Clearly, for $x \in[0,1]$ and $\lambda \in \mathbf{C}$,

$$
\begin{equation*}
y_{2}(x, \lambda, 0,0)=\int_{0}^{x} y_{1}(t, \lambda, 0,0) d t, \quad y_{3}(x, \lambda, 0,0)=\int_{0}^{x} y_{2}(t, \lambda, 0,0) d t \tag{2.8}
\end{equation*}
$$

Equalities in (2.8) show successively with Lemma 2.2 that

$$
\begin{equation*}
\left|y_{2}(x, \lambda, 0,0)\right| \leq \Xi(x, \lambda), \quad\left|y_{3}(x, \lambda, 0,0)\right| \leq \Xi(x, \lambda) \tag{2.9}
\end{equation*}
$$

Besides,

$$
\begin{equation*}
y_{3}^{\prime}(x, \lambda, 0,0)=y_{2}(x, \lambda, 0,0), \quad y_{3}^{\prime}(x, \lambda, 0,0)=y_{2}^{\prime}(x, \lambda, 0,0)=y_{1}^{\prime}(x, \lambda, 0,0) \tag{2.10}
\end{equation*}
$$

Then (2.9) and (2.10) finish the proof.
The $L_{R}^{2} \times H_{R}^{1}$ norm is chosen for convenience as

$$
\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}^{2}=2\|q\|_{L_{R}^{2}}^{2}+\left\|q^{\prime}\right\|_{L_{R}^{2}}^{2}+\|p\|_{L_{R}^{2}}^{2}
$$

Theorem 2.4. For $(x, \lambda, p, q) \in[0,1] \times \mathbf{C} \times L_{R}^{2} \times H_{R}^{1}$ with $q(0)=0$,

$$
\begin{equation*}
\left|y_{j}(x, \lambda, p, q)\right| \leq \frac{3}{|k|^{j-1}} \Xi(x, \lambda) e^{\sqrt{x}\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}}, \quad j=1,2,3 . \tag{2.11}
\end{equation*}
$$

Proof. For $j=1,2,3$ we have the integral equation

$$
\begin{align*}
y_{j}(x, \lambda, p, q)= & y_{j}(x, \lambda, 0,0)+\int_{0}^{x} y_{3}(x-t, \lambda, 0,0)\left(-2 q(t) y_{j}^{\prime}(t, \lambda, p, q)\right. \\
& \left.+\left(-q^{\prime}(t)+i p(t)\right) y_{j}(t, \lambda, p, q)\right) d t \tag{2.12}
\end{align*}
$$

Integrating (2.12) by parts gives

$$
\begin{align*}
y_{j}(x, \lambda, p, q)= & y_{j}(x, \lambda, 0,0)+\int_{0}^{x}\left(-2 y_{3}^{\prime}(x-t, \lambda, 0,0) q(t)\right. \\
& \left.+y_{3}(x-t, \lambda, 0,0)\left(q^{\prime}(t)+i p(t)\right)\right) y_{j}(t, \lambda, p, q) d t \\
& -\left.\left[2 y_{3}(x-t, \lambda, 0,0) q(t) y_{j}(t, \lambda, p, q)\right]\right|_{t=0} ^{t=x} \tag{2.13}
\end{align*}
$$

The last term in $(2.13)$ is zero since $q(0)=0$.
Following Picard's iteration we write

$$
\begin{equation*}
y_{j}(x, \lambda, p, q)=y_{j}(x, \lambda, 0,0)+\sum_{n \geq 1} c_{n}^{j}(x, \lambda, p, q) \tag{2.14}
\end{equation*}
$$

where

$$
\begin{align*}
c_{0}^{j}(x, \lambda, p, q)= & y_{j}(x, \lambda, 0,0) \\
c_{n}^{j}(x, \lambda, p, q)= & \int_{0}^{x}\left(-2 y_{3}^{\prime}(x-t, \lambda, 0,0) q(t)+y_{3}(x-t, \lambda, 0,0)\left(q^{\prime}(t)\right.\right. \\
& +i p(t))) c_{n-1}^{j}(t, \lambda, p, q) d t \tag{2.15}
\end{align*}
$$

From (2.15) we have for each $n \geq 1$,

$$
\begin{align*}
c_{n}^{j}(x, \lambda, p, q) \leq & \int_{t_{1} \leq t_{2} \leq \cdots \leq t_{n+1}=x} y_{j}\left(t_{1}, \lambda, 0,0\right) \prod_{m=1}^{n}\left(-2 y_{3}^{\prime}\left(t_{m+1}-t_{m}, \lambda, 0,0\right)\right. \\
& q\left(t_{m}\right)+y_{3}\left(t_{m+1}-t_{m}, \lambda, 0,0\right)\left(q^{\prime}\left(t_{m}\right)+i p\left(t_{m}\right)\right) d t_{1} \cdots d t_{n} \tag{2.16}
\end{align*}
$$

From Lemma 2.3
$(2.17)\left|y_{3}(x, \lambda, 0,0)\right| \leq 3 \Xi(x, \lambda), \quad\left|y_{3}^{\prime}(x, \lambda, 0,0)\right| \leq 3 \Xi(x, \lambda), \quad(x, \lambda) \in[0,1] \times \mathbf{C}$.

Then using (2.17) and $\left|y_{j}\left(t_{1}, \lambda, 0,0\right)\right| \leq 3|k|^{1-j} \Xi(x, \lambda)(2.16)$ gives

$$
\begin{align*}
\left|c_{n}^{j}(x, \lambda, p, q)\right| & \leq 3 \frac{\Xi(x, \lambda)}{n!|k|^{j-1}}\left(\int_{0}^{x} 2|q(t)|+\left|q^{\prime}(t)+i p(t)\right| d t\right)^{n} \\
& \leq 3 \frac{\Xi(x, \lambda)}{n!|k|^{j-1}}\left(\sqrt{x}\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}\right)^{n}, \quad n \geq 1 . \tag{2.18}
\end{align*}
$$

Inequalities of Lemma 2.3 and (2.18) together with (2.14) finish the proof.
THEOREM 2.5. Let $j=1,2,3$. For $(x, \lambda, p, q) \in[0,1] \times \mathbf{C} \times L_{R}^{2} \times H_{R}^{1}$ with $q(0)=0$,

$$
\begin{equation*}
\left|y_{j}(x, \lambda, p, q)-y_{j}(x, \lambda, 0,0)\right| \leq \frac{3}{|k|^{j}} \Xi(x, \lambda) e^{\sqrt{x}\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}} \tag{2.19}
\end{equation*}
$$

Proof. It is a repetition of the proof of Theorem 2.4 except that in (2.16) we replace once in the product, say, for $m=1$, the inequalities $(2.17)$ by the inequalities

$$
\begin{equation*}
\left|y_{3}(x, \lambda, 0,0)\right| \leq \frac{3}{|k|} \Xi(x, \lambda), \quad\left|y_{3}^{\prime}(x, \lambda, 0,0)\right| \leq \frac{3}{|k|} \Xi(x, \lambda), \quad(x, \lambda) \in[0,1] \times \mathbf{C} . \tag{2.20}
\end{equation*}
$$

Inequalities (2.20) can be easily derived in a similar way as those in Lemma 2.3.
Theorem 2.6. Let $j=1,2,3$. For each $x \in[0,1]$ and each $(p, q) \in L_{R}^{2} \times H_{R}^{1}$ with $q(0)=0$,

$$
\begin{equation*}
y_{j}(x, \lambda, p, q), \quad y_{j}^{\prime}(x, \lambda, p, q), \quad y_{j}^{\prime \prime}(x, \lambda, p, q) \tag{2.21}
\end{equation*}
$$

are entire functions of $\lambda$.
Remark. It can be proved that these functions are also analytic functions of $(\lambda, p, q)$.

Proof. Fix $j=1,2,3$. The coefficient $c_{n}^{j}(x, \lambda, p, q), n$th term in the power series of $y_{j}(x, \lambda, p, q)$ is an entire function of $\lambda$. The convergence in (2.14) is locally uniform in $\lambda$ by (2.18). Then $y_{j}(x, \lambda, p, q)$ is an entire function of $\lambda$ according to Weierstrass's theorem.

The first derivative with respect to $x$ of the integral equation (2.13) is

$$
\begin{align*}
y_{j}^{\prime}(x, \lambda, p, q)= & y_{j}^{\prime}(x, \lambda, 0,0)+\int_{0}^{x}\left(-2 y_{3}^{\prime \prime}(x-t, \lambda, 0,0) q(t)\right. \\
& \left.+y_{3}^{\prime}(x-t, \lambda, 0,0)\left(q^{\prime}(t)+i p(t)\right)\right) y_{j}(t, \lambda, p, q) d t \tag{2.22}
\end{align*}
$$

The analyticity of $y_{j}(x, \lambda, p, q)$ gives the analyticity of $y_{j}^{\prime}(x, \lambda, p, q)$. Similarly,

$$
\begin{align*}
y_{j}^{\prime \prime}(x, \lambda, p, q)= & y_{j}^{\prime \prime}(x, \lambda, 0,0)+\int_{0}^{x}\left(-2 y_{3}^{\prime \prime \prime}(x-t, \lambda, 0,0) q(t)\right. \\
& \left.+y_{3}^{\prime \prime}(x-t, \lambda, 0,0)\left(q^{\prime}(t)+i p(t)\right)\right) y_{j}(t, \lambda, p, q) d t-2 q(x) \tag{2.23}
\end{align*}
$$

proves the analyticity result of $y_{j}^{\prime \prime}(x, \lambda, p, q)$.
The estimates for the derivatives of $y_{j}(x, \lambda, p, q)$ are given in Theorem 2.7.

TheOrem 2.7. Let $j=1,2,3$. For $(x, \lambda, p, q) \in[0,1] \times \mathbf{C} \times L_{R}^{2} \times H_{R}^{1}$ with $q(0)=0$,
and

$$
\begin{array}{r}
\left|y_{j}^{\prime \prime}(x, \lambda, p, q)+2 q(x)-y_{j}^{\prime \prime}(x, \lambda, 0,0)\right| \leq 3 \frac{\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}}{|k|^{j-2}} \Xi(x, \lambda) \\
\times e^{\sqrt{x}\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}} . \tag{2.25}
\end{array}
$$

The proof of (2.24) and (2.25) is a consequence of (2.22) and (2.23), respectively.
3. Proof of Theorem 1.1(i) and the counting lemma. We begin this section by proving Theorem 1.1(i). It is Theorem 3.1(iii).

Theorem 3.1. Let $(p, q) \in L_{R}^{2} \times H_{R}^{1}$ satisfying $q(0)=0$.
(i) $\mu^{+}(p, q) \cap \mu^{-}(p, q)=\phi$ if and only if $y_{1}(1, \lambda, p, q)$ has no zero in $\mathbf{C}$.
(ii) Any $\lambda \in \mathbf{R}$ is a simple eigenvalue of $L_{p, q}$ associated with the $D P^{+}$boundary conditions if and only if

$$
\left\{\begin{array} { l } 
{ \Im \mathrm { m } y _ { 1 } ( 1 , \lambda , p , q ) = 0 } \\
{ \Re \mathrm { e } y _ { 1 } ( 1 , \lambda , p , q ) \neq 0 }
\end{array} \text { or } \left\{\begin{array}{l}
\Im \mathrm{m} y_{1}(1, \lambda, p, q)=0 \\
\Re \mathrm{e} y_{1}^{\prime \prime}(1, \lambda, p, q) \neq 0
\end{array}\right.\right.
$$

Any $\lambda \in \mathbf{R}$ is a simple eigenvalue of $L_{p, q}$ associated with the $D P^{-}$boundary conditions if and only if

$$
\left\{\begin{array} { l } 
{ \Re \mathrm { e } y _ { 1 } ( 1 , \lambda , p , q ) = 0 } \\
{ \Im \mathrm { m } y _ { 1 } ( 1 , \lambda , p , q ) \neq 0 }
\end{array} \quad \text { or } \quad \left\{\begin{array}{l}
\Re \mathrm{e} y_{1}(1, \lambda, p, q)=0 \\
\Im \mathrm{~m} y_{1}^{\prime \prime}(1, \lambda, p, q) \neq 0
\end{array}\right.\right.
$$

(iii) If $\mu^{+}(p, q) \cap \mu^{-}(p, q)=\phi$, then $\mu^{+}(p, q)$ and $\mu^{-}(p, q)$ are both simple spectra. The proof uses the following preliminary observations.
Let $[y, z]=y^{\prime} z-y z^{\prime}$.
Lemma 3.2. Let $\lambda \in \mathbf{C}$ and suppose $(p, q) \in L_{R}^{2} \times H_{R}^{1}$. Then

$$
\begin{gather*}
{\left[y_{3}(x, \lambda, p, q), y_{2}(x, \lambda, p, q)\right]=\bar{y}_{3}(x, \bar{\lambda}, p, q)} \\
{\left[y_{3}(x, \lambda, p, q), y_{1}(x, \lambda, p, q)\right]=\bar{y}_{2}(x, \bar{\lambda}, p, q)}  \tag{3.1}\\
{\left[y_{2}(x, \lambda, p, q), y_{1}(x, \lambda, p, q)\right]=\bar{y}_{1}(x, \bar{\lambda}, p, q)-2 q(0) \bar{y}_{3}(x, \bar{\lambda}, p, q) .}
\end{gather*}
$$

This result is given by McKean [McKe].
Proof. Check that the left- and right-hand sides of each identity in (3.1) satisfy $L_{-p, q} y=-\lambda y$ and the same initial conditions at $x=0$.

Let

$$
M^{ \pm}(\lambda, p, q)=\left(\begin{array}{cc}
y_{1}(1, \lambda, p, q) & y_{2}(1, \lambda, p, q)  \tag{3.2}\\
y_{1}^{\prime}(1, \lambda, p, q) & y_{2}^{\prime}(1, \lambda, p, q) \mp 1
\end{array}\right)
$$

Lemma 3.3. Fix $(p, q)$ in $L_{R}^{2} \times H_{R}^{1}$ and suppose $q(0)=0$. For all $\lambda \in \mathbf{R}$ we have
(i) $\left\{\begin{array}{l}y_{1}(1, \lambda, p, q)=0, \\ \Re \mathrm{e} y_{1}^{\prime \prime}(1, \lambda, p, q)=0\end{array} \Longleftrightarrow M^{+}(\lambda, p, q)=0\right.$,
(ii) $\left\{\begin{array}{l}y_{1}(1, \lambda, p, q)=0, \\ \text { গa } y_{1}^{\prime \prime}(1, \lambda, p, q)=0\end{array} \Longleftrightarrow M^{-}(\lambda, p, q)=0\right.$.

Proof. Suppose $q(0)=0$ and fix $\lambda \in \mathbf{R}$. We omit $(p, q)$ from the notation for brevity. From $\bar{y}_{1}(1, \lambda)=y_{2}^{\prime}(1, \lambda) y_{1}(1, \lambda)-y_{2}(1, \lambda) y_{1}^{\prime}(1, \lambda)$ we have $y_{1}(1, \lambda)=0 \Rightarrow$ $y_{1}^{\prime}(1, \lambda)=0$ or $y_{2}(1, \lambda)=0$. The equality $\bar{y}_{2}(1, \lambda)=y_{3}^{\prime}(1, \lambda) y_{1}(1, \lambda)-y_{3}(1, \lambda) y_{1}^{\prime}(1, \lambda)$ gives $y_{1}(1, \lambda)=y_{1}^{\prime}(1, \lambda)=0 \Rightarrow y_{2}(1, \lambda)=0$. Therefore,

$$
\begin{equation*}
y_{1}(1, \lambda)=0 \Rightarrow y_{2}(1, \lambda)=0 \tag{3.5}
\end{equation*}
$$

Similarly, $\bar{y}_{1}^{\prime}(1, \lambda)=y_{2}^{\prime \prime}(1, \lambda) y_{1}(1, \lambda)-y_{2}(1, \lambda) y_{1}^{\prime \prime}(1, \lambda)$ yields $y_{1}(1, \lambda)=y_{2}(1, \lambda)=0 \Rightarrow$ $y_{1}^{\prime}(1, \lambda)=0$. Thus, with (3.5) we obtain

$$
y_{1}(1, \lambda)=0 \Leftrightarrow y_{1}(1, \lambda)=y_{1}^{\prime}(1, \lambda)=y_{2}(1, \lambda)=0
$$

Since $y_{1}^{\prime \prime}(1, \lambda) \neq 0$ when $y_{1}(1, \lambda)=y_{1}^{\prime}(1, \lambda)=0$, the proof is finished using $\bar{y}_{1}^{\prime \prime}(1, \lambda)=y_{2}^{\prime \prime}(1, \lambda) y_{1}^{\prime}(1, \lambda)-y_{2}^{\prime}(1, \lambda) y_{1}^{\prime \prime}(1, \lambda)$.

Proof of Theorem 3.1. Looking for a solution $y(x)$ to $L_{p, q} y=\lambda y$, for a.e. $x \in[0,1]$ and satisfying the $D P^{ \pm}$boundary conditions, we write

$$
y(x)=a y_{1}(x, \lambda, p, q)+b y_{2}(x, \lambda, p, q)+c y_{3}(x, \lambda, p, q)
$$

with $(a, b, c) \in \mathbf{C}^{3} \backslash 0$.
Clearly

$$
\left\{\begin{array}{l}
a y_{1}(1, \lambda, p, q)+b y_{2}(1, \lambda, p, q)+c y_{3}(1, \lambda, p, q)=0  \tag{3.6}\\
a y_{1}^{\prime}(1, \lambda, p, q)+b y_{2}^{\prime}(1, \lambda, p, q)+c y_{3}^{\prime}(1, \lambda, p, q)= \pm b \\
c=0
\end{array}\right.
$$

that is to say,

$$
M^{ \pm}(\lambda, p, q)\binom{a}{b}=\binom{0}{0}, \quad(a, b) \neq(0,0)
$$

Then any real $\lambda$ is an eigenvalue of $L_{p, q}$ associated with the $D P^{ \pm}$boundary conditions if and only if $\operatorname{dim} \operatorname{Ker} M^{ \pm}(\lambda, p, q) \geq 1$, i.e., if and only if

$$
\begin{equation*}
\operatorname{det} M^{ \pm}(\lambda, p, q)=0 \tag{3.7}
\end{equation*}
$$

Using Lemma 3.2 we have $\operatorname{det} M^{ \pm}(\lambda, p, q)=\bar{y}_{1}(1, \lambda, p, q) \mp y_{1}(1, \lambda, p, q)$. Therefore,

$$
\begin{equation*}
\Im m y_{1}(1, \lambda, p, q)=0\left(\text { resp., } \Re e y_{1}(1, \lambda, p, q)=0\right) \tag{3.8}
\end{equation*}
$$

gives the eigenvalues for the $D P^{+}$boundary conditions (resp., for the $D P^{-}$boundary conditions). This proves (i).

Any real $\lambda$ is a simple eigenvalue $L_{p, q}$ associated with the $D P^{ \pm}$boundary conditions if and only if $\operatorname{dim} \operatorname{Ker} M^{ \pm}(\lambda, p, q)=1$, i.e., if and only if

$$
\operatorname{det} M^{ \pm}(\lambda, p, q)=0 \quad \text { and } \quad M^{ \pm}(\lambda, p, q) \neq\left(\begin{array}{ll}
0 & 0  \tag{3.9}\\
0 & 0
\end{array}\right) .
$$

This proves (ii) with Lemma 3.3. Then (iii) follows from (i) and (ii).
When $\lambda$ is a simple eigenvalue, an immediate consequence of (3.2) and (3.9) is that either the two expressions

$$
y_{2}(1, \lambda, p, q) y_{1}(x, \lambda, p, q)-y_{1}(1, \lambda, p, q) y_{2}(x, \lambda, p, q)
$$

and

$$
\begin{equation*}
\left(y_{2}^{\prime}(1, \lambda, p, q) \mp 1\right) y_{1}(x, \lambda, p, q)-y_{1}^{\prime}(1, \lambda, p, q) y_{2}(x, \lambda, p, q) \tag{3.10}
\end{equation*}
$$

are equivalent up to a multiplicative constant $\neq 0$ or one (and only one) of the two expressions is identically zero. This provides the eigenfunction (up to a multiplicative constant $\neq 0$ ) corresponding to $\lambda$.

When $\lambda$ is a double eigenvalue, $y_{1}(\cdot, \lambda, p, q)$ and $y_{2}(\cdot, \lambda, p, q)$ are two linearly independent eigenfunctions corresponding to $\lambda$.

Now we construct explicitly the analytic extensions in $\mathbf{C}$ of $\lambda \mapsto \Im m y_{1}(1, \lambda, p, q)$ and $\lambda \mapsto \Re e y_{1}(1, \lambda, p, q)$.

For this, just define the operator

$$
l_{p, q}=\left(\begin{array}{cc}
p & -D^{3}-D q-q D \\
D^{3}+D q+q D & p
\end{array}\right)
$$

on the real-valued function space $\mathrm{E}_{\mathbf{R}}^{2}[0,1] \times \mathrm{E}_{\mathbf{R}}^{2}[0,1]$ and consider the eigenvalue problem

$$
l_{p, q}\binom{Y(x)}{Z(x)}=\lambda\binom{Y(x)}{Z(x)} \quad \text { for a.e. } x \in[0,1]
$$

with either the $d l^{+}$or the $d l^{-}$boundary conditions defined by

$$
\left(d l^{ \pm}\right)\left\{\begin{array}{l}
Y(1)=Z(1)=0, \\
Y^{\prime}(1)= \pm Y^{\prime}(0), \quad Z^{\prime}(1)= \pm Z^{\prime}(0), \\
Y^{\prime \prime}(0)=Z^{\prime \prime}(0)=0 .
\end{array}\right.
$$

The operator $l_{p, q}$ with the $d l^{+}$or $d l^{-}$boundary conditions is self-adjoint on $\mathrm{E}_{\mathbf{R}}^{2}[0,1] \times \mathrm{E}_{\mathbf{R}}^{2}[0,1]$ with the inner scalar product

$$
\left\langle\binom{ Y(x)}{Z(x)},\binom{\tilde{Y}(x)}{\tilde{Z}(x)}\right\rangle=\int_{0}^{1} Y(x) \tilde{Y}(x)+Z(x) \tilde{Z}(x) d x .
$$

Write $y=Y+i Z, Y$ and $Z$ being real-valued functions, and observe that $L_{p, q} y=$ $\lambda y$ is equivalent to

$$
l_{p, q}\binom{Y(x)}{Z(x)}=\lambda\binom{Y(x)}{Z(x)}
$$

for real $\lambda$. It is different for all complex $\lambda$ because of right-hand sides.
The spectrum of $L_{p, q}$ with the $D L^{+}$(resp., $D L^{-}$) boundary conditions is then the spectrum of $l_{p, q}$ with the $d l^{+}$(resp., $d l^{-}$) boundary conditions.

For each $\lambda \in \mathbf{C},\binom{Y_{1}(x)}{Z_{1}(x)}$ denotes the solution to

$$
l_{p, q}\binom{Y(x)}{Z(x)}=\lambda\binom{Y(x)}{Z(x)}
$$

satisfying the initial condition

$$
\left(Y_{1}+i Z_{1}\right)(0, \lambda, p, q)=1, \quad\left(Y_{1}^{\prime}+i Z_{1}^{\prime}\right)(0, \lambda, p, q)=0, \quad\left(Y_{1}^{\prime \prime}+i Z_{1}^{\prime \prime}\right)(0, \lambda, p, q)=0
$$

We have

$$
\begin{equation*}
y_{1}(x, \lambda, p, q)=Y_{1}(x, \lambda, p, q)+i Z_{1}(x, \lambda, p, q) \quad \text { for a.e } x \in[0,1] \forall \lambda \in \mathbf{R} . \tag{3.11}
\end{equation*}
$$

Again (3.11) is not satisfied for all $\lambda \in \mathbf{C}$.
Moreover, it is clear that

$$
\begin{array}{ll}
\left\{\mu_{j}^{+}(p, q),\right. & j \in \mathbf{Z}\}=\left\{\lambda \in \mathbf{C}, Z_{1}(1, \lambda, p, q)=0\right\} \\
\left\{\mu_{j}^{-}(p, q),\right. & j \in \mathbf{Z}\}=\left\{\lambda \in \mathbf{C}, Y_{1}(1, \lambda, p, q)=0\right\} \tag{3.12}
\end{array}
$$

The same considerations (the integral equation and the Picard iteration) as those for $y_{1}(x, \lambda, p, q)$ in section 2 show that $Y_{1}(1, \lambda, p, q)$ and $Z_{1}(1, \lambda, p, q)$ are entire functions of $\lambda$ (see [Am-Gu, appendix] for a very similar treatment with a first-order system). They are the analytic extensions in $\mathbf{C}$ of $\lambda \mapsto \Im m y_{1}(1, \lambda, p, q)$ and $\lambda \mapsto \Re e y_{1}(1, \lambda, p, q)$. Moreover, under the same assumptions of Theorem 2.5, it can be seen that

$$
\begin{equation*}
\left|Y_{1}(x, \lambda, p, q)-Y_{1}(x, \lambda, 0,0)\right| \leq \frac{3}{|k|} \Xi(x, \lambda) e^{\sqrt{x}\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}} \tag{3.13}
\end{equation*}
$$

and

$$
\left|Z_{1}(x, \lambda, p, q)-Z_{1}(x, \lambda, 0,0)\right| \leq \frac{3}{|k|} \Xi(x, \lambda) e^{\sqrt{x}\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}}
$$

$\forall \lambda \in \mathbf{C}$.
The final part of this section is concerned with the proof of the counting lemma. Let

$$
\begin{align*}
& \Omega_{j}^{-}=\left\{z \in \mathbf{C},\left|\omega^{j-1} z-(2 j+1) \pi\right| \geq \frac{\pi}{2}\right\} \\
& \Omega_{j}^{+}=\left\{z \in \mathbf{C},\left|\omega^{j-1} z-2 j \pi\right| \geq \frac{\pi}{2}\right\} \tag{3.14}
\end{align*}
$$

for $j=1,2,3$ and define

$$
\begin{equation*}
\Omega^{ \pm}=\bigcap_{j=1}^{3} \Omega_{j}^{ \pm} \tag{3.15}
\end{equation*}
$$

Using this notation we have Lemma 3.4.
Lemma 3.4 (the counting lemma). Suppose $(p, q) \in L_{\mathbf{C}}^{2} \times H_{\mathbf{C}}^{1}$ with $q(0)=0$.
(i) Let the integer $J$ satisfy $(2 J+1) \pi>48 e^{\|(p, q)\|}$. Then $Z_{1}(1, \lambda, p, q)$ has exactly $2 J+1$ roots, counted with multiplicity in the open $k$-disc

$$
\{k \in \mathbf{C},|k|<(2 J+1) \pi\}
$$

and exactly one simple root noted $\mu_{j}^{+}(p, q)$ in each open $k$-disc $\{k \in \mathbf{C},|k-2 j \pi|<\pi\}$ for $|j|>J$.
(ii) Let the integer $J$ satisfy $2 J \pi>\min \left(\ln 32,96 e^{\|(p, q)\|}\right)$. Then $Y_{1}(1, \lambda, p, q)$ has exactly $2 J$ roots, counted with multiplicity in the open $k$-disc

$$
\{k \in \mathbf{C},|k|<2 J \pi\}
$$

and exactly one simple root noted $\mu_{j}^{-}(p, q)$ in each open $k$-disc $\{k \in \mathbf{C},|k-(2 j+1) \pi|<\pi\}$ for $|j| \geq J$.

The proof of Lemma 3.4 involves the following inequalities.
Lemma 3.5.

$$
\begin{align*}
& \text { (i) } 96\left|Y_{1}(1, \lambda, 0,0)\right| \geq \Xi(1, \lambda) \quad \forall k \in \Omega^{-} \backslash\{|k| \leq \ln 32\}, \\
& \text { (ii) } 48\left|Z_{1}(1, \lambda, 0,0)\right| \geq \Xi(1, \lambda) \quad \forall k \in \Omega^{+} . \tag{3.16}
\end{align*}
$$

The definition of $\Xi$ is given in (2.6).
Proof. (i) Similarly as in Lemma 2.1 it can be seen that

$$
Y_{1}(1, \lambda, 0,0)=\frac{1}{3}\left(4 \cos \left(\frac{k}{2}\right) \cos \left(\frac{\omega k}{2}\right) \cos \left(\frac{\omega^{2} k}{2}\right)-1\right) \forall \lambda \in \mathbf{C}
$$

Then

$$
\left|Y_{1}(1, \lambda, 0,0)\right|^{2}=16|\Lambda|^{2}-8 \Re e \Lambda+1
$$

where

$$
\Lambda=\cos \left(\frac{k}{2}\right) \cos \left(\frac{\omega k}{2}\right) \cos \left(\frac{\omega^{2} k}{2}\right)
$$

Therefore, for any $0<\varepsilon<4$,

$$
\begin{equation*}
9\left|Y_{1}(1, \lambda, 0,0)\right|^{2} \geq \varepsilon^{2}|\Lambda|^{2} \tag{3.17}
\end{equation*}
$$

if

$$
\left(16-\varepsilon^{2}\right)|\Lambda|^{2}-8|\Lambda|+1 \geq 0
$$

that is to say, if

$$
\begin{equation*}
|\Lambda| \geq(4-\varepsilon)^{-1} \tag{3.18}
\end{equation*}
$$

Inequality $e^{|\Im m z|} \leq 4|\sin z|$ in $\{z \in \mathbf{C},|z| \geq \pi / 4\}$ [ $\mathrm{P}-\mathrm{Tr}$, Lemma 2.1] yields

$$
\begin{align*}
& \left|\cos \left(\frac{k}{2}\right)\right| \geq \frac{1}{4} e^{\left|\Im m \frac{k}{2}\right|} \geq \frac{1}{4} \text { for } k \in \Omega_{1}^{-}, \\
& \left|\cos \left(\frac{\omega k}{2}\right)\right| \geq \frac{1}{4} e^{\left|\Im m \omega \frac{k}{2}\right|} \geq \frac{1}{4} \text { for } k \in \Omega_{2}^{-},  \tag{3.19}\\
& \left|\cos \left(\frac{\omega^{2} k}{2}\right)\right| \geq \frac{1}{4} e^{\left|\Im m \omega^{2} \frac{k}{2}\right|} \geq \frac{1}{4} \text { for } k \in \Omega_{3}^{-} .
\end{align*}
$$

From (3.19) we have

$$
|\Lambda| \geq \frac{1}{4^{3}} e^{\left|\Im m \omega \frac{k}{2}\right|} \quad \text { and } \quad|\Lambda| \geq \frac{1}{4^{3}} e^{\left|\Im m \omega^{2} \frac{k}{2}\right|} \quad \forall k \in \Omega^{-}
$$

Consequently

$$
\begin{equation*}
\text { if } \quad k \in\left(\left\{\left|\Im m \omega \frac{k}{2}\right| \geq \ln 32\right\} \cup\left\{\left|\Im m \omega^{2} \frac{k}{2}\right| \geq \ln 32\right\}\right) \cap \Omega^{-} . \tag{3.20}
\end{equation*}
$$

Therefore, (3.18) is satisfied for $\varepsilon=2$ and for $k \in \Omega^{-} \backslash\{|k| \leq \ln 32\}$. Then

$$
\begin{equation*}
\left|Y_{1}(1, \lambda, 0,0)\right| \geq \frac{2}{3}|\Lambda| \quad \forall k \in \Omega^{-} \backslash\{|k| \leq \ln 32\} \tag{3.21}
\end{equation*}
$$

and again using (3.19) we have

$$
\begin{equation*}
|\Lambda| \geq \frac{1}{4^{3}} \Xi(1, \lambda) \quad \text { for } \quad k \in \Omega^{-} \tag{3.22}
\end{equation*}
$$

Inequalities (3.21) and (3.22) prove (i).
The proof of (ii) is immediate since

$$
\begin{aligned}
\left|Z_{1}(1, \lambda, 0,0)\right| & =\frac{1}{3}\left|4 \sin \left(\frac{k}{2}\right) \sin \left(\frac{\omega k}{2}\right) \sin \left(\frac{\omega^{2} k}{2}\right)\right| \quad \forall k \in \mathbf{C} \\
& \geq \frac{1}{48} e^{\left(\left|\Im \mathrm{m} \frac{k}{2}\right|+\left|\Im \mathrm{m} \frac{\omega k}{2}\right|+\left|\Im m \frac{\omega^{2} k}{2}\right|\right) x} \quad \forall k \in \Omega^{+}
\end{aligned}
$$

Proof of Lemma 3.4. (i) Combining (3.13) and (3.16) we obtain

$$
\left|Z_{1}(1, \lambda, p, q)-Z_{1}(1, \lambda, 0,0)\right|<\left|Z_{1}(1, \lambda, 0,0)\right|
$$

$\forall k \in \Omega^{+}$satisfying $|k| \geq 48 e^{\|(p, q)\|}$.
Consequently, Rouché's theorem can be applied on the k-circles $|k|=(2 J+1)$ and $|k-2 j \pi|=\pi$ for $|j|>J$. Then $Z_{1}(1, \lambda, p, q)$ and $Z_{1}(1, \lambda, 0,0)=\frac{4}{3} \sin \left(\frac{k x}{2}\right) \sin \left(\frac{\omega k x}{2}\right) \sin \left(\frac{\omega^{2} k x}{2}\right)$ have the same number of zeros, counted with multiplicity, in the corresponding open k -discs, the zeros of $Z_{1}(1, \lambda, 0,0)$ being the $(2 j \pi)^{3}$ 's, $j \in \mathbf{Z}$.
(ii) Similarly, (3.13) and (3.16) give

$$
\left|Y_{1}(1, \lambda, p, q)-Y_{1}(1, \lambda, 0,0)\right|<\left|Y_{1}(1, \lambda, 0,0)\right|
$$

$\forall k \in \Omega^{-}$satisfying $|k| \geq \max \left(\ln 32,96 e^{\|(p, q)\|}\right)$. Then $Y_{1}(1, \lambda, p, q)$ and $Y_{1}(1, \lambda, 0,0)$ have the same number of zeros in the open k-discs defined in Lemma 3.3(ii), the zeros of $Y_{1}(1, \lambda, 0,0)$ being the $((2 j+1) \pi)^{3}$ 's, $j \in \mathbf{Z}$, up to an irrelevant additive $O\left(e^{-c|k|}\right)$ term, $c$ being a positive numerical constant.
4. Proof of Theorem 1.1(ii). Let us mention first that the indexing of the $\mu_{j}^{\mp}(p, q)$ 's following Lemma 3.4 has the property

$$
\mu^{ \pm}\left(p_{1}, q_{1}\right)=\mu^{ \pm}\left(p_{2}, q_{2}\right) \Longleftrightarrow \mu_{j}^{ \pm}\left(p_{1}, q_{1}\right)=\mu_{j}^{ \pm}\left(p_{2}, q_{2}\right) \quad \forall j \in \mathbf{Z}
$$

Define

$$
\begin{equation*}
y(x, \lambda, p, q)=y_{2}(1, \lambda, p, q) y_{1}(x, \lambda, p, q)-y_{1}(1, \lambda, p, q) y_{2}(x, \lambda, p, q) \tag{4.1}
\end{equation*}
$$

$\forall \lambda \in \mathbf{C}$ and a.e. $x \in[0,1]$.

Let us recall that under the assumptions of Theorem 1.1, $y\left(\cdot, \mu_{j}^{ \pm}, p, q\right)$ is the eigenfunction corresponding to the eigenvalue $\mu_{j}^{ \pm}(p, q)$.

We will often use the abbreviated notation $\cdot=\partial / \partial \lambda$. We now have Lemma 4.1.
Lemma 4.1. Let $(p, q) \in L_{R}^{2} \times H_{R}^{1}$. Suppose $q(0)=0$. Then

$$
\begin{gather*}
\int_{0}^{1}\left|y\left(x, \mu_{j}^{+}(p, q), p, q\right)\right|^{2} d x=-2\left(Y_{1} \dot{Z}_{1}\right)\left(1, \mu_{j}^{+}(p, q), p, q\right) \\
\int_{0}^{1}\left|y\left(x, \mu_{j}^{-}(p, q), p, q\right)\right|^{2} d x=2\left(Z_{1} \dot{Y}_{1}\right)\left(1, \mu_{j}^{-}(p, q), p, q\right) \tag{4.2}
\end{gather*}
$$

$\forall j \in \mathbf{Z}$.
Remark. When $\mu^{+}(p, q) \cap \mu^{-}(p, q)=\phi$, the geometric multiplicity of each $\mu_{j}^{+}(p, q)$ (resp., $\left.\mu_{j}^{-}(p, q)\right)$ is one. Besides, from Lemma 4.1, its algebraic multiplicity, defined as its order as a root in $Z_{1}(1, \lambda, p, q)$ (resp., $Y_{1}(1, \lambda, p, q)$ ), is also one.

Proof. Let $\lambda \in \mathbf{C}$. We have

$$
\begin{equation*}
i \dot{y}^{\prime \prime \prime}+2 i q \dot{y}^{\prime}+\left(i q^{\prime}+p\right) \dot{y}=\lambda \dot{y}+y \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
i \bar{y}^{\prime \prime \prime}+2 i q \bar{y}^{\prime}+\left(i q^{\prime}-p\right) \bar{y}=-\bar{\lambda} \bar{y} \tag{4.4}
\end{equation*}
$$

Combining (4.3) and (4.4) we have for $\lambda \in \mathbf{R}$

$$
\begin{align*}
|y|^{2} & =2 i(q \dot{y} \bar{y})^{\prime}+i \dot{y}^{\prime \prime \prime} \bar{y}+i \dot{y} \bar{y}^{\prime \prime \prime} \\
= & i\left(\dot{y} \bar{y}^{\prime \prime}-\dot{y}^{\prime} \bar{y}^{\prime}+\dot{y}^{\prime \prime} \bar{y}+2 q \dot{y} \bar{y}\right)^{\prime} . \tag{4.5}
\end{align*}
$$

Suppose $\lambda=\mu_{j}^{ \pm}$. From (4.5), since $q(0)=0$ and $y(0)=0$, we obtain

$$
\begin{equation*}
\int_{0}^{1}|y|^{2} d x=\left.i\left[\dot{y} \bar{y}^{\prime \prime}-\dot{y}^{\prime} \bar{y}^{\prime}+\dot{y}^{\prime \prime} \bar{y}\right]\right|_{x=0} ^{x=1} . \tag{4.6}
\end{equation*}
$$

Besides, it is easy to compute

$$
\begin{align*}
& \dot{y}(1)=0, \quad \dot{y}^{\prime \prime}(0)=0, \quad \dot{y}^{\prime}(0)=-\dot{y}_{1}(1) \\
& \bar{y}^{\prime}(0)=-\bar{y}_{1}(1), \quad \bar{y}^{\prime}(1)=-y_{1}(1), \quad \dot{y}^{\prime}(1)=-\dot{\bar{y}}_{1}(1), \tag{4.7}
\end{align*}
$$

where all functions in (4.7) are evaluated at $\mu_{j}^{ \pm}(p, q), j \in \mathbf{Z}$.
Finally, since

$$
\begin{gather*}
y_{1}(1, \lambda, p, q)=\bar{y}_{1}(1, \lambda, p, q) \quad \text { for } \lambda=\mu_{j}^{+}(p, q) \\
y_{1}(1, \lambda, p, q)=-\bar{y}_{1}(1, \lambda, p, q) \quad \text { for } \lambda=\mu_{j}^{-}(p, q) \tag{4.8}
\end{gather*}
$$

we have from (4.5), (4.6), and (4.7),

$$
\int_{0}^{1}|y(x, \lambda, p, q)|^{2} d x=-i y_{1}(1, \lambda, p, q) \frac{\partial}{\partial \lambda}\left(y_{1}(1, \lambda, p, q) \pm \bar{y}_{1}(1, \lambda, p, q)\right)
$$

at $\lambda=\mu_{j}^{ \pm}(p, q), j \in \mathbf{Z}$.
The proof is finished since $\Re e y_{1}(1, \cdot, p, q)$ coincides with $Y_{1}(1, \cdot, p, q)$ and $\Im m y_{1}(1, \cdot, p, q)$ coincides with $Z_{1}(1, \cdot, p, q)$ on the real axis.

For $g \in L_{\mathbf{R}}^{2}[0,1], g^{*}$ is defined by $g^{*}(x)=g(1-x)$ for a.e. $x \in[0,1]$.
Lemma 4.2. Let $(p, q) \in L_{R}^{2} \times H_{R}^{1}, \lambda \in \mathbf{C}$ and suppose $q(0)=0$. Then

$$
\left(\begin{array}{ccc}
y_{1} & y_{2} & y_{3}  \tag{4.9}\\
y_{1}^{\prime} & y_{2}^{\prime} & y_{3}^{\prime} \\
y_{1}^{\prime \prime} & y_{2}^{\prime \prime} & y_{3}^{\prime \prime}
\end{array}\right)\left(1, \lambda, p^{*}, q^{*}\right)=\left(\begin{array}{ccc}
y_{3}^{\prime \prime} & y_{3}^{\prime} & y_{3} \\
y_{2}^{\prime \prime} & y_{2}^{\prime} & y_{2} \\
y_{1}^{\prime \prime} & y_{1}^{\prime} & y_{1}
\end{array}\right)(1, \lambda, p, q)
$$

Remark. The equality $y_{3}(1, \lambda, p, q)=y_{3}\left(1, \lambda, p^{*}, q^{*}\right)$ may be explained. The eigenvalues corresponding to the boundary conditions $y(0)=y(1)=0, y^{\prime}(0)=e^{i \phi} y^{\prime}(1)$ with $\phi \in[0,2 \pi)$ are the zeros of $\cos (\phi / 2) \Re e y_{3}(1, \lambda, p, q)-\sin (\phi / 2) \Im m y_{3}(1, \lambda, p, q)$. Take $\phi=0$. One should expect, using a Weierstrass product for the analytic extension of $\Re e y_{3}(1, \lambda, p, q)$, that these eigenvalues determine $\Re e y_{3}(1, \lambda, p, q)$. The sequence of eigenvalues corresponding to $\phi=\pi$ should determine $\Im m y_{3}(1, \lambda, p, q)$. These two sequences of eigenvalues do not change replacing $(p, q)$ by $\left(p^{*}, q^{*}\right)$, the upshot being the symmetry of the boundary conditions.

Proof. Since $y_{j}\left(1-x, \bar{\lambda}, p^{*}, q^{*}\right)$ solves $L_{p, q} y_{j}=\lambda y_{j}, j=1,2,3$, then

$$
\left(\begin{array}{c}
\bar{y}_{1}\left(1-x, \bar{\lambda}, p^{*}, q^{*}\right)  \tag{4.10}\\
\bar{y}_{2}\left(1-x, \bar{\lambda}, p^{*}, q^{*}\right) \\
\bar{y}_{3}\left(1-x, \bar{\lambda}, p^{*}, q^{*}\right)
\end{array}\right)=N\left(\begin{array}{c}
y_{1}(x, \lambda, p, q) \\
y_{2}(x, \lambda, p, q) \\
y_{3}(x, \lambda, p, q)
\end{array}\right),
$$

where $N$ is a $3 \times 3$ matrix with complex coefficients independent of $x$.
At $x=1,(4.10)$ gives

$$
N\left(\begin{array}{ccc}
y_{1} & -y_{1}^{\prime} & y_{1}^{\prime \prime} \\
y_{2} & -y_{2}^{\prime} & y_{2}^{\prime \prime} \\
y_{3} & -y_{3}^{\prime} & y_{3}^{\prime \prime}
\end{array}\right)(1, \lambda, p, q)=\text { Identity }
$$

Thus $\operatorname{det} N=-1$,

$$
N=\left(\begin{array}{ccc}
y_{3}^{\prime \prime} y_{2}^{\prime}-y_{3}^{\prime} y_{2}^{\prime \prime} & y_{1}^{\prime \prime} y_{3}^{\prime}-y_{1}^{\prime} y_{3}^{\prime \prime} & y_{2}^{\prime \prime} y_{1}^{\prime}-y_{2}^{\prime} y_{1}^{\prime \prime} \\
y_{3}^{\prime \prime} y_{2}-y_{3} y_{2}^{\prime \prime} & y_{1}^{\prime \prime} y_{3}-y_{1} y_{3}^{\prime \prime} & y_{2}^{\prime \prime} y_{1}-y_{2} y_{1}^{\prime \prime} \\
y_{3}^{\prime} y_{2}-y_{3} y_{2}^{\prime} & y_{1}^{\prime} y_{3}-y_{1} y_{3}^{\prime} & y_{2}^{\prime} y_{1}-y_{2} y_{1}^{\prime}
\end{array}\right)(1, \lambda, p, q)
$$

and

$$
N=\left(\begin{array}{ccc}
\bar{y}_{3}^{\prime \prime} & -\bar{y}_{2}^{\prime \prime} & \bar{y}_{1}^{\prime \prime}  \tag{4.11}\\
\bar{y}_{3}^{\prime} & -\bar{y}_{2}^{\prime} & \bar{y}_{1}^{\prime} \\
\bar{y}_{3} & -\bar{y}_{2} & \bar{y}_{1}
\end{array}\right)(1, \bar{\lambda}, p, q)
$$

using (3.1) and $q(0)=0$. The lemma follows from (4.11) together with (4.10) and its derivatives evaluated at $x=0$.

Next we consider the $D P_{*}^{ \pm}$boundary conditions

$$
\left(D P_{*}^{ \pm}\right) \quad\left\{\begin{array}{l}
z(0)=0 \\
z^{\prime}(1)= \pm z^{\prime}(0) \\
z^{\prime \prime}(1)=0
\end{array}\right.
$$

Using the map $(p, q) \mapsto\left(p^{*}, q^{*}\right)$, Lemma 4.2 and section 2 , it is easy to see that the increasing sequence $\left(\nu_{j}^{ \pm}(p, q)\right)_{j \in \mathbf{Z}}$ of eigenvalues of $L_{p, q}$ with the $D L_{*}^{ \pm}$boundary conditions are the roots of $y_{3}^{\prime \prime}(1, \lambda, p, q) \pm \bar{y}_{3}^{\prime \prime}(1, \lambda, p, q)$. Lemma 3.4 holds for the
$\nu_{j}^{ \pm}(p, q)$ 's with the self-evident changes of notation. In particular, $\nu_{j}^{ \pm}(p, q)$ is defined. Furthermore,

$$
\nu_{j}^{ \pm}(p, q)=\mu_{j}^{ \pm}\left(p^{*}, q^{*}\right) \quad \forall j \in \mathbf{Z}
$$

Each $\nu_{j}^{ \pm}(p, q)$ is of multiplicity one if $y_{3}^{\prime \prime}\left(1, \nu_{j}^{ \pm}(p, q), p, q\right) \neq 0$.
Then, define for a.e. $x \in[0,1]$ and for $\lambda \in \mathbf{C}$,

$$
\begin{equation*}
z(x, \lambda, p, q)=y_{3}^{\prime \prime}(1, \lambda, p, q) y_{2}(x, \lambda, p, q)-y_{2}^{\prime \prime}(1, \lambda, p, q) y_{3}(x, \lambda, p, q) \tag{4.12}
\end{equation*}
$$

For every $j \in \mathbf{Z}, z\left(\cdot, \nu_{j}^{ \pm}(p, q), p, q\right)$ is the eigenfunction associated with the eigenvalue $\nu_{j}^{ \pm}(p, q)$ if $y_{3}^{\prime \prime}\left(1, \nu_{j}^{ \pm}(p, q), p, q\right) \neq 0$.

The $D P_{*}^{ \pm}$boundary conditions will be considered only for the operator $L_{p^{*}, q^{*}}$. Then observe that

$$
y_{3}^{\prime \prime}\left(1, \lambda, p^{*}, q^{*}\right) \neq 0 \Longleftrightarrow y_{1}(1, \lambda, p, q) \neq 0 \quad \forall \lambda \in \mathbf{C} .
$$

Of course we can replace above the statement $\forall \lambda \in \mathbf{C}$ with $\forall \lambda=\mu_{j}^{ \pm}(p, q), j \in \mathbf{Z}$. All these conditions are also equivalent to the basic one $\mu^{+}(p, q) \cap \mu^{-}(p, q)=\phi$.

Now fix $(p, q) \in L_{R}^{2} \times H_{R}^{1}$ and $(\tilde{p}, \tilde{q}) \in L_{R}^{2} \times H_{R}^{1}$ with $q(0)=\tilde{q}(0)=0$. Suppose

$$
\begin{equation*}
\mu^{+}(p, q) \cap \mu^{-}(p, q)=\phi \tag{4.13}
\end{equation*}
$$

Also suppose that

$$
\begin{equation*}
\mu_{j}^{+}(p, q)=\mu_{j}^{+}(\tilde{p}, \tilde{q}) \quad \text { and } \quad \mu_{j}^{-}(p, q)=\mu_{j}^{-}(\tilde{p}, \tilde{q}) \tag{4.14}
\end{equation*}
$$

For all $\lambda \in \mathbf{C}$, define

$$
\begin{equation*}
f(\lambda)=\frac{\left[\frac{y(x, \lambda, p, q)}{y_{1}(1, \lambda, p, q)}-\frac{y(x, \lambda, \tilde{p}, \tilde{q})}{y_{1}(1, \lambda, \tilde{p}, \tilde{q})}\right]\left[\frac{z\left(1-x, \lambda, p^{*}, q^{*}\right)}{y_{3}^{\prime \prime}\left(1, \lambda, p^{*}, q^{*}\right)}-\frac{z\left(1-x, \lambda, \tilde{p}^{*}, \tilde{q}^{*}\right)}{y_{3}^{\prime \prime}\left(1, \lambda, \tilde{p}^{*}, \tilde{q}^{*}\right)}\right]}{Y_{1}(1, \lambda, p, q) Z_{1}(1, \lambda, p, q)} . \tag{4.15}
\end{equation*}
$$

The function $f(\lambda)$ is meromorphic and has simple poles at $\mu_{j}^{+}(p, q)$ and $\mu_{j}^{-}(p, q)$, $j \in \mathbf{Z}$.

For $\lambda=\mu_{j}^{ \pm}(p, q)=\nu_{j}^{ \pm}\left(p^{*}, q^{*}\right), y(x, \lambda, p, q)$, and $\overline{z\left(1-x, \lambda, p^{*}, q^{*}\right)}$ are eigenfunctions of $L_{p, q}$ for the $D L^{ \pm}$boundary conditions. Then for some complex number $c_{k}^{ \pm}(p, q)$,

$$
\begin{equation*}
\frac{y\left(x, \mu_{j}^{ \pm}(p, q), p, q\right)}{y_{1}\left(1, \mu_{j}^{ \pm}(p, q), p, q\right)}=c_{j}^{ \pm}(p, q) \frac{\overline{z\left(1-x, \nu_{j}^{ \pm}\left(p^{*}, q^{*}\right), p^{*}, q^{*}\right)}}{\overline{y_{3}^{\prime \prime}\left(1, \nu_{j}^{ \pm}\left(p^{*}, q^{*}\right), p^{*}, q^{*}\right)}} . \tag{4.16}
\end{equation*}
$$

Differentiate (4.16) with respect to $x$, then take $x=1$, use $y^{\prime}\left(1, \mu_{j}^{ \pm}(p, q), p, q\right)=$ $-\overline{y_{1}\left(1, \mu_{j}^{ \pm}(p, q), p, q\right)}$ and $z^{\prime}\left(0, \nu_{j}^{ \pm}\left(p^{*}, q^{*}\right), p^{*}, q^{*}\right)=y_{3}^{\prime \prime}\left(1, \nu_{j}^{ \pm}\left(p^{*}, q^{*}\right), p^{*}, q^{*}\right)$ to obtain

$$
\begin{equation*}
c_{j}^{ \pm}(p, q)=\frac{\overline{y_{1}\left(1, \mu_{j}^{ \pm}(p, q), p, q\right)}}{y_{1}\left(1, \mu_{j}^{ \pm}(p, q), p, q\right)} \tag{4.17}
\end{equation*}
$$

Then (4.17) gives

$$
c_{j}^{+}(p, q)=1, \quad c_{j}^{-}(p, q)=-1
$$

$\forall j \in \mathbf{Z}$.
The computation of the residues of $f$ is as follows. From (4.16)

$$
\begin{align*}
\operatorname{Res} & \left(f, \mu_{j}^{+}(p, q)\right) \\
& =\frac{1}{\left(Y_{1} \dot{Z}_{1}\right)\left(1, \mu_{j}^{+}(p, q), p, q\right)}\left|\frac{y\left(x, \mu_{j}^{+}(p, q), p, q\right)}{y_{1}\left(1, \mu_{j}^{+}(p, q), p, q\right)}-\frac{y\left(x, \mu_{j}^{+}(\tilde{p}, \tilde{q}), \tilde{p}, \tilde{q}\right)}{y_{1}\left(1, \mu_{j}^{+}(\tilde{p}, \tilde{q}), \tilde{p}, \tilde{q}\right)}\right|^{2} \tag{4.18}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{Res} & \left(f, \mu_{j}^{-}(p, q)\right) \\
& =-\frac{1}{\left(Z_{1} \dot{Y}_{1}\right)\left(1, \mu_{j}^{-}(p, q), p, q\right)} \tag{4.19}
\end{align*}\left|\frac{y\left(x, \mu_{j}^{-}(p, q), p, q\right)}{y_{1}\left(1, \mu_{j}^{-}(p, q), p, q\right)}-\frac{y\left(x, \mu_{j}^{-}(\tilde{p}, \tilde{q}), \tilde{p}, \tilde{q}\right)}{y_{1}\left(1, \mu_{j}^{-}(\tilde{p}, \tilde{q}), \tilde{p}, \tilde{q}\right)}\right|^{2} . l
$$

$\forall j \in \mathbf{Z}$.
Therefore (4.18), (4.19), and Lemma 4.1 give

$$
\begin{equation*}
\forall j \in \mathbf{Z}, \quad \operatorname{Res}\left(f, \mu^{+}(p, q)\right) \leq 0, \text { and } \operatorname{Res}\left(f, \mu^{-}(p, q)\right) \leq 0 . \tag{4.20}
\end{equation*}
$$

Besides, the numerator $n(\lambda)$ of $f$ is bounded from above using

$$
\begin{equation*}
\frac{y(x, \lambda, p, q)}{y_{1}(1, \lambda, p, q)}=\frac{y(x, \lambda, 0,0)}{y_{1}(1, \lambda, 0,0)}+O\left(\frac{e^{\left(\left|\Im m \frac{k}{2}\right|+\left|\Im m \frac{\omega k}{2}\right|+\left|\Im m \frac{\omega^{2} k}{2}\right|\right) x}}{|k|^{2}}\right) \tag{4.21}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{z(x, \lambda, p, q)}{y_{3}^{\prime \prime}(1, \lambda, p, q)}+2 q(1) \frac{y_{3}(x, \lambda, 0,0)-y_{2}(x, \lambda, 0,0)}{y_{3}^{\prime \prime}(x, \lambda, 0,0)} \\
& \quad=\frac{z(x, \lambda, 0,0)}{y_{3}^{\prime \prime}(1, \lambda, 0,0)}+O\left(\frac{e^{\left(\left|\Im m \frac{k}{2}\right|+\left|\Im m \frac{\omega k}{2}\right|+\left|\Im m \frac{\omega^{2} k}{2}\right|\right) x}}{|k|^{2}}\right) . \tag{4.22}
\end{align*}
$$

Identities (4.21) and (4.22) are derived using (2.24) and (2.25).
Observe that $y_{1}(1, \lambda, 0,0)$ and $y_{3}^{\prime \prime}(1, \lambda, 0,0)$ never vanish on $\mathbf{C}$.
From (4.21) and (4.22), if $q(1)=\tilde{q}(1)$ we have $|n(\lambda)|=O\left(\frac{\Xi(x, \lambda)}{|k|^{2}}\right) O\left(\frac{\Xi(1-x, \lambda)}{|k|^{2}}\right)$; thus

$$
\begin{equation*}
|n(\lambda)|=O\left(\frac{\Xi(1, \lambda)}{|k|^{4}}\right) . \tag{4.23}
\end{equation*}
$$

The denominator $d(\lambda)$ of $f(\lambda)$ is easily bounded from below as follows.
Combining (3.13) and (4.10) we have

$$
\left|Y_{1}(1, \lambda, p, q)\right| \geq \frac{1}{192} \Xi(1, \lambda) \text { for } k \in \Omega^{-} \text {with }|k|>192 e^{\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}}
$$

and

$$
\left|Z_{1}(1, \lambda, p, q)\right| \geq \frac{1}{96} \Xi(1, \lambda) \text { for } k \in \Omega^{+} \text {with }|k|>96 e^{\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}} \text {. }
$$

Therefore,

$$
\begin{equation*}
|d(\lambda)|>C \Xi(1, \lambda) \text { for } k \in \Omega^{+} \cap \Omega^{-} \text {with }|k|>192 e^{\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}} \tag{4.24}
\end{equation*}
$$

where $C$ is a fixed numerical constant.
Finally (4.23) and (4.24) prove

$$
\begin{equation*}
f(\lambda)=O\left(\frac{1}{|k|^{4}}\right) \text { for } k \in \Omega^{+} \cap \Omega^{-} \text {with }|k|>192 e^{\|(p, q)\|_{L_{R}^{2} \times H_{R}^{1}}} \tag{4.25}
\end{equation*}
$$

We now conclude that the sum of the residues is zero using the classical integration contour or, equivalently (see [P-Tr, Lemma 3.2]), by proving that $\sup _{|\lambda|=r_{n}}|f(\lambda)|=$ $o\left(1 / r_{n}\right)$ as $n \rightarrow+\infty$ for an unbounded sequence of positive real number $r_{n}$. From (4.25) this condition is verified by the function $f$ defined in (4.15) with $r_{n}=\left(n+\frac{1}{2}\right)^{3} \pi^{3}$, $n$ sufficiently large.

Consequently, using (4.20) all residues of $f$ are zero. In particular, there exists a function $\phi$ satisfying $L_{p, q} \phi=\mu_{0}^{+}(p, q) \phi$ and $L_{\tilde{p}, \tilde{q}} \phi=\mu_{0}^{+}(p, q) \phi$. Then

$$
\begin{equation*}
2 i(q-\tilde{q}) \phi^{\prime}+\left(i(q-\tilde{q})^{\prime}+(p-\tilde{p})\right) \phi=0 . \tag{4.26}
\end{equation*}
$$

Multiply (4.26) by $\bar{\phi}$ and subtract $\phi$ multiplied by the complex conjugate of (4.26) to have

$$
\begin{equation*}
\left((q-\tilde{q})|\phi|^{2}\right)^{\prime}=0 \tag{4.27}
\end{equation*}
$$

Similarly, multiply (4.26) by $\bar{\phi}$ and add to $\phi$ multiplied by the complex conjugate of (4.26) to obtain

$$
\begin{equation*}
(p-\tilde{p})|\phi|^{2}=0 \tag{4.28}
\end{equation*}
$$

Using (2.2), $q(0)=\tilde{q}(0)=0$ and the continuity of $q$ and $\tilde{q}$, the proof follows (4.28) and (4.27).
5. Proof of Theorem 1.2. We now prove the asymptotic behavior of $\mu_{j}^{+}(p, q)$ given in Theorem 1.2. The proof of the asymptotic behavior of $\mu_{j}^{-}(p, q)$ is similar and we will omit it.

From (2.14), (2.16), (3.11), we have

$$
\begin{align*}
0 & =Z_{1}\left(1, \mu_{j}^{+}(p, q), p, q\right) \\
& =Z_{1}\left(1, \mu_{j}^{+}(p, q), 0,0\right)+\Im m c_{j}^{1}\left(1, \mu_{j}^{+}(p, q), p, q\right)+O\left(\frac{\Xi\left(1, k_{j}\right)}{\left|k_{j}\right|^{2}}\right), \tag{5.1}
\end{align*}
$$

where $\mu_{j}^{+}(p, q)=k_{j}^{3}$. Using (2.15)

$$
\begin{align*}
& c_{j}^{1}\left(1, \mu_{j}^{+}(p, q), p, q\right) \\
& \quad=-2 \int_{0}^{1} y_{1}\left(t, \mu_{j}^{+}(p, q), 0,0\right) y_{3}^{\prime}\left(1-t, \mu_{j}^{+}(p, q), 0,0\right) q(t) d t+O\left(\frac{\Xi\left(1, k_{j}\right)}{\left|k_{j}\right|^{2}}\right) . \tag{5.2}
\end{align*}
$$

Besides, for $p=q \equiv 0, \lambda \in \mathbf{C}$, and $x, t \in[0,1]$, it is easy to check using (2.3) that

$$
\begin{equation*}
3 y_{1}(t) y_{3}^{\prime}(x-t)=y_{2}(x)+y_{2}(x-t(1-\omega))+y_{2}\left(x-t\left(1-\omega^{2}\right)\right) \tag{5.3}
\end{equation*}
$$

Integrating by part (5.2) and using $q \in H^{1}$ and (5.3) at $x=1$, we obtain

$$
c_{j}^{1}\left(1, \mu_{j}^{+}(p, q), p, q\right)=-\frac{2}{3}[q] y_{2}\left(1, \mu_{j}^{+}(p, q), p, q\right)+O\left(\frac{\Xi\left(1, k_{j}\right)}{\left|k_{j}\right|^{2}}\right)
$$

Then

$$
\Im m c_{j}^{1}\left(1, \mu_{j}^{+}(p, q), p, q\right)
$$

$$
\begin{aligned}
= & \frac{2}{9 k_{j}}[q]\left(\cos k_{j}+e^{-\frac{\sqrt{3}}{2} k_{j}} \cos \left(\frac{k_{j}}{2}+\frac{2 \pi}{3}\right)+e^{\frac{\sqrt{3}}{2} k_{j}} \cos \left(\frac{k_{j}}{2}-\frac{2 \pi}{3}\right)\right) \\
& +O\left(\frac{\Xi\left(1, k_{j}\right)}{\left|k_{j}\right|^{2}}\right) .
\end{aligned}
$$

Besides, using Lemma 2.1

$$
\begin{align*}
Z_{1}\left(1, \mu_{j}^{+}(p, q), 0,0\right)= & -\frac{4}{3} \sin \frac{k_{j}}{2}\left|\sin \omega \frac{k_{j}}{2}\right|^{2} \\
& \sim-\frac{1}{3} \sin \frac{k_{j}}{2} e^{\frac{\sqrt{3}}{2}\left|k_{j}\right|} \tag{5.5}
\end{align*}
$$

The counting lemma gives $k_{j}=2\left(\pi j+\delta_{j}\right)$ with $\left|\delta_{j}\right|<\pi$.
Therefore, using (5.4), (5.5), and

$$
O\left(\Xi\left(1, k_{j}\right)\right)=O\left(e^{\frac{\sqrt{3}}{2}\left|k_{j}\right|}\right)
$$

we obtain from (5.1)

$$
\begin{equation*}
\sin \delta_{j}=\frac{2}{3 k_{j}}[q] \cos \left( \pm \delta_{j}-\frac{2 \pi}{3}\right)+O\left(\frac{1}{\left|k_{j}\right|^{2}}\right) \tag{5.6}
\end{equation*}
$$

The irrelevant sign before $\delta_{j}$ in (5.6) depends on the sign of $k_{j}$. Then $\delta_{j} \rightarrow 0$ as $j \rightarrow+\infty$. Furthermore,

$$
\begin{equation*}
\delta_{j}=-\frac{[q]}{3 k_{j}}+O\left(\frac{1}{\left|k_{j}\right|^{2}}\right) \tag{5.7}
\end{equation*}
$$

which completes the proof.
Acknowledgments. It is a pleasure to thank J. C. Guillot for many discussions and valuable suggestions.

## REFERENCES

[Am] L. Amour, Inverse spectral theory for the AKNS systems with separated boundary conditions, Inverse Problems, 9 (1993), pp. 507-523.
[Am-Gu] L. Amour and J.-C. Guillot, Isospectral sets for AKNS systems with generalized periodic boundary conditions, Geom. Funct. Anal., 6 (1996), pp. 1-27.
[Ba] V. Barcilon, Inverse problems for a vibrating beam, Z. Angew. Math. Phys., 27 (1976), pp. 347-358.
[Bo] G. Borg, Eine umkehrung der Sturm-Liouvilleschen eigenwertaufgabe, Acta Math., 78 (1946), pp. 1-96.
[Ca-Pe-Sc] L. F. Caudill, P. A. Perry, and A. W. Schueller, Isospectral sets for fourth-order ordinary differential operators, University of Kentucky, Lexington, KY, 1997, preprint.
[Da-Tr] B. E. J. Dahlberg and E. Trubowitz, The inverse Sturm-Liouville problem III, Comm. Pure Appl. Math., 37 (1984), pp. 255-267.
[Ge-Le] I. M. Gelfand and B. M. Levitan, On the determination of a differential equation from its spectral function, Amer. Math. Soc. Trans., 1 (1953), pp. 253-304.
[Gl] G. M. L. Gladwell, Inverse Problems in Vibration, Martinus Nijhoff Publishers, Boston, 1986.
[Le] Z. I. Leibenzon, An inverse problem of spectral analysis of ordinary differential operators of higher order, Trans. Moscow Math. Soc., 34 (1966), pp. 78-163.
[Le-Ga] B. M. Levitan and M. G. Gasymov, The determination of a differential equation from two spectra, Uspekhi Mat. Nauk, 19 (1964), pp. 3-63.
[Ma] V. A. Marchenko, Some problems in the theory of second-order differential operators, Dokl. Akad. Nauk SSSR, 72 (1950), pp. 457-560.
[McKe] H. P. McKean, Boussinesq's equation on the circle, Comm. Pure Appl. Math., 34 (1981), pp. 599-691.
[McLa1] J. McLaughlin, An inverse eigenvalue problem of order four-An infinite case, SIAM J. Math. Anal., 9 (1978), pp. 395-413.
[McLa2] J. McLaughlin, Analytical methods for recovering coefficients in differential equations from spectral data, SIAM Rev., 28 (1986), pp. 53-72.
[P-Tr] J. Pöschel and E. Trubowitz, Inverse Spectral Theory, Academic Press, New York, 1987.

# ORTHOGONAL POLYNOMIALS AND THE CONSTRUCTION OF PIECEWISE POLYNOMIAL SMOOTH WAVELETS* 

G. C. DONOVAN ${ }^{\dagger}$, J. S. GERONIMO ${ }^{\ddagger}$, AND D. P. HARDIN ${ }^{\S}$


#### Abstract

Orthogonal polynomials are used to construct families of $C^{0}$ and $C^{1}$ orthogonal, compactly supported spline multiwavelets. These families are indexed by an integer which represents the order of approximation. We indicate how to obtain from these multiwavelet bases for $L^{2}[0,1]$ and present a $C^{2}$ example.
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1. Introduction. Wavelet bases [2] for $L^{2}(\mathbf{R})$ have the nice property that once one of the basis functions is known the rest may be obtained by dilation and integer translation of this function. In this case the basis has one generator. Multiwavelets [1], [5], [9], [11], [13], [14], [19] are similar to wavelets except that the basis is obtained by the dilation and integer translation of several functions instead of just one. The construction of most wavelets and multiwavelets is based on multiresolution analysis (MRA) [17], [16]. Let $\phi^{0}, \ldots, \phi^{r}$ be compactly supported $L^{2}$-functions, and suppose that $V_{0}=\operatorname{cl}_{L^{2}} \operatorname{span}\left\{\phi^{i}(\cdot-j): i=0,1, \ldots, r, j \in \mathbf{Z}\right\}$. Then $V_{0}$ is called a finitely generated shift invariant (FSI) space. Let $\left(V_{p}\right)_{p \in \mathbf{Z}}$ be given by $V_{p}=\left\{\phi\left(2^{p .}\right): \phi \in\right.$ $\left.V_{0}\right\}$. Each space $V_{p}$ may be thought of as approximating $L^{2}$ at a different resolution depending on the value of $p$. The sequence $\left(V_{p}\right)$ is called a multiresolution analysis generated by $\phi^{0}, \ldots, \phi^{r}$ if (a) the spaces are nested, $\cdots \subset V_{-1} \subset V_{0} \subset V_{1} \subset \cdots$, and (b) the generators $\phi^{0}, \ldots, \phi^{r}$ and their integer translates form a Riesz basis for $V_{0}$. Because of (a) and (b), we can write

$$
\begin{equation*}
V_{j+1}=V_{j} \oplus W_{j} \quad \forall j \in \mathbf{Z} \tag{1.1}
\end{equation*}
$$

The space $W_{0}$ is called the wavelet space, and if $\psi^{0}, \ldots, \psi^{r}$ generate a shift-invariant basis for $W_{0}$, then these functions are called wavelet functions. If, in addition, $\phi^{0}, \ldots, \phi^{r}$ and their integer translates form an orthogonal basis for $V_{0}$, then $\left(V_{p}\right)$ is called an orthogonal MRA. It has been shown in Lemma 2.1 of [5] that we can always assume that $\phi^{j}, j=0, \ldots, r$ can be chosen so that they are minimally supported on $[-1,1]$; i.e., each scaling function has support in $[-1,1]$, and the nonzero restrictions of the scaling functions and their integer translates to $[0,1]$ are linearly independent. Set $\Phi=\left(\phi^{0}, \ldots, \phi^{r}\right)^{*}$. Then (a) and (b) imply that $\Phi$ satisfies the matrix dilation equation

$$
\begin{equation*}
\Phi(t)=\sum C_{i} \Phi(2 t-i) \tag{1.2}
\end{equation*}
$$

[^52]In order to obtain orthogonal MRAs it is useful to divide $\left.V_{0}\right|_{[0,1]}$ into the following subspaces:

- $A_{0}=\operatorname{span}\{\phi \in \Phi: \operatorname{supp} \phi \subset[0,1]\}=\left\{g \in V_{0}: \quad \operatorname{supp} g \subset[0,1]\right\}$,
- $C_{0}=\operatorname{span}\left\{\phi(\cdot) \chi_{[0,1]}: \quad \phi \in \Phi\right\} \ominus A_{0}$,
- $C_{1}=\operatorname{span}\left\{\phi(\cdot-1) \chi_{[0,1]}: \quad \phi \in \Phi\right\} \ominus A_{0}$.

Since the functions in $A_{0}$ are orthogonal to their integer translates and by GramSchmidt may be made mutually orthogonal, it is not difficult to see [5] the following.

Theorem 1.1. $\left(V_{p}\right)$ is orthogonal iff $C_{0} \perp C_{1}$.
In general it is not possible to obtain an orthogonal basis for $V_{0}$ by taking finite linear combinations of the original basis functions that generate it. However, we can modify $V_{0}$ by adding appropriate functions so that $C_{0} \perp C_{1}$. The notion of intertwining MRAs arises from the observation that some functions can be moved from one level of an MRA to another without destroying the defining properties of an MRA. Suppose that $\left(V_{p}\right)$ is an MRA as defined above and that $W$ is an FSI subspace of $V_{1}$ with Riesz basis $\left\{\phi^{r+1}(\cdot-j): j \in \mathbf{Z}\right\}$ for some compactly supported $\phi^{r+1}$. With this we can generate a new space $\tilde{V}_{0}=V_{0}+W$ together with associated dilation spaces $\tilde{V}_{p}=\left\{\phi\left(2^{p .}\right): \phi \in \tilde{V}_{0}\right\}$. Then $\left(\tilde{V}_{p}\right)$ is also a multiresolution analysis. Indeed, it is clear that $V_{0} \subset \tilde{V}_{0}$. It is also the case that $\tilde{V}_{0} \subset V_{1}$, since both $V_{0}$ and $W$ are subspaces of $V_{1}$. From these two inclusions and the definition of the dilated spaces, it follows that

$$
\begin{equation*}
\cdots \subset V_{-1} \subset \tilde{V}_{-1} \subset V_{0} \subset \tilde{V}_{0} \subset V_{1} \subset \tilde{V}_{1} \cdots \tag{1.3}
\end{equation*}
$$

and hence

$$
\cdots \subset \tilde{V}_{-1} \subset \tilde{V}_{0} \subset \tilde{V}_{1} \subset \cdots
$$

It is easy to see how the other conditions necessary for $\left(\tilde{V}_{p}\right)$ to be an MRA also follow from (1.3). Of course this process can be repeated if more functions are needed. Let $A_{1}=\left\{\phi \in V_{1}: \operatorname{supp} \phi \subseteq[0,1]\right\}$. If $W \subset A_{1} \ominus A_{0}$ such that $\left(I-P_{W}\right) C_{0} \perp\left(I-P_{W}\right) C_{1}$, where $P_{W}$ is the orthogonal projection onto $W$, then the intertwining MRA will be an orthogonal MRA. In Theorem 1 of [5] the following theorem was proved.

Theorem 1.2. If $\left(V_{p}\right)$ is a multiresolution analysis generated by compactly supported scaling functions, then there is some pair of integers $(q, n)$ and some orthogonal multiresolution analysis $\left(\tilde{V}_{p}\right)$ such that

$$
V_{q} \subset \tilde{V}_{0} \subset V_{q+n}
$$

We call ( $\tilde{V}_{p}$ ) an intertwining $M R A$ and the theorem implies in particular that for those MRAs generated by splines there exist orthogonal intertwining MRAs also generated by splines. The main results of this paper give explicit constructions of orthogonal intertwining MRAs for $C^{0}$ and $C^{1}$ spline MRAs with various orders of approximation. In this paper we will use the notation

$$
\begin{equation*}
f_{i, j}=2^{i / 2} f\left(2^{i} \cdot-j\right) \tag{1.4}
\end{equation*}
$$

and $P_{\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}}, f_{i} \in L^{2}(\mathbf{R})$, will denote the orthogonal projection onto the subspace spanned by $f_{1}, \ldots, f_{k}$. In section 2 we make precise which MRAs we will be studying and examine the spaces $A_{0}, C_{0}$, and $C_{1}$ associated with these MRAs. It is here where orthogonal polynomials play a role since the $A_{0}$ spaces for the MRAs we will be considering will be spanned by subclasses of ultraspherical polynomials (see also [18], [15], and [10]). Furthermore, we introduce the functions that will span $W$, which we
will "borrow" in order to construct an orthogonal intertwining MRA. These functions are chosen so as to be smooth as possible and symmetric or antisymmetric with respect to $x=\frac{1}{2}$. In section 3 we derive various properties of these functions needed to carry out the construction. In section 4 we give a description of how to construct wavelets from scaling functions. This explicit computation of the multiwavelets functions in terms of the scaling functions allows us to preserve symmetry or antisymmetry. Also indicated in this section is how to construct multiwavelet bases for $L^{2}[0,1]$. In section 5 we construct families of compactly supported continuous orthogonal scaling functions having an axis of symmetry. Each family is indexed by an integer which represents the order of approximation. In section 6 families of $C^{1}$ scaling functions and wavelets are constructed. Finally, in section 7, a $C^{2}$ example is given.
2. Piecewise polynomial MRA. The MRAs we will study are those associated with piecewise polynomial splines. Let $S_{k}^{n}$ be the space of polynomial splines of degree $n$ with $C^{k}$ knots at the integers, and set $V_{0}^{n, k}=S_{k}^{n} \cap L^{2}(\mathbf{R})$. With $V_{p}^{n, k}$ as above it is known that these spaces form a multiresolution analysis [1], [5], [11], [19]; however, with the exception of $S_{-1}^{n}$, which were studied by Alpert, it is not possible to find compactly supported, orthogonal generators for these spaces. We will consider $S_{k}^{n}$ when $n>2 k+1$.

In order to construct orthogonal intertwining MRAs we examine the spaces $A_{0}^{n, k}$, $C_{0}^{n, k}$, and $C_{1}^{n, k}$, associated with $V_{0}^{n, k}$ as described above, as well as $A_{1}^{n, k}$, defined by analogy with $A_{0}^{n, k}$ to be $A_{1}^{n, k}=\left\{g \in V_{1}\right.$ : $\left.\operatorname{supp} g \subset[0,1]\right\}$. Our goal is to find a space $W \subset A_{1}^{n, k} \ominus A_{0}^{n, k}$ so that

$$
\begin{equation*}
\left(I-P_{W}\right) C_{0}^{n, k} \perp\left(I-P_{W}\right) C_{1}^{n, k} \tag{2.1}
\end{equation*}
$$

We begin by describing a convenient basis for $A_{0}^{n, k}$. Note that from the description of $A_{0}^{n, k}, g \in A_{0}^{n, k}$ iff $g(t)=t^{k+1}(1-t)^{k+1} q(t)$ for some polynomial $q$ of degree at most $n-2 k-2$. Thus the linear dimension of $A_{0}^{n, k}$ is $n-2 k-1$. If $\left\{t^{k+1}(1-t)^{k+1} q_{j-2 k-2}: j=\right.$ $2 k+2, \ldots, n\}$ forms an orthogonal basis for $A_{0}^{n, k}$, then

$$
\int_{0}^{1} t^{2 k+2}(1-t)^{2 k+2} q_{i-2 k-2}(t) q_{j-2 k-2}(t) d t=c_{i} \delta_{i, j}
$$

and we see that the $q_{i}$ 's are orthogonal with respect to the measure $t^{2 k+2}(1-t)^{2 k+2} d t$ on $[0,1]$. The monic ultraspherical polynomials $p_{i}^{\lambda}$ are monic polynomials of degree $i=0,1, \ldots$, which are orthogonal on $[-1,1]$ with respect to the measure $\left(1-t^{2}\right)^{\lambda-\frac{1}{2}} d t$ (Szegö [20]). From the above equation, we can choose $q_{i}(t)=p_{i}^{2 k+\frac{5}{2}}(2 t-1), i=$ $0, \ldots, n-2 k-2$. This leads to ([7], [8]) the following lemma.

LEMMA 2.1. A basis for $A_{0}^{n, k}$ is $\left\{t^{k+1}(1-t)^{k+1} p_{i}^{2 k+\frac{5}{2}}(2 t-1): i=0, \ldots, n-2 k-2\right\}$, where each $p_{i}^{2 k+\frac{5}{2}}$ is a monic ultraspherical polynomial of degree $i$.

The ultraspherical polynomials already have been used in the construction of wavelets from fractal interpolation functions (Donovan, Geronimo, and Hardin [6], Donovan [4]). For later computations we define the set $\left\{\phi_{i}^{k}\right\}$, where $\phi_{i}^{k}(t)=(1-$ $\left.t^{2}\right)^{k+1} p_{i-2 k-2}^{2 k+\frac{5}{2}}(t)$ for $i \geq 2 k+2$ with $\phi_{2 k+1}^{k}=0$.

Some important properties of the ultraspherical polynomials that we will use later [20] follow.
(a) The Rodriguez formula:

$$
\left(1-t^{2}\right)^{m} p_{n}^{m+\frac{1}{2}}(t)=(-1)^{n} \frac{(n+2 m)!}{(2 n+2 m)!} D^{n}\left(1-t^{2}\right)^{n+m}
$$

(b) The recurrence formula:

$$
p_{n+1}^{m+\frac{1}{2}}(t)=t p_{n}^{m+\frac{1}{2}}(t)-a_{n} p_{n-1}^{m+\frac{1}{2}}(t), \quad n=1,2, \ldots
$$

with $a_{n}=\frac{(n+2 m) n}{(2 n+2 m+1)(2 n+2 m-1)}, p_{0}(t)=1$ and $p_{1}(t)=t$.
(c)

$$
p_{n}^{m+\frac{1}{2}}(t)=\frac{1}{(n+2)(n+1)} D^{2} p_{n+2}^{m-2+\frac{1}{2}}(t) .
$$

The polynomials also have the following useful representation in term of hypergeometric functions [20]:

$$
p_{n}^{m+\frac{1}{2}}(t)=\frac{2^{n}(m+1)_{n}}{(n+2 m+1)_{n}}{ }_{2} F_{1}\left(\begin{array}{cl}
-n & n+2 m+1  \tag{2.2}\\
m+1
\end{array} ; \frac{1-t}{2}\right),
$$

where formally

$$
{ }_{p} F_{q}\left(\begin{array}{ccc}
a_{1} & \ldots & a_{p} \\
b_{1} & \ldots & b_{q}
\end{array} ; t\right)=\sum_{i=0}^{\infty} \frac{\left(a_{1}\right)_{i} \ldots\left(a_{p}\right)_{i}}{\left(b_{1}\right)_{i} \ldots\left(b_{q}\right)_{i}(1)_{i}} t^{i}
$$

with $(a)_{i}=(a)(a+1) \ldots(a+i-1)$. Since one of the numerator parameters in the hypergeometric function in (2.2) is a negative integer, the series has finitely many nonzero terms and the result is a polynomial.

From the recurrence formula is it not difficult to see that

$$
\begin{equation*}
\int_{-1}^{1} p_{n}^{m+\frac{1}{2}}(t)^{2}\left(1-t^{2}\right)^{m} d t=\frac{2(n+2 m)!n!}{(2 n+2 m-1)!(2 n+2 m+1)!!}, \tag{2.3}
\end{equation*}
$$

where $m!!=m(m-2) \ldots$ Thus

$$
\begin{equation*}
\left\|\phi_{n}^{k}\right\|_{L^{2}}^{2}=\frac{2(n+2 k+2)!(n-2 k-2)!}{(2 n-1)!!(2 n+1)!!} . \tag{2.4}
\end{equation*}
$$

We now consider the spaces $C_{i}^{n, k}, i=0,1$. Since the dimension of $\left.V_{0}^{n, k}\right|_{[0,1]}$ is $n+1$ and the dimension of $A_{0}^{n, k}$ is $n-2 k-1$, the dimension of $C_{0}^{n, k}$ is $k+1$ and the same is true for $C_{1}^{n, k}$. For computational compatibility with the ultraspherical polynomials, we scale these spaces so that they are defined on $[-1,1]$ instead of $[0,1]$ and denote them as $C_{i}^{n, k}\left(\frac{+1}{2}\right)$ and $A_{0}^{n, k}\left(\frac{+1}{2}\right)$.

Let $r_{i}^{k}(t)=(1-t)^{i}(1+t)^{k+1}, l_{i}^{k}(t)=r_{i}^{k}(-t)$, and $P^{n, k}$ denote the orthogonal projection onto $A_{0}^{n, k}$. Then a basis for $C_{0}^{n, k}\left(\frac{+1}{2}\right)$ is $r_{i}^{n, k}=\left(I-P^{n, k}\right) r_{i}^{k}, i=0, \ldots, k$, while for $C_{1}^{n, k}\left(\frac{+1}{2}\right)$ the analogous basis is $l_{i}^{n, k}=\left(I-P^{n, k}\right) l_{i}^{k}$. We shall refer to the families of $r_{i}^{k}$ and $l_{i}^{k}$, respectively, as right and left "ramps," where right and left denote on which side of the interval $[-1,1]$ the unprojected functions do not vanish $k+1$ times.

The action of the projection can be readily computed from the following inner product:

$$
\begin{equation*}
\left\langle r_{i}^{k}, \phi_{n}^{k}\right\rangle=\frac{2^{k+i+n+2} n!(i+k+1)!(n-k-i-2)!(n+2 k+2)!}{(k-i)!(k+i+n+2)!(2 n)!} \tag{2.5}
\end{equation*}
$$

where $k \geq i$ and $n \geq 2 k+2$ (Gradshteyn and Ryzhik [12, p. 826]). This formula can be derived for instance by substituting (2.2) into the above inner product, integrating term by term, then using Saalschutz's formula for summing a ${ }_{3} F_{2}$ hypergeometric function (Bailey [3, p. 49]). The symmetry between $r_{i}^{k}$ and $l_{i}^{k}$ and the fact that the ultraspherical polynomials are of definite parity imply that $\left\langle l_{i}^{k}, \phi_{n}^{k}\right\rangle=(-1)^{n}\left\langle r_{i}^{k}, \phi_{n}^{k}\right\rangle$.

There are several simple useful relations among the ramp functions which we now derive. The first is the obvious relation

$$
\begin{equation*}
r_{i}^{n, k}=r_{i}^{n-1, k}-\frac{\left\langle r_{i}^{k}, \phi_{n}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \phi_{n}^{k} \tag{2.6}
\end{equation*}
$$

Note that for $n \geq 2 k+2$, the polynomial $r_{i+1}^{n, k}$ is uniquely determined by the order of its zeros at $\pm 1$, its orthogonality to $A_{0}^{n, k}$, its degree, and its leading coefficient. The polynomial $(1-t) r_{i}^{n, k}$ vanishes at $\pm 1$ the same number of times as $r_{i+1}^{n, k}$, is of degree $n+1$, and is orthogonal to $A_{0}^{n-1, k}$. Subtracting off $\phi_{n+1}^{k}$ times an appropriate constant then projecting out $\phi_{n}^{k}$ yields the following relation:

$$
\begin{equation*}
r_{i+1}^{n, k}(t)=(1-t) r_{i}^{n, k}(t)+\frac{\left\langle r_{i}^{k}, \phi_{n+1}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \phi_{n}^{k}(t)-\frac{\left\langle r_{i}^{k}, \phi_{n}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \phi_{n+1}^{k}(t) \tag{2.7}
\end{equation*}
$$

Since $\left(1-t^{2}\right) \frac{d}{d t} r_{i}^{k}(t)=(k+1+i) r_{i+1}^{k}-2 i r_{i}^{k}$, an argument similar to that given above leads to

$$
\begin{align*}
\left(1-t^{2}\right) \frac{d}{d t} r_{i}^{n, k}(t)=(k & +1+i) r_{i+1}^{n, k}-2 i r_{i}^{n, k}+(n+2) \frac{\left\langle r_{i}^{k}, \phi_{n+1}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \phi_{n}^{k}(t) \\
& +n \frac{\left\langle r_{i}^{k}, \phi_{n}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \phi_{n+1}^{k}(t) \tag{2.8}
\end{align*}
$$

Likewise,

$$
\begin{align*}
\frac{d}{d t}\left(\left(1-t^{2}\right) r_{i}^{n, k}(t)\right)=(k & +3+i) r_{i+1}^{n, k}-2(i+1) r_{i}^{n, k}+n \frac{\left\langle r_{i}^{k}, \phi_{n+1}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \phi_{n}^{k}(t)  \tag{2.9}\\
& +(n+2) \frac{\left\langle r_{i}^{k}, \phi_{n}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \phi_{n+1}^{k}(t)
\end{align*}
$$

Analogous formulas are easily obtained for $l_{i}^{n, k}$. In the multiresolution analysis given above, $V_{1}^{n, k}$ is a spline space with knots at the half-integers. Thus, to do the intertwining step, we will borrow from the space of splines supported on $[0,1]$ with a knot at $\frac{1}{2}$. Once again, for purposes of compatibility with the $\phi_{i}^{k}$, we dilate these functions so that they are supported on $[-1,1]$ and have a knot at 0 . The dilated functions will be denoted $u_{n}^{k}$. To construct these, we first define a sequence of spline functions $\left\{\bar{u}_{n}^{k}\right\} \in C^{k}(\mathbf{R})$, where

$$
\bar{u}_{n}^{k}(t)= \begin{cases}1-|t| t^{n-1}+\sum_{i=1}^{k} \frac{(-1)^{i} n!!}{2^{i} i!(n-2 i)!!}\left(1-t^{2}\right)^{i} & \text { if } t \in[-1,1] \\ 0 & \text { otherwise }\end{cases}
$$

for odd $n \geq 2 k+1$, and

$$
\bar{u}_{n}^{k}(t)= \begin{cases}t-|t| t^{n-1}+\sum_{i=1}^{k} \frac{(-1)^{i}(n-1)!!}{2^{i} i!(n-2 i-1)!!} t\left(1-t^{2}\right)^{i} & \text { if } t \in[-1,1] \\ 0 & \text { otherwise }\end{cases}
$$

for even $n \geq 2 k+2$. It should be noted that the parity of the function $\bar{u}_{n}^{k}$ is always the opposite of the parity of $n$. From this sequence, we obtain new sequences by applying the projection $I-P^{n, k}$ :

$$
u_{n, m}^{k}=\left(I-P^{n, k}\right) \bar{u}_{n-m}^{k}
$$

The functions to be borrowed from $V_{1}\left(\frac{+1}{2}\right)$ to give an orthogonal multiresolution analysis are obtained as appropriate linear combinations of this latter class of splines. To calculate the above projections, it is necessary to find the inner products

$$
c_{k, n, j}=\int_{-1}^{1} \bar{u}_{j}^{k}(t) \phi_{n}^{k}(t) d t
$$

for $n, j \geq 2 k+1$, which are given in the following lemma.
Lemma 2.2. With $n, j \geq 2 k+2$, if $(n-j)$ is even, then $c_{k, n, j}=0$, and if $(n-j)$ is odd and $j>n$, then

$$
\left.\begin{array}{rl}
c_{k, n, j}= & \frac{-2^{\frac{n-j+4 k+3}{2}}(n-2 k-2)!j!\left(\frac{j-2 k-n}{2}\right)_{k+1}}{(n+1)_{n}(j-n)!!\left(\frac{j-2 k+n-1}{2}\right)!} \\
& \times{ }_{3} F_{2}\left(\begin{array}{cc}
-k-1 & \frac{j+2}{2} \\
\frac{j+1}{2} \\
\frac{j-2 k-n}{2} & \frac{j-2 k+n+1}{2} ; 1
\end{array}\right), \\
= & \frac{-2^{\frac{n-j+4 k+3}{2}}\left(\frac{n-2 k}{2}\right)_{k+1}\left(\frac{-2 k-n-1}{2}\right)_{k+1}(n-2 k-2)!j!}{(n+1)_{n}(j-n)!!\left(\frac{j+n+1}{2}\right)!} \\
& \times{ }_{3} F_{2}\left(\begin{array}{cc}
-k-1 & \frac{j+1}{2} \\
& k+1 \\
\frac{-n}{2} & \frac{n+1}{2}
\end{array}\right) 1 \tag{2.10}
\end{array}\right),
$$

while if $(n-j)$ is odd and $n>j$, then

$$
\left.\begin{array}{rl}
c_{k, n, j}= & \frac{2(-1)^{\frac{n-j+1}{2}+k+1}(n-2 k-2)!j!(n+2 k-j+1)!}{(n+1)_{n}\left(\frac{n-2 k+j-1}{2}\right)!\left(\frac{n-j+2 k+1}{2}\right)!} \\
& \times{ }_{3} F_{2}\left(\begin{array}{lll}
-k-1 & \frac{j+2}{2} & \frac{j+1}{2} \\
\frac{j-2 k-n}{2} & \frac{j-2 k+n+1}{2} & 1
\end{array}\right) \\
= & \frac{(-1)^{\frac{n-j+1}{2}} 2^{2 k+3}\left(\frac{n-2 k}{2}\right)_{k+1}\left(\frac{-2 k-n-1}{2}\right)_{k+1}(n-2 k-2)!j!(n-j-1)!}{(n+1)_{n}\left(\frac{n+j+1}{2}\right)!\left(\frac{n-j-1}{2}\right)!} \\
1) & \times{ }_{3} F_{2}\left(\begin{array}{cc}
-k-1 & \frac{j+1}{2} \\
\frac{-n+1}{2} & \frac{n+1}{2}
\end{array}\right) 1
\end{array}\right) .
$$

Remark. When $n=2 k+2$ the ${ }_{3} F_{2}$ in the second part of (2.11) reduces to a truncated ${ }_{2} F_{1}$.

Proof. The fact that $c_{k, n, j}=0$ for $(n-j)$ even follows from the parity of $\bar{u}_{j}^{k}$ and $\phi_{n}^{k}$. From property (c) above we find the $p_{n}^{2 k+\frac{5}{2}}=\frac{n!}{(n+2 k+2)!} D^{2 k+2} p_{n+2 k+2}^{1 / 2}$, where $p_{n}^{1 / 2}$ is the monic Legendre polynomial of degree $n[20]$. Therefore from the definition of $\phi_{n}^{k}$ we find that $\phi_{n}^{k}(t)=\left(1-t^{2}\right)^{k+1} \frac{(n-2 k-2)!}{n!} D^{2 k+2} p_{n}^{1 / 2}(t)$. Substitute this into the integral for $c_{m, n, j}$ and integrate by parts $2 k+2$ times. Since $j \geq 2 k+2, \bar{u}_{j}^{k}$ has $2 k+1$
continuous derivatives in $(-1,1)$ and $D^{i}\left(1-t^{2}\right)^{k+1} \bar{u}_{j}^{k}=0$ for $t= \pm 1, i=0, \ldots, 2 k+1$. Therefore

$$
c_{k, n, j}=\frac{(n-2 k-2)!}{n!} \int_{-1}^{1} D^{2 k+2}\left[\left(1-t^{2}\right)^{k+1} \bar{u}_{j}^{k}(t)\right] p_{n}^{1 / 2}(t) d t
$$

Observe that for $i<k+1, D^{2 k+2}\left(1-t^{2}\right)^{k+i+1}$ is a polynomial of degree less than $2 k+2$. Consequently the orthogonality of $p_{n}^{1 / 2}$ implies that only the term $|t| t^{j-1}$ in $\bar{u}_{j}^{k}$ will be nonzero in the above integral. Using the parity of $\bar{u}_{j}^{k}$ and $\phi_{n}^{k}$ to integrate on $[0,1]$, then expanding $\left(1-t^{2}\right)^{k+1}$ and differentiating yields $c_{k, n, j}=-2 \frac{(n-2 k-2)!}{n!} \sum_{i=0}^{k+1}\binom{k+1}{i}(-1)^{i} \frac{(j+2 i)!}{(j+2 i-2 k-2)!} \int_{0}^{1} t^{j+2 i-2 k-2} p_{n}^{1 / 2}(t) d t$.

With $l=j+2 i-2 k-2$ we find, using (2.2) with $m=0$, that

$$
\left.\begin{array}{rl}
\int_{0}^{1} t^{l} p_{n}^{1 / 2}(t) d t & =\frac{2^{n} n!l!}{(n+1)_{n}(l+1)!} 2 F_{1}\left(\begin{array}{c}
-n \\
l+2
\end{array} ; \frac{1}{2}\right.
\end{array}\right),
$$

where Kummer's Theorem has been used in summing the ${ }_{2} F_{1}[3, \mathrm{p} .11]$. If $n$ is even, $l$ is odd and we find

$$
\frac{\Gamma\left(\frac{l+3+n}{2}\right)}{\Gamma\left(\frac{l+3}{2}\right)}=\frac{\left(\frac{l+n+3-2 i}{2}\right)_{i}\left(\frac{l+n-2 i+1}{2}\right)!}{\left(\frac{l+1}{2}\right)!}
$$

and

$$
\frac{\Gamma\left(\frac{l+2}{2}\right)}{\Gamma\left(\frac{l+2-n}{2}\right)}=\frac{\left(\frac{l-2 i+2-n}{2}\right)_{k+1} l!!2^{\frac{j-n-l}{2}}}{\left(\frac{l-2 i+2-n}{2}\right)_{i}(j-n)!!} .
$$

The above formulas and the substitutions $(j+2 i)!=2^{2 i} j!\left(\frac{j+1}{2}\right)_{i}\left(\frac{j+2}{2}\right)_{i}$ and $(-1)^{i}\binom{k+1}{i}=\frac{(-k-1)_{i}}{(1)_{i}}$ yield the first line of $(2.10)$ for $n$ even. To obtain the second line of (2.10), use the transformation formula [3, p. 85]

$$
\begin{aligned}
& { }_{3} F_{2}\left(\begin{array}{c}
-(k+1) \quad a \quad b ; 1 \\
e \quad f
\end{array}\right. \\
& \quad=\frac{(e-b)_{k+1}(f-b)_{k+1}}{(e)_{k+1}(f)_{k+1}}{ }_{3} F_{2}\left(\begin{array}{c}
-(k+1) \\
b-e-k \\
b-b-k-e-f \\
b-k
\end{array} ; 1\right)
\end{aligned}
$$

To arrive at the first line of (2.11) for $n$ odd perform manipulations similar to those described above on $\frac{\Gamma\left(\frac{l+3+n}{2}\right)}{\Gamma\left(\frac{(+2}{2}\right)}$ and $\frac{\Gamma\left(\frac{l+3}{2}\right)}{\Gamma\left(\frac{l+2-n}{2}\right)}$. The second line of (2.11) is obtained in a similar manner.

The above formulas show that the hypergeometric functions have a fixed number of terms for fixed smoothness. Furthermore, the hypergeometric functions given in the second lines of (2.10) and (2.11) are a sum of positive terms. Any zero appearing in the denominator of the above formulas cancels with a zero in the numerator.
3. Recurrence formulas and inner products. As in the case of the ramp functions there are useful difference and differential difference equations relating the $u_{n, m}^{k}$ 's. The spline $u_{n, m}^{k}$ is uniquely defined in terms of the degree of its zeros at $\pm 1$, the $n-m-1$ continuous derivatives at zero, the values of the left and right $(n-m)$ th derivatives at zero, its degree, and its orthogonality to $A_{0}^{n, k}$. Denoting by "rem" the remainder of integer division (i.e., $\left.p \operatorname{rem} q \equiv q\left(\frac{p}{q}-\left\lfloor\frac{p}{q}\right\rfloor\right)\right)$, we find from the definition of $\bar{u}_{n-m}^{k}$ that $t \bar{u}_{n-m-1}^{k}=\bar{u}_{n-m}^{k}+((n-m)$ rem 2$) K_{k, n, m}\left(1-t^{2}\right)^{k+1}$. Furthermore, $\int_{-1}^{1} t u_{n-1, m}^{k}(t) \phi_{i}^{k}(t) d t=0$ for $i \leq n-2$. The recurrence formula for $\phi_{n}^{k}$, the fact that $\left(1-t^{2}\right)^{k+1} \in A_{0}^{n, k}\left(\frac{+1}{2}\right)$, and parity considerations now imply that for $n-m-1 \geq 2 k+1$

$$
\begin{equation*}
u_{n, m}^{k}=t u_{n-1, m}^{k}-\epsilon_{k, n, m} \phi_{n-1+(m \text { rem } 2)}^{k}, \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{k, n, m}=\frac{c_{k, n+(m \mathrm{rem} 2), n-1-m}}{\left\langle\phi_{n-1+(m \mathrm{rem} 2)}^{k}, \phi_{n-1+(m \mathrm{rem} 2)}^{k}\right\rangle} \tag{3.2}
\end{equation*}
$$

Analogues of (2.8) and (2.9) can also be derived. To this end, note that (1$\left.t^{2}\right) D \bar{u}_{n-m}^{k}=-(n-m) \bar{u}_{n+1-m}^{k}+(n-m) \bar{u}_{n-1-m}^{k}$ and that

$$
\begin{aligned}
\left\langle\left(1-t^{2}\right) D u_{n, m}^{k}(t), \phi_{i}^{k}(t)\right\rangle & =\left\langle u_{n, m}^{k}(t), D\left(\left(1-t^{2}\right) \phi_{i}^{k}(t)\right)\right\rangle \\
& =0, \quad i \leq n-1
\end{aligned}
$$

since $u_{n, m}^{k}$ is orthogonal to all functions of the form $\left(1-t^{2}\right)^{k+1} \pi_{n-2 k-2}$, where $\pi_{n-2 k-2}$ is an arbitrary polynomial of degree less than or equal to $n-2 k-2$. The parity of $D u_{n, m}^{k}$ now implies that

$$
\begin{equation*}
\left(1-t^{2}\right) D u_{n, m}^{k}(t)=-(n-m) u_{n+1, m}^{k}(t)+(n-m) u_{n-1, m}^{k}(t)+\delta_{k, n, m} \phi_{n+(m \text { rem } 2)}^{k}, \tag{3.3}
\end{equation*}
$$

where

$$
\begin{align*}
\delta_{k, n, m}=- & (n-m) \frac{c_{k, n+(m \mathrm{rem} 2), n+1-m}}{\left\langle\phi_{n+(m \mathrm{rem} 2)}^{k}, \phi_{n+(m \mathrm{rem} 2)}^{k}\right\rangle} \\
& +(n-1+(m \mathrm{rem} 2)) \frac{c_{k, n-1+(m \mathrm{rem} 2), n-m}}{\left\langle\phi_{n-1+(m \mathrm{rem} 2)}^{k}, \phi_{n-1+(m \mathrm{rem} 2)}^{k}\right\rangle} \tag{3.4}
\end{align*}
$$

Another similar formula is
$D\left(\left(1-t^{2}\right) u_{n, m}^{k}(t)\right)=-(n-m+2) u_{n+1, m}^{k}(t)+(n-m) u_{n-1, m}^{k}(t)+\gamma_{k, n, m} \phi_{n+(m \text { rem } 2)}^{k}$
with

$$
\begin{align*}
\gamma_{k, n, m}=(n & +1+(m \text { rem } 2)) \frac{c_{k, n-1+(m \text { rem } 2), n-m}}{\left\langle\phi_{n-1+(m \text { rem } 2)}^{k}, \phi_{n-1+(m \text { rem } 2)}^{k}\right\rangle} \\
& +(n+2-m) \frac{c_{k, n+(m \text { rem } 2), n+1-m}}{\left\langle\phi_{n+(m \text { rem } 2)}^{k}, \phi_{n+(m \text { rem } 2)}^{k}\right\rangle} . \tag{3.6}
\end{align*}
$$

One final useful formula is

$$
\begin{equation*}
u_{n, n-m}^{k}=u_{n-2, n-m-2}^{k}-\frac{c_{k, n-1, n-m+(m \mathrm{rem} 2)}}{\left\langle\phi_{n-1+(m \mathrm{rem} 2)}^{k}, \phi_{n-1+(m \mathrm{rem} 2)}^{k}\right\rangle} \phi_{n-1+(m \mathrm{rem} 2)}^{k} \tag{3.7}
\end{equation*}
$$

Note that the above formulas hold for $k \geq 0$ and $n-m \geq 2 k+3$. In order to find appropriate linear combinations of $\left\{u_{n, m}^{k}\right\}$ that solve (2.1) we need to compute the inner products of the various functions defined above. We begin with the following lemma.

Lemma 3.1. Given $r_{i}^{n, k}$ and $l_{j}^{n, k}, i, j \leq k$, as above,

$$
\begin{gather*}
\left\langle r_{i}^{n, k}, l_{j}^{n, k}\right\rangle=\frac{(-1)^{n+1} 2^{2 k+i+j+3}(k+i+1)!(k+j+1)!(n-k-i-1)!(n-k-j-2)!(n+2 k+3)!}{(k-i)!(k-j)!(k+n+j+3)!(k+n+i+2)!(n-2 k-2)!} \\
\times{ }_{3} F_{2}\left(\begin{array}{cc}
-(k-j) & 2 k+i+j+4 \\
-(n-k-j-2) & k+n+j+4
\end{array}\right) \tag{3.8}
\end{gather*}
$$

Proof. Multiply (2.8) by $l_{j}^{n, k}$ and integrate by parts to find

$$
\begin{aligned}
&-\left\langle r_{i}^{n, k}, D\left(\left(1-t^{2}\right) l_{j}^{n, k}\right)\right\rangle=(k+1+i)\left\langle r_{i+1}^{n, k}, l_{j}^{n, k}\right\rangle-2 i\left\langle r_{i}^{n, k}, l_{j}^{n, k}\right\rangle \\
&+(n+2) \frac{\left\langle r_{i}^{k}, \phi_{n+1}^{k}\right\rangle\left\langle l_{j}^{k}, \phi_{n}^{k}(t)\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle}
\end{aligned}
$$

where the fact that $\left\langle l_{j}^{n, k}, \phi_{n+1}^{k}\right\rangle=\left\langle l_{j}^{k}, \phi_{n+1}^{k}\right\rangle$ has been used. Now eliminate $D((1-$ $\left.\left.t^{2}\right) l_{j}^{n, k}\right)$ using the analogue of (2.9) for $l_{j}^{n, k}$ and collect terms to get

$$
\begin{aligned}
0=(k & +i+1)\left\langle r_{i+1}^{n, k}, l_{j}^{n, k}\right\rangle+2(j+1-i)\left\langle r_{i}^{n, k}, l_{j}^{n, k}\right\rangle-(k+j+3)\left\langle r_{i}^{n, k}, l_{j+1}^{n, k}\right\rangle \\
& +n \frac{\left\langle r_{i}^{k}, \phi_{n}^{k}\right\rangle\left\langle l_{j}^{k}, \phi_{n+1}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle}+(n+2) \frac{\left\langle r_{i}^{k}, \phi_{n+1}^{k}\right\rangle\left\langle l_{j}^{k}, \phi_{n}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle}
\end{aligned}
$$

Multiply (2.7) by $l_{j}^{n, k}$ and integrate to obtain

$$
\begin{aligned}
\left\langle r_{i+1}^{n, k}, l_{j}^{n, k}\right\rangle=- & \left\langle r_{i}^{n, k}, l_{j+1}^{n, k}\right\rangle+2\left\langle r_{i}^{n, k}, l_{j}^{n, k}\right\rangle+\frac{\left\langle r_{i}^{k}, \phi_{n+1}^{k}\right\rangle\left\langle l_{j}^{k}, \phi_{n}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \\
& +\frac{\left\langle r_{i}^{k}, \phi_{n}^{k}\right\rangle\left\langle l_{j}^{k}, \phi_{n+1}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle}
\end{aligned}
$$

Using the above two equations to eliminate $\left\langle r_{i+1}^{n, k}, l_{j}^{n, k}\right\rangle$, solving for $\left\langle r_{i}^{n, k}, l_{j}^{n, k}\right\rangle$, and then using (2.5) gives

$$
\begin{aligned}
\left\langle r_{i}^{n, k}, l_{j}^{n, k}\right\rangle= & \frac{(2 k+i+j+3)}{2(k+j+2)}\left\langle r_{i}^{n, k}, l_{j+1}^{n, k}\right\rangle \\
& \quad+\frac{(-1)^{n+1} 2^{2 k+i+j+3}(n+2 k+3)!(k+j+1)!(k+i+1)!(n-k-j-2)!(n-k-i-1)!}{(k-j)!(k-i)!(k+j+n+3)!(k+i+n+2)!(n-2 k-2)!}
\end{aligned}
$$

Iterating this formula from $j+1$ to $k$ and utilizing the fact that $l_{k+1}^{k}$ is in $A_{0}^{n, k}$ yields the formula

$$
\begin{aligned}
\left\langle r_{i}^{n, k}, l_{j}^{n, k}\right\rangle= & \frac{(-1)^{n+1} 2^{2 k+i+j+3}(k+i+1)!(k+j+1)!(n-k-i-1)!(n+2 k+3)!}{(k-i)!(k+n+i+2)!(n-2 k-2)!} \\
& \times \sum_{m=0}^{k-j} \frac{(n-k-m-j-2)!(2 k+i+j+4)_{m}}{(k-m-j)!(n+k+m+j+3)!}
\end{aligned}
$$

Finally, with the substitutions $(n+k+m+j+3)!=(n+k+j+3)!(n+k+j+4)_{m}$, $(a-j)!=(-1)^{j} \frac{a!}{(-a)_{j}}$, and $a \in\{k-m, n-k-m-2\}$ we obtain (3.8).

An analogous argument gives

$$
\begin{aligned}
2(i+j+1)\left\langle r_{i}^{n, k}, r_{j}^{n, k}\right\rangle=(k & +i+1)\left\langle r_{i+1}^{n, k}, r_{j+1}^{n, k}\right\rangle+(k+j+3)\left\langle r_{i}^{n, k}, r_{j+1}^{n, k}\right\rangle \\
& +(n+k+1+i) \frac{\left\langle r_{i}^{n, k}, \phi_{n}^{k}\right\rangle\left\langle r_{j}^{n, k}, \phi_{n+1}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} \\
& +(n-k-i+1) \frac{\left\langle r_{i}^{n, k}, \phi_{n+1}^{k}\right\rangle\left\langle r_{j}^{n, k}, \phi_{n}^{k}\right\rangle}{\left\langle\phi_{n}^{k}, \phi_{n}^{k}\right\rangle} .
\end{aligned}
$$

Since $\left\langle r_{i}^{n, k}, u_{n, m}^{k}\right\rangle=\left\langle r_{i}^{k}, u_{n, m}^{k}\right\rangle$ the following recurrence formula is easily obtained from (3.1) using the relation $r_{i}^{k}(t)=(1-t) r_{i-1}^{k}$ :

$$
\begin{equation*}
\left\langle r_{i}^{n, k}, u_{n, m}^{k}\right\rangle=\left\langle r_{i}^{n-1, k}, u_{n-1, m}^{k}\right\rangle-\left\langle r_{i+1}^{n, k}, u_{n, m}^{k}\right\rangle+\epsilon_{k, n, m}\left\langle r_{i}^{k}, \phi_{n+(m \text { rem 2) }}^{k}\right\rangle . \tag{3.10}
\end{equation*}
$$

To obtain the next formula we will need the following lemma.
Lemma 3.2. Formally

$$
\begin{aligned}
& { }_{3} F_{2}\left(\begin{array}{ccc}
a & b & c \\
d & e
\end{array} ; 1\right)=\frac{c(e-a)}{d e}{ }_{3} F_{2}\left(\begin{array}{ccc}
a & b+1 & c+1 \\
d+1 & e+1
\end{array} ; 1\right) \\
& +\frac{d-c}{d}{ }_{3} F_{2}\left(\begin{array}{ccc}
a & b+1 & c \\
d+1 & e ; 1
\end{array}\right) \text {. }
\end{aligned}
$$

Proof. The proof will be based on the contiguous relations for ${ }_{3} F_{2}$ hypergeometric functions found in Wilson's paper [21]. Although the proof will be formal in practice we will apply the result when one of the numerator parameters is a negative integer, in which case the series has only a finite number of nonzero terms.

Term by term subtraction yields

$$
\left.{ }_{3} F_{2}\left(\begin{array}{ccc}
a & b & c \\
& d & e
\end{array}\right] 1\right)=\frac{b c}{d e}{ }_{3} F_{2}\left(\begin{array}{ccc}
a & b+1 & c+1 \\
d+1 & e+1
\end{array} ; 1\right)+{ }_{3} F_{2}\left(\begin{array}{ccc}
a-1 & b & c
\end{array}\right)
$$

and equation 8 in [21] implies that

$$
\begin{array}{r}
d e_{3} F_{2}\left(\begin{array}{ccc}
c & d & a-1 \\
& d & e
\end{array} ; 1\right)=c(d+e-a-b-c)_{3} F_{2}\left(\begin{array}{ccc}
c+1 & b+1 & a \\
d+1 & e+1
\end{array} ; 1\right) \\
+(d-c)(e-c)_{3} F_{2}\left(\begin{array}{ccc}
c & b+1 & a \\
d+1 & e+1
\end{array}\right)
\end{array}
$$

Finally equation 7 in [21] gives

$$
\left.\begin{array}{rl}
{ }_{3} F_{2}\left(\begin{array}{ccc}
c & b+1 & a \\
d+1 & e+1
\end{array} ; 1\right)= & \frac{e}{e-c}{ }_{3} F_{2}\left(\begin{array}{ccc}
c & b+1 & a \\
d+1 & e
\end{array}\right) \\
& -\frac{c}{e-c}{ }_{3} F_{2}\left(\begin{array}{ccc}
c+1 & b+1 & a \\
d+1 & e+1
\end{array}\right) 1
\end{array}\right) .
$$

Utilizing the above formulas and simplifying yields the result.
Lemma 3.3. Let $r_{i}^{n, k}$ and $u_{n, m}^{k}$ be as above. Then for $n-2 m \geq 2 k+1, k=0,1$, or 2,

$$
\begin{align*}
\left\langle r_{k}^{n, k}, u_{n, 2 m}^{k}\right\rangle= & \frac{(-1)^{m+k} 2^{2 k+2-n}(n-2 k-1)!(2 k+1)!(n-2 m)!(2 m+2 k)!}{(n+2 k+1)!(n-k-m)!(m+k)!} \\
& \times{ }_{3} F_{2}\left(\begin{array}{ccc}
-k & \frac{n-2 m+2}{2} & \frac{n-2 m+1}{2} \\
\frac{-2 m-2 k+1}{2} & n-m-k+1
\end{array}\right) . \tag{3.11}
\end{align*}
$$

Proof. Although this result is true more generally we will use it only for the cases indicated, which simplifies the proof considerably. The above formula can be verified by hand for $m=0, k \in\{0,1,2\}$ and $n \in\{2 k+1,2 k+2\}$. With $m$ even set $i=k$ in (3.10) to obtain

$$
\begin{equation*}
\left\langle r_{k}^{n+1, k}, u_{n+1, m}^{k}\right\rangle=\left\langle r_{k}^{n, k}, u_{n, m}^{k}\right\rangle-\epsilon_{k, n+1, m}\left\langle r_{k}^{k}, \phi_{n+1}^{k}\right\rangle \tag{3.12}
\end{equation*}
$$

From (3.1) and (2.10) we find that

$$
\begin{aligned}
\epsilon_{k, n+1, m}\left\langle r_{k}^{k}, \phi_{n}^{k}\right\rangle= & \frac{(-1)^{\frac{m}{2}+k+2} 2^{2 k+1-n}(n-2 k-1)!(2 k-3)!(n-m)!(m+2 k+2)!}{(n+2 k+2)!\left(\frac{2 n-2 k-m}{2}\right)!\left(\frac{m+2 k+2}{2}\right)!} \\
& \times{ }_{3} F_{2}\left(\begin{array}{ccc}
-k-1 & \frac{n-m+2}{2} & \frac{n-m+1}{2} \\
\frac{-m-2 k-1}{2} & \frac{2 n-m-2 k+2}{2} & \frac{1}{2}
\end{array}\right) .
\end{aligned}
$$

Set $a=\frac{n-m+2}{2}, b=-k-1, c=a-\frac{1}{2}$, and $d=\frac{-m-2 k-1}{2}$. Then the hypergeometric functions associated with $\left\langle r_{k}^{n, k}, u_{n, m}^{k}\right\rangle,\left\langle r_{k}^{n+1, k}, u_{n+1, m}^{k}\right\rangle$, and $\epsilon_{k, n+1, m}$ are ${ }_{3} F_{2}\left(\begin{array}{cc}a & b+1 \\ d+1\end{array} e^{c} ; 1\right),{ }_{3} F_{2}\left(\begin{array}{cc}a & b+1 \\ d+1 & e+1\end{array} e^{c+1} ; 1\right)$, and ${ }_{3} F_{2}\left(\begin{array}{cc}a^{b} & b \\ d^{c} & e^{c} ; 1\end{array}\right)$, respectively. From Lemma 3.2 we find that (3.11) satisfies (3.12) for $n \geq 2 k+1+2 m$. Multiply (3.7) by $r_{k}^{k}$ and integrate to obtain

$$
\begin{equation*}
\left\langle r_{k}^{n, k}, u_{n, 2 m}^{k}\right\rangle=\left\langle r_{k}^{n-2, k}, u_{n-2, n-2 m-2}^{k}\right\rangle-\frac{c_{k, n-1, n-2 m}}{\left\langle\phi_{n-1}^{k}, \phi_{n-1}^{k}\right\rangle}\left\langle r_{k}^{k}, \phi_{n-1}^{k}\right\rangle \tag{3.13}
\end{equation*}
$$

Since
$c_{k, n-1, n-2 m} \frac{\left\langle r_{k}^{k}, \phi_{n-1}^{k}\right\rangle}{\left\langle\phi_{n-1}^{k}, \phi_{n-1}^{k}\right\rangle}=\frac{(-1)^{m+k} 2^{2 k-n+3}(2 n-1)(2 k+1)!(n-2 k-3)!(2 k+2 m)!}{(n-2 k+1)!(n-k-m-1)!(m+k)!}$

$$
\times{ }_{3} F_{2}\left(\begin{array}{cc}
-k-1 & \frac{n-2 m+2}{2}  \tag{3.14}\\
\frac{n-2 m+1}{2} \\
\frac{-2 m-2 k+1}{2} & n-m-k
\end{array} ; 1\right)
$$

it is not difficult to show that (3.11) satisfies (3.13). To see this interchange $d$ and $e$ in Lemma 3.2, eliminate ${ }_{3} F_{2}\left(\begin{array}{cc}a & b+1 \\ d+1 & c+1\end{array} ; 1\right)$ and make the substitutions $a=\frac{n-2 m+2}{2}$, $b=-k-1, c=\frac{n-2 m+1}{2}, d=n-m-k$, and $e=\frac{-2 m-2 k+1}{2}$. Now multiply by

$$
\frac{(-1)^{m+k} 2^{2 k-n+3}(2 n-1)(2 k+1)!(n-2 k-3)!(2 k+2 m)!}{(n-2 k+1)!(n-k-m-1)!(m+k)!}
$$

and use (3.11) and (3.14). The result follows since (3.11) satisfies (3.12), (3.13), and the initial conditions mentioned above.

The relation

$$
\begin{equation*}
\left\langle r_{i}^{n, k}, u_{n, 2 m+1}^{k}\right\rangle=\left\langle r_{i}^{n+1, k}, u_{n+1,2 m+2}^{k}\right\rangle \tag{3.15}
\end{equation*}
$$

shows that we need only compute the above inner products for $m$ even. This relation can be obtained by observing that $\bar{u}_{n-(2 m+1)}^{k}=\bar{u}_{(n+1)-(2 m+2)}^{k}$ and that from the parity of $\bar{u}_{n+1-2 m-2}^{k},\left\langle\bar{u}_{n+1-2 m-2}^{k}, \phi_{n+1}^{k}\right\rangle=0$. Since $l_{i}^{k}(t)=r_{i}^{k}(-t)$ the parity of $u_{n, m}^{k}$ implies that

$$
\begin{equation*}
\left\langle l_{i}^{n, k}, u_{n, m}^{k}\right\rangle=(-1)^{n+m+1}\left\langle r_{i}^{n, k}, u_{n, m}^{k}\right\rangle . \tag{3.16}
\end{equation*}
$$

We finish this section by obtaining a recurrence formula for the inner products $\left\langle u_{n, j}^{k}, u_{n, i}^{k}\right\rangle$. We will do this only for $i$ and $j$ even since the same reasoning as above shows $\left\langle u_{n, 2 j+1}^{k}, u_{n, 2 i+1}^{k}\right\rangle=\left\langle u_{n+1,2 j+2}^{k}, u_{n+1,2 i+2}^{k}\right\rangle$. Set $m=2 i$ and increment $n$ by one in (3.3). Then multiply by $u_{n, 2 j}^{k}$ and integrate by parts to get

$$
\begin{aligned}
& -\left\langle u_{n+1,2 i}^{k}(t), D\left[\left(1-t^{2}\right) u_{n, 2 j}^{k}(t)\right]\right\rangle \\
& \quad=-(n-2 i)\left\langle u_{n+2,2 i}^{k}, u_{n, 2 j}^{k}\right\rangle+(n-2 i)\left\langle u_{n, 2 i}^{k}, u_{n, 2 j}^{k}\right\rangle+\delta_{k, n+1,2 i} c_{k, n+1, n-2 j}
\end{aligned}
$$

From (3.5) we find that the term on the left-hand side of the above equation can be eliminated, giving

$$
\begin{aligned}
& -(n-2 j)\left\langle u_{n+1,2 i}^{k}, u_{n-1,2 j}^{k}\right\rangle+(n-2 j+2)\left\langle u_{n+1,2 i}^{k}, u_{n+1,2 j}^{k}\right\rangle \\
& =-(n-2 i)\left\langle u_{n+2,2 i}^{k}, u_{n, 2 j}^{k}\right\rangle+(n-2 i)\left\langle u_{n, 2 i}^{k}, u_{n, 2 j}^{k}\right\rangle+\delta_{k, n+1,2 i} c_{k, n+1, n-2 j}
\end{aligned}
$$

Another useful equation is

$$
\left\langle u_{n+2,2 i}^{k}, u_{n, 2 j}^{k}\right\rangle=\left\langle u_{n+1,2 i}^{k}, u_{n+1,2 j}^{k}\right\rangle+\epsilon_{k, n+2,2 i} c_{k, n+1, n-2 j}
$$

which can be obtained from (3.1). The above two equations can be combined to give

$$
\begin{equation*}
(2 n-2 j-2 i+3)\left\langle u_{n+1,2 i}^{k}, u_{n+1,2 j}^{k}\right\rangle=(2 n-2 j-2 i+1)\left\langle u_{n, 2 i}^{k}, u_{n, 2 j}^{k}\right\rangle+\kappa_{k, n, 2 i, 2 j}, \tag{3.17}
\end{equation*}
$$

where
$\kappa_{k, n, 2 i, 2 j}=\left(\delta_{k, n+1,2 i}-(n-2 i+1) \epsilon_{k, n+2,2 i}\right) c_{k, n+1, n-2 j}+(n-2 j) \epsilon_{k, n+1,2 i} c_{k, n, n-1-2 j}$.
4. Wavelets. Before we begin the actual construction of spline wavelets some general results will be given that will help in the construction and also show how to modify the bases constructed to obtain wavelet bases for compact intervals. Let the multiresolution analysis $\left(V_{p}\right)$ be generated by $n$ orthonormal scaling functions $\phi^{0}, \ldots, \phi^{n-1}$ minimally supported on $[-1,1]$, with exactly $k$ of these functions, $\phi^{0}, \ldots, \phi^{k-1}$ not having support in $[0,1]$. Then from the theory of paraunitary operators there are $n$ orthonormal wavelet functions $\psi^{0}, \ldots, \psi^{n-1}$, which we may assume are also minimally supported on $[-1,1]$. Below, we give a method for constructing the wavelet functions from the scaling functions. In the case of symmetric or antisymmetric scaling functions, this method allows the construction of symmetric or antisymmetric wavelet functions.

Using the notation given in (1.4), define $Q_{0}=\operatorname{span}\left\{\phi^{0}, \ldots, \phi^{k-1}\right\}$, $Q_{1}=\operatorname{span}\left\{\phi_{1,0}^{0}, \ldots, \phi_{1,0}^{k-1}\right\}, Y=Q_{0} \cap Q_{1}$, and $\operatorname{dim} Y=m$. Also, let $Y_{0}=Q_{0} \chi_{[-1,0]} \cap$ $Q_{1} \chi_{[-1,0]}$ and $Y_{1}=Q_{0} \chi_{[0,1]} \cap Q_{1} \chi_{[0,1]}$ with dimensions $m_{0}$ and $m_{1}$, respectively.

LEMMA 4.1. The number of wavelet functions $\psi^{j}$ such that $P_{Q_{1}} \psi^{j} \neq 0$ is at least $k-m$.

Proof. Suppose that there are $\hat{k}<k-m$ such wavelet functions $\psi^{0}, \ldots, \psi^{\hat{k}-1}$. Suppose then that $v \in Q_{1} \ominus Y$ is chosen to have unit length and to be orthogonal to $P_{Q_{1}} \operatorname{span}\left\{\psi^{0}, \ldots, \psi^{\hat{k}-1}\right\}$. Such a choice is possible because $Q_{1} \ominus Y$ has $k-m$ dimensions while $P_{Q_{1}} \operatorname{span}\left\{\psi^{0}, \ldots, \psi^{\hat{k}-1}\right\}$ has at most $\hat{k}$ dimensions. Let $y=\left(I-P_{Q_{0}}\right) v \in$ $V_{1} \ominus V_{0}$. Since $\operatorname{span}\left\{\phi^{k}, \ldots, \phi^{n-1}\right\} \perp Q_{1}$, (1.1) implies that $y \in W_{0}$.

On the other hand, we claim that $y$ cannot be written as a linear combination of the wavelet functions. Indeed, suppose $y$ can be expressed as a linear combination of
wavelet functions. Then in particular $P_{Q_{1}} y$ must be in $P_{Q_{1}} \operatorname{span}\left\{\psi^{0}, \ldots, \psi^{\hat{k}-1}\right\}$ and hence orthogonal to $v$. That is,

$$
\begin{aligned}
0 & =P_{v} P_{Q_{1}} y \\
& =P_{v} P_{Q_{1}}\left(I-P_{Q_{0}}\right) v \\
& =P_{v}\left(P_{Q_{1}}-P_{Q_{1}} P_{Q_{0}}\right) v \\
& =P_{v}\left(v-P_{Q_{1}} P_{Q_{0}} v\right) \\
& =v-P_{v} P_{Q_{1}} P_{Q_{0}} v
\end{aligned}
$$

or

$$
v=P_{v} P_{Q_{1}} P_{Q_{0}} v
$$

Because these projections are orthogonal, the above equality is possible only if $v \in Q_{0}$, which is not the case since $v \in Q_{1} \ominus Y$.

Lemma 4.2. The number of wavelet functions not supported on $[0,1]$ is at least $j=2 k-m_{0}-m_{1}$.

Proof. Suppose that there are fewer than $j$ such wavelet functions. By the above lemma, there must be at least $k-m$ of them, whose span will be denoted by $\Psi^{\mathrm{s}}$, such that $P_{Q_{1}} \psi \neq 0$ for $\psi \in \Psi^{\mathrm{s}} \backslash\{0\}$. In addition, there are $\hat{\jmath}<k-m_{0}-m_{1}+m$ others, spanning $\Psi^{\mathrm{a}}$. We assume that $\Psi^{\mathrm{s}}$ has exactly $k-m$ dimensions and $P_{Q_{1}} \Psi^{\mathrm{a}}=\{0\}$. Since every wavelet function is orthogonal to the generators of $V_{0}$,

$$
P_{Q_{1}}\left(\Psi^{\mathrm{s}} \oplus \Psi^{\mathrm{a}}\right)=P_{Q_{1} \ominus Y}\left(\Psi^{\mathrm{s}} \oplus \Psi^{\mathrm{a}}\right)
$$

where $Q_{1} \ominus Y$ has at most $k-m$ dimensions. Thus, by taking linear combinations if necessary, one can always arrange for this assumption to be correct. Let $\Psi^{1}$ be the span of the remaining wavelets supported on $[0,1]$.

We begin by defining the following five spaces:

$$
\begin{aligned}
T & =\left(I-P_{Q_{1}}\right) Q_{0} \\
T_{0} & =\{t \in T: \operatorname{supp} t \subset[-1,0]\} \\
T_{1} & =\{t \in T: \operatorname{supp} t \subset[0,1]\} \\
U & =T \ominus T_{0} \ominus T_{1} \\
Z & =\left(\chi_{[0,1]}-\chi_{[-1,0]}\right) U
\end{aligned}
$$

for which the dimensions are $k-m, m_{0}-m, m_{1}-m, k-m_{0}-m_{1}+m$, and $k-m_{0}-m_{1}+m$, respectively. Note that since $U \perp Q_{1}$, multiplying by characteristic functions to construct $Z$ does not destroy the membership of these functions in $V_{1}$. Also, since the supports of $T_{0}$ and $T_{1}$ are $[-1,0]$ and $[0,1]$, it follows that these spaces are orthogonal to $U$ on each of said intervals and thus are orthogonal to $Z$.

Next, we observe that $Q_{0} \oplus \Psi^{\mathrm{s}}=T \oplus Q_{1}$. It is easy to show that both spaces have dimension $2 k-m$. Furthermore, $T \oplus Q_{1}=Q_{0}+Q_{1} \subset Q_{0} \oplus \Psi^{\mathrm{s}}$ because among the wavelet functions and their translates, only those in $\Psi^{\mathrm{s}}$ are not orthogonal to $Q_{1}$.

Now, by its construction, $Z$ is orthogonal to any translates of $\Psi^{1}$ as well as nonzero translates of $\Psi^{\mathrm{s}}, \Psi^{\mathrm{a}}$, and $Q_{0}$. It is also orthogonal to arbitrary translates of the scaling functions supported on $[0,1]$. However, $Z \subset V_{1}$, so we have

$$
\begin{aligned}
Z & \subset Q_{0} \oplus \Psi^{\mathrm{s}} \oplus \Psi^{\mathrm{a}} \\
& =T \oplus Q_{1} \oplus \Psi^{\mathrm{a}} \\
& =U \oplus T_{0} \oplus T_{1} \oplus Q_{1} \oplus \Psi^{\mathrm{a}}
\end{aligned}
$$

and since $Z \perp T_{0} \oplus T_{1} \oplus Q_{1}$, it follows that

$$
Z \subset U \oplus \Psi^{\mathrm{a}}
$$

But $Z$ has more dimensions than $\Psi^{\text {a }}$, so there exists a nonzero $z \in Z$ which is also in $U$. By the definition of $Z$, there is some $u \in U$ such that $\left(\chi_{[0,1]}-\chi_{[-1,0]}\right) u=z$. Finally, consider the function $x=u+z$. Since both $u$ and $z$ are in $U$, we know that $x \in U \perp T_{1}$. On the other hand, $x \in U \subset T$, and clearly $\operatorname{supp} x \subset[0,1]$, so $x \in T_{1}$. The only way for both of these to be true is to have $x=0$, which yields a contradiction.

For the scaling vectors constructed in the next section, we find that $m_{0}=m_{1}=$ $m=0$. In this event we have the following corollary.

Corollary 4.3. If $m_{0}=m_{1}=m=0$, then the number of wavelet functions not supported on $[0,1]$ is at least $2 k$.

From the above lemmas we have the following theorem.
THEOREM 4.4. Let the multiresolution analysis $\left(V_{p}\right)$ be generated by $n$ orthonormal scaling functions $\phi^{0}, \ldots, \phi^{n-1}$ minimally supported on $[-1,1]$. Let $k, m, m_{0}$, and $m_{1}$ be defined as above. Then there exists $n$ orthonormal wavelet functions $\psi^{0}, \ldots, \psi^{n-1}$ minimally supported on $[-1,1]$ such that exactly $2 k-m_{0}-m_{1}$ are not supported in $[0,1]$.

Proof. As indicated above, $k-m$ wavelets $\Psi^{\mathrm{s}}$ not supported in $[0,1]$ may be constructed as an orthonormal basis for $\left(I-P_{Q_{0}}\right) Q_{1}$ since this basis is in $V_{1}$ and is orthogonal to $V_{0}$. We construct $k-m_{0}-m_{1}+m$ more functions in the following way. As indicated in Lemma 4.2, $Z$ is orthogonal to $V_{0} \ominus\left(Q_{0} \ominus\left(Q_{0} \cap Q_{1}\right)\right)$ as well as any wavelet functions supported on $[0,1]$. Thus the wavelet functions we seek are found by taking an orthonormal basis for $\operatorname{span}\left(I-P_{Q_{0} \cup \Psi^{\mathrm{s}}}\right) Z$.

We now show that the remaining $n-2 k+m_{0}+m_{1}$ may be chosen so that they are supported in $[0,1]$. Since the dimensions of $A_{0}$ and $A_{1}$ are $n-k$ and $2 n-k$, respectively, $A_{1} \ominus A_{0}$ is $n$-dimensional. From this space we select a subspace $K$ perpendicular to $\left\{\left.\phi^{i}\right|_{[0,1]}\right\}_{i=0}^{k-1}$ and $\left\{\left.\phi^{i}(\cdot-1)\right|_{[0,1]}\right\}_{i=0}^{k-1}$. The dimension of this space will determine the maximum number of wavelets with support contained in $[0,1]$. If after an appropriate change of basis $\left.\phi^{0}\right|_{[0,1]}$ is in $Y_{0}$, then $\phi^{0}$ is perpendicular to $A_{1} \ominus A_{0}$. Thus $K$ needs to be chosen perpendicular only to a $(k-1)$-dimensional subspace of $\operatorname{span}\left\{\left.\phi^{i}\right|_{[0,1]}\right\}_{i=1}^{k-1}$ and a $k$-dimensional subspace of $\operatorname{span}\left\{\left.\phi^{i}(\cdot-1)\right|_{[0,1]}\right\}_{i=0}^{k-1}$. Proceeding in this way we find that the dimension of $K$ is $n-2 k+m_{0}+m_{1}$, which completes the proof.

Suppose $\Phi$ is a set of $n$ scaling functions all supported on $[-1,1]$ and let $\Psi$ be a set of wavelet functions constructed as above. Since the wavelet functions are all supported on $[-1,1]$ they satisfy the following equation:

$$
\begin{equation*}
\Psi(t)=\sum_{i=-2}^{1} D_{i} \Phi(2 t-i) \tag{4.1}
\end{equation*}
$$

where each $D_{i}$ is an $n \times n$ matrix.
The above decomposition of the wavelet basis allows a description of how to obtain a basis when the multiresolution analysis is restricted to $[0,1]$. To this end let $\Psi^{\mathrm{s}}, \Psi^{\mathrm{a}}$, and $\Psi^{1}$ be as above and set $\Psi_{n, j}=\Psi\left(2^{n} \cdot-j\right)$.

THEOREM 4.5. Let the multiresolution analysis $\left(V_{p}\right)$ be generated by orthogonal scaling functions $\Phi=\left\{\phi^{0}, \ldots, \phi^{n-1}\right\}$, minimally supported on $[-1,1]$, and let $k$, $m, m_{0}$, and $m_{1}$ be defined as above. If $\Phi \chi_{[0,1]}$ is an orthogonal set, then for $q \geq 0$ $\left\{\phi_{q, j}^{i} \chi_{[0,1]}: i=0, \ldots, n-1, j=0, \ldots, 2^{q}\right\} \backslash\{0\}$ is an orthogonal basis for $\bar{V}_{q}=V_{q} \chi_{[0,1]}$.

Furthermore, there exist orthogonal bases

$$
\begin{equation*}
\bar{\Psi}_{q}=\left(\bigcup_{j=0}^{2^{q}-1} \Psi_{q, j}^{1} \cup \bigcup_{j=0}^{2^{q}} \Psi_{q, j}^{2} \cup \bigcup_{j=0}^{2^{q}-1} \Psi_{q, j}^{3} \cup \bigcup_{j=1}^{2^{q}} \Psi_{q, j}^{4} \cup \bigcup_{j=1}^{2^{q}-1} \Psi_{q, j}^{5}\right) \chi_{[0,1]} \tag{4.2}
\end{equation*}
$$

for the wavelet spaces $\bar{W}_{q}=W_{q} \chi_{[0,1]}$ such that $\bar{V}_{0} \oplus \bigoplus_{q \geq 0} \bar{W}_{q}=L^{2}[0,1]$.
Proof. First note that if $\Phi \chi_{[0,1]}$ is orthogonal, then $\bar{\Phi} \chi_{[-1,0]}$ is as well. From this it is easy to see that $\left\{\phi_{q, j}^{i} \chi_{[0,1]}: i=0, \ldots, n-1, j=0, \ldots, 2^{q}\right\} \backslash\{0\}$ is an orthogonal basis for $\bar{V}_{q}$.

Now, for the wavelet spaces, we know that $\bar{W}_{q}=\bar{V}_{q+1} \ominus \bar{V}_{q}$. Thus, if $\bar{\Psi}$ is any orthogonal basis for $\Psi^{\mathrm{a}} \oplus \Psi^{\mathrm{s}}$, a basis for $\bar{W}_{q}$ may include

$$
\bigcup_{j=0}^{2^{q}-1} \Psi_{q, j}^{1} \cup \bigcup_{j=1}^{2^{q}-1} \bar{\Psi}_{q, j}
$$

To complete the basis, however, it is necessary to see what happens near the ends of the interval $[0,1]$ and to choose a suitable $\bar{\Psi}$.

Consider first the left endpoint. Since the remaining basis functions must be orthogonal to those given above as well as the generators for $\bar{V}_{q}$, it is clear that they must be obtained from span $\bar{\Psi}_{q, 0}$ by truncation to the interval $[0,1]$. In addition, they must be orthogonal to $\Phi_{q, 0} \chi_{[0,1]}$. The number of functions needed can be found by counting the dimensions associated with their support and subtracting the number of orthogonality restrictions. For the former, note that $q \geq 0$ $\bar{\Psi}_{q, 0} \chi_{[0,1]} \subset \operatorname{span}\left(\Phi_{q+1,0} \chi_{[0,1]} \cup \Phi_{q+1,1}\right)$, a $2 n$-dimensional space. For the latter, note that these functions must be orthogonal to $\operatorname{span}\left(\Phi_{q, 0} \chi_{[0,1]} \cup \Psi_{q, 0}^{1}\right)$, which has $2 n-2 k+m_{0}+m_{1}$ dimensions, as well as a $\left(k-m_{0}\right)$-dimensional subspace of span $\Phi_{q, 1}$. Thus $2 n-\left(2 n-2 k+m_{0}+m_{1}\right)-\left(k-m_{0}\right)=k-m_{1}$ wavelet functions are required to complete the basis on the left. Similar arguments show that there are $k-m_{0}$ on the right and that these two groups have $\hat{k}=\max \left\{k-m_{0}-m_{1}, 0\right\}$ functions in common (before truncation). We remark that while it is unusual for an MRA to have nonzero $m, m_{0}$, or $m_{1}$, it is even more unusual, but still possible, to have $k-m_{0}-m_{1}<0$.

Finally, we choose $\bar{\Psi}$ so that it can be partitioned into four sets:

- $\Psi^{2}$, with $\hat{k}$ functions used on both ends,
- $\Psi^{3}$, with $k-m_{1}-\hat{k}$ functions used only on the left,
- $\Psi^{4}$, with $k-m_{0}-\hat{k}$ functions used only on the right, and
- $\Psi^{5}$, with $\hat{k}$ functions not used on either end.

With $\Psi^{2}, \Psi^{3}, \Psi^{4}$, and $\Psi^{5}$ defined in this fashion, (4.2) gives an orthogonal basis for $\bar{W}_{q}$.
5. Construction of continuous spline wavelets. We now set $k=0$ so that $S_{0}^{n}$ is the space of piecewise $C^{0}$ polynomials with knots at the integers and $V_{0}^{n, 0}=$ $S_{0}^{n} \cap L^{2}(\mathbf{R})$. By Lemma 2.1, $\left\{\phi_{2}^{0}, \ldots, \phi_{n}^{0}\right\}$ forms an orthogonal basis for $A_{0}^{n, 0}\left(\frac{\cdot+1}{2}\right)$, where $\phi_{n}^{0}(t)=\left(1-t^{2}\right) p_{n-2}^{5 / 2}(t)$. In this case $r_{0}^{0}(t)=1+t$ while $l_{0}^{0}(t)=1-t$, and $C_{0}^{n, 0}\left(\frac{+1}{2}\right)$ and $C_{1}^{n, 0}\left(\frac{+1}{2}\right)$ are each one dimensional. Hence from Theorem 1.1 we see that an orthogonal intertwining MRA can be constructed if we can find a function $w \in A_{1}^{n, 0}\left(\frac{+1}{2}\right) \ominus A_{0}^{n, 0}\left(\frac{+1}{2}\right)$ satisfying $\left\langle\left(I-P_{w}\right) r_{0}^{n, 0},\left(I-P_{w}\right) l_{0}^{n, 0}\right\rangle=0$, which for nonzero $w$ is equivalent to

$$
\begin{equation*}
\left\langle r_{0}^{n, 0}, l_{0}^{n, 0}\right\rangle\langle w, w\rangle=\left\langle r_{0}^{n, 0}, w\right\rangle\left\langle w, l_{0}^{n, 0}\right\rangle \tag{5.1}
\end{equation*}
$$

As a member of $A_{0}^{n, 0}\left(\frac{+1}{2}\right), w$ must be a spline of degree $n$ with knots at the integers. Since we would like to construct wavelets that are symmetric or antisymmetric we shall choose $w$ so that it is symmetric or antisymmetric and also so that the knot at zero is as smooth as possible. Since the dimension of the space of piecewise polynomial functions in $A_{1}^{n, 0}\left(\frac{+1}{2}\right) \ominus A_{0}^{n, 0}\left(\frac{\cdot+1}{2}\right)$ that are $C^{n-2}$ at zero is two, there exists a basis $x_{1}, x_{2}$ for this space where $x_{1}$ is symmetric and $x_{2}$ is antisymmetric (one of them being a multiple of $u_{n, 0}$ ). Thus if we wish to find a symmetric or antisymmetric $w$ satisfying (5.1), it will be at most $C^{n-3}$ at zero. Naturally, if symmetry is not important, a smoother $w$ may be constructed from the space spanned by $x_{1}$ and $x_{2}$. Because of (5.3) below we see that $w$ must be chosen having the same parity as $(-1)^{n+1}$. Thus for symmetry and the greatest possible smoothness we are forced to choose

$$
\begin{equation*}
w_{n}^{0}=\alpha_{0}(n) u_{n, 0}^{0}+u_{n, 2}^{0} \tag{5.2}
\end{equation*}
$$

for $n \geq 3$. From (3.8), (3.11), and (3.16) we have

$$
\begin{gather*}
\left\langle r_{0}^{n, 0}, l_{0}^{n, 0}\right\rangle=\frac{(-1)^{n+1} 8}{(n+2)(n+1) n}  \tag{5.3}\\
\left\langle r_{0}^{n, 0}, u_{n, 2 m}^{0}\right\rangle=\frac{(-1)^{m}(n-1)!(n-2 m)!(2 m)!}{2^{n-2}(n+1)!(n-m)!(m)!} \tag{5.4}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\langle l_{0}^{n, 0}, u_{n, m}^{0}\right\rangle=(-1)^{m+n+1}\left\langle r_{0}^{n, 0}, u_{n, m}^{0}\right\rangle . \tag{5.5}
\end{equation*}
$$

Also from (3.9) we find

$$
\begin{equation*}
\left\langle r_{0}^{n, 0}, r_{0}^{n, 0}\right\rangle=(n+1) \frac{\left\langle r_{0}^{0}, \phi_{n}^{0}\right\rangle\left\langle r_{0}^{0}, \phi_{n+1}^{0}\right\rangle}{\left\langle\phi_{n}^{0}, \phi_{n}^{0}\right\rangle}=\frac{8}{n(n+2)} \tag{5.6}
\end{equation*}
$$

With this (5.1) becomes

$$
\begin{align*}
0= & \left|\begin{array}{cc}
\left\langle u_{n, 0}^{0}, u_{n, 0}^{0}\right\rangle & \left\langle r_{0}^{n, 0}, u_{n, 0}^{0}\right\rangle \\
\left\langle r_{0}^{n, 0}, u_{n, 0}^{0}\right\rangle & \left|\left\langle r_{0}^{n, 0}, l_{0}^{n, 0}\right\rangle\right|
\end{array}\right| \alpha_{0}(n)^{2}+2\left|\begin{array}{cc}
\left\langle u_{n, 0}^{0}, u_{n, 2}^{0}\right\rangle & \left\langle r_{0}^{n, 0}, u_{n, 2}^{0}\right\rangle \\
\left\langle r_{0}^{n, 0}, u_{n, 0}^{0}\right\rangle & \left|\left\langle r_{0}^{n, 0}, l_{0}^{n, 0}\right\rangle\right|
\end{array}\right| \alpha_{0}(n) \\
& +\left|\begin{array}{ll}
\left\langle u_{n, 2}^{0}, u_{n, 2}^{0}\right\rangle & \left\langle r_{0}^{n, 0}, u_{n, 2}^{0}\right\rangle \\
\left\langle r_{0}^{n, 0}, u_{n, 2}^{0}\right\rangle & \left|\left\langle r_{0}^{n, 0}, l_{0}^{n, 0}\right\rangle\right|
\end{array}\right|, \tag{5.7}
\end{align*}
$$

where we have used the sign structure of (5.3) and (5.5). In order to find solutions to this equation we need the following formula, for $n \geq 2 \max \{i, j\}+1$ with $i, j \in\{0,2\}$ :

$$
\begin{equation*}
\left\langle u_{n, 2 i}^{0}, u_{n, 2 j}^{0}\right\rangle=\frac{(-1)^{i+j}(n-2 i)!(n-2 j)!(2 i)!(2 j)!(n-1)!\left(n^{2}+5 n+2-2 i-2 j\right)}{2^{2 n-1} i!j!(n-i)!(n-j)!(n+1)!(2 n+1-2 i-2 j)} \tag{5.8}
\end{equation*}
$$

For the cases $n>2 \max \{i, j\}+1$ the above formula follows by induction using (3.17) with

$$
\kappa_{0, n, 2 i, 2 j}=\frac{(-1)^{i+j+1}(2 i)!(2 j)!(n-2 i)!(n-2 j)!(n-1)!}{2 n-1) i!j!(n+1-i)!(n+1-j)!(n+2)!} \Pi_{n}
$$

where

$$
\begin{aligned}
\Pi_{n}= & 3 n^{5}+(27-i-j) n^{4}+(85-14(i+j)) n^{3}+\left(117-51(i+j)+2(i+j)^{2}\right) n^{2} \\
& +\left(72-62(i+j)+10\left(i^{2}+j^{2}\right)+24 i j\right) n \\
& +16-24(i+j)-4 i j(i+j)+20 i j+8\left(i^{2}+j^{2}\right)
\end{aligned}
$$

as well as the initial conditions $\left\langle u_{2,0}^{0}, u_{2,0}^{0}\right\rangle=\frac{1}{15},\left\langle u_{4,2}^{0}, u_{4,0}^{0}\right\rangle=-\frac{17}{13440}$, and $\left\langle u_{4,2}^{0}, u_{4,2}^{0}\right\rangle=$ $\frac{1}{960}$. For $n=3, i=0, j=1$ and $n=3, i=1, j=1$ (5.8) can be verified by hand.

Substituting the above formulas into (5.7) and solving for $\alpha_{0}(n)$ yields two solutions,

$$
\begin{equation*}
\alpha_{0}(n)=2 \frac{\frac{(n-2)(2 n+1)}{(n-1)} \pm 2 \sqrt{3} \sqrt{\frac{(2 n+1)(n+1)}{(2 n-3)(n-1)}}}{n(2 n-1)} \tag{5.9}
\end{equation*}
$$

either of which will suffice to give $w$ as in (5.2). This $w$ is then used to construct orthogonal the scaling functions. For $j=2, \ldots, n$, set

$$
\begin{aligned}
& \tilde{\phi}^{j}=\left\{\begin{array}{cl}
\phi_{j}^{0}(2 \cdot-1) & \text { if } t \in[0,1), \\
0 & \text { otherwise },
\end{array}\right. \\
& \tilde{\phi}^{1}=\left\{\begin{array}{cl}
w(2 \cdot-1) & \text { if } t \in[0,1), \\
0 & \text { otherwise }
\end{array}\right.
\end{aligned}
$$

and $\tilde{\phi}^{0}=\left(I-P_{\left\{\tilde{\phi}^{1}, \ldots, \tilde{\phi}^{n}, \tilde{\phi}^{1}(\cdot+1), \ldots, \tilde{\phi}^{n}(\cdot+1)\right\}}\right) h$, where

$$
h(t)=\left\{\begin{array}{cl}
(1-|t|) & \text { if } t \in[-1,1) \\
0 & \text { otherwise }
\end{array}\right.
$$

where $P_{x}$ is the orthogonal projection onto the subspace spanned by $x$.
Theorem 5.1 (see [7], [8]). For $n \geq 3$ and $\alpha_{0}(n)$ given by (5.9), $\tilde{\Phi}=\left\{\tilde{\phi}^{0}, \ldots, \tilde{\phi}^{n}\right\}^{\top}$ generates an orthogonal multiresolution analysis $\left\{\tilde{V}_{k}^{n, 0}\right\}$. Furthermore, the last n functions are symmetric or antisymmetric about $\frac{1}{2}$ while the first function is symmetric about 0.

Proof. Since $V_{0}^{n, 0}=\operatorname{cl}_{L^{2}} \operatorname{span}\left\{h(\cdot-i), \tilde{\phi}^{2}(\cdot-i), \ldots, \tilde{\phi}^{n}(\cdot-i) \forall i \in \mathbf{Z}\right\}$ and $\tilde{V}_{0}^{n, 0}=$ $\mathrm{cl}_{L^{2}} \operatorname{span}\left\{\tilde{\phi}^{0}(\cdot-i), \ldots, \tilde{\phi}^{n}(\cdot-i) \forall i \in \mathbf{Z}\right\}$ we find that $V_{0}^{n, 0} \subset \tilde{V}_{0}^{n, 0}$. The result now follows from the above construction.

Remark. As we have shown, the generators of $\tilde{\Phi}$ are the smoothest functions derived from $\Phi$ having the support, symmetry, and orthogonality properties indicated above.

With the scaling functions above we may now construct the coefficients $C_{n, i}^{0}$, $i=-2,-1,0,1$ in the matrix refinement equation. In light of Theorem 4.4, two of the wavelets will not be supported only in $[0,1]$ while the remaining $n-1$ will be supported on $[0,1]$. In particular, the following holds.

Corollary 5.2. Let

$$
\begin{aligned}
\tilde{\psi}^{0} & =\sqrt{2}\left(I-P_{\tilde{\phi}^{0}}\right) \tilde{\phi}_{1,0}^{0} \\
\tilde{\psi}^{1} & =\sqrt{2}\left(\chi_{[0,1]}-\chi_{[-1,0]}\right)\left(I-P_{\tilde{\phi}_{1,0}^{0}}\right) \tilde{\phi}^{0}
\end{aligned}
$$

and $\left\{\tilde{\psi}^{i}: i=2, \ldots, n\right\}$ be an orthonormal basis for $\Psi^{1}$ consisting of functions that are symmetric or antisymmetric with respect to $\frac{1}{2}$. Then $\left\{\tilde{\psi}^{0}, \ldots, \tilde{\psi}^{n}\right\}$ generates a shift-invariant orthonormal basis for $W_{0}$. Furthermore, $\tilde{\psi}^{0}(0)=\tilde{\phi}^{0}(0)$.

Proof. Up to the constants, the formulas for $\tilde{\psi}^{0}$ and $\tilde{\psi}^{1}$ follow directly from Theorem 4.4. It is true in general that $\left\langle\tilde{\phi}^{0}, \tilde{\phi}_{0,1}^{0}\right\rangle=\frac{1}{\sqrt{2}}$, and hence the normalization factors for both $\tilde{\psi}^{0}$ and $\tilde{\psi}^{1}$ are as shown. To see why this is the case, observe that $\tilde{\phi}_{1,0}^{0}$ is the only generator of $V_{1}$ that does not vanish at 0 , and $\tilde{\phi}_{1,0}^{0}(0)=\sqrt{2} \phi^{0}(0)$. It is also for this reason that $\tilde{\psi}^{0}(0)=\tilde{\phi}^{0}(0)$.


Fig. 1. Selected $C_{0}$ scaling functions with approximation order $4(n=3)$.

Table 1
Formulas for the scaling functions.

$$
\begin{aligned}
& \tilde{\phi}^{0}(t)=\left\{\begin{array}{cl}
\left.\frac{\sqrt{30} \sqrt{327+56 \sqrt{14}(1855-256 \sqrt{14})}\left(2002 t^{3}-(645 \sqrt{14}+658) t^{2}\right.}{2523510}(1106-285 \sqrt{14}) t+322-16 \sqrt{14}\right) & \text { for } 0 \leq t<\frac{1}{2} \\
\frac{\sqrt{30} \sqrt{327+56 \sqrt{14}(-6633+1040 \sqrt{14})}\left(20818 t^{2}+(1835 \sqrt{14}-17024) t\right.}{2523510} \\
+2254-1176 \sqrt{14})(t-1) & \\
\tilde{\phi}^{0}(-t) & \begin{array}{l}
\text { for } \frac{1}{2} \leq t \leq 1 \\
0
\end{array} \\
\text { for }-1 \leq t<0 \\
\text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{1}(t)=\left\{\begin{array}{cc}
\frac{3 \sqrt{15}(\sqrt{7}+21 \sqrt{2})}{1750}\left(280 t^{2}-(75 \sqrt{14}+665) t+322+54 \sqrt{14}\right) t & \text { for } 0 \leq t \leq \frac{1}{2} \\
& \text { for } \frac{1}{2}<t \leq 1 \\
\text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{2}(t)=\sqrt{30} t(1-t) \chi_{[0,1]} \\
& \tilde{\phi}^{3}(t)=\sqrt{210} t(1-t)(2 t-1) \chi_{[0,1]}
\end{aligned}
$$

In the examples given by Theorem 5.1, $\Psi^{1}$ is symmetrical about $\frac{1}{2}$, and hence it must have an orthonormal basis consisting of symmetrical and antisymmetrical functions.

An example is given in Figure 1, where the minus sign is chosen in (5.9), and the analytic formulas associated with this example can be found in Table 1. ${ }^{1}$ The wavelets with support $[-1,1]$ may be computed using Corollary 5.2 while those supported in $[0,1]$ can be obtained by finding $n-1$ orthogonal functions, symmetrical or antisymmetrical with respect to $\frac{1}{2}$, from the space $\left(I-P_{\left\{\tilde{\phi}^{0}, \tilde{\phi}^{0}(\cdot-1)\right\}}\right) A_{1}^{n, 0} \ominus A_{0}^{n, 0}$. The matrix coefficients in the refinement equation for the scaling function may be easily calculated using the orthogonality of these functions. This also holds for the matrix coefficients in the expansion for the wavelets.

As a final remark to this section we note that because of the symmetry of the scaling functions and wavelets, these bases can easily be modified to bases for compact intervals. Using the notation $\tilde{\phi}_{k, j}^{i}(x)=\tilde{\phi}^{i}\left(2^{k} x-j\right)$, let $\bar{\phi}_{k, j}^{i}=\tilde{\phi}_{k, j}^{i}\left|[0,1], \bar{\psi}_{k, j}^{m}=\tilde{\psi}_{k, j}^{m}\right|[0,1]$

[^53]for $m \neq 1$, and
\[

\bar{\psi}_{k, j}^{1}=\left\{$$
\begin{aligned}
0 & \text { if } \operatorname{supp} \tilde{\psi}_{k, j}^{1} \cap[0,1]^{c} \neq \varnothing \\
\tilde{\psi}_{k, j}^{1} & \text { otherwise }
\end{aligned}
$$\right.
\]

we find the following theorem.
THEOREM 5.3. The set $\left\{\bar{\phi}_{k, j}^{i}: k \geq 0, i=1, \ldots, n, 0 \leq j \leq 2^{k}-1+\delta_{0, i}\right\}$ is an orthogonal basis for $\bar{V}_{k}^{n, 0}=\tilde{V}_{k}^{n, 0} \cap L^{2}[0,1]$ while $\left\{\bar{\psi}_{k, j}^{i}: k \geq 0, i=1, \ldots, n, \delta_{1, i} \leq\right.$ $\left.j \leq 2^{k}-1+\delta_{0, i}\right\}$ forms an orthogonal basis for $\bar{W}_{k}^{n, 0}=\tilde{W}_{k}^{n, 0} \cap L^{2}[0,1]$. Furthermore, $\mathrm{cl}_{L^{2}} \bar{V}_{0}^{n, 0} \oplus \bigoplus_{k \geq 0} \bar{W}_{k}^{n, 0}=L^{2}[0,1]$.
6. Construction of differentiable spline wavelets. For differentiable splines, we take $k=1$ and consider the space $V_{1}^{n, 0}=S_{1}^{n} \cap L^{2}(\mathbf{R})$. Lemma 2.1 says that $\left\{\phi_{4}^{1}, \ldots, \phi_{n}^{1}\right\}$ forms an orthogonal basis for $A_{0}^{n, 1}\left(\frac{+1}{2}\right)$, where $\phi_{n}^{1}(t)=\left(1-t^{2}\right)^{2} p_{n-4}^{9 / 2}(t)$. In this case we have $r_{i}^{1}(t)=(1+t)^{2}(1-t)^{i}$ and $l_{i}^{1}(t)=(1-t)^{2}(1+t)^{i}, i=0,1$. The spaces $C_{0}^{n, 1}\left(\frac{+1}{2}\right)$ and $C_{1}^{n, 1}\left(\frac{+1}{2}\right)$ are each two dimensional. Hence from Theorem 1.1 we see that an orthogonal intertwining MRA can be constructed if we can find two functions $w_{1}, w_{2} \in A_{1}^{n, 1}\left(\frac{+1}{2}\right) \ominus A_{0}^{n, 1}\left(\frac{\cdot+1}{2}\right)$ such that

$$
\begin{equation*}
\left\langle\left(I-P_{\left\{w_{1}, w_{2}\right\}}\right) r_{i}^{n, 1},\left(I-P_{\left\{w_{1}, w_{2}\right\}}\right) l_{j}^{n, 1}\right\rangle=0, i \leq j=0,1 \tag{6.1}
\end{equation*}
$$

In order to construct scaling functions with a symmetry axis one of these functions will be constructed symmetric and the other antisymmetric. From (3.8) we find

$$
\begin{gather*}
\left\langle r_{0}^{n, 1}, l_{0}^{n, 1}\right\rangle=\frac{128(-1)^{n+1}\left(n^{2}+2 n-9\right)(n-2)!}{(n+3)!}  \tag{6.2}\\
\left\langle r_{0}^{n, 1}, l_{1}^{n, 1}\right\rangle=\frac{768(-1)^{n+1}(n-2)!}{(n+3)!}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\langle r_{1}^{n, 1}, l_{1}^{n, 1}\right\rangle=\frac{4608(-1)^{n+1}(n-3)!}{(n+4)!} \tag{6.3}
\end{equation*}
$$

With $k=1$, (3.11) yields

$$
\begin{align*}
\left\langle r_{1}^{n, 1}, u_{n, 2 m}^{1}\right\rangle & =\left\langle r_{n, 1}, u_{n, 2 m}^{1}\right\rangle \\
& =\frac{3(-1)^{m+1}(2 m)!(n-2 m)!\left(n^{2}+5 n+2-8 m\right)(n-3)!}{2^{(n-5)} m!(n-m)!(n+3)!} \tag{6.4}
\end{align*}
$$

Combining (6.4) with (3.7) and (3.10) and using initial condition $\left\langle r_{0}^{2,1}, u_{2,2}^{1}\right\rangle=\frac{10}{3}$, we obtain

$$
\begin{equation*}
\left\langle r_{0}^{n, 1}, u_{n, 2 m}^{1}\right\rangle=\frac{(-1)^{m+1}(2 m)!(n-2 m)!\left(n^{2}+7 n+4-12 m\right)(n-2)!}{2^{(n-4)} m!(n-m)!(n+2)!} \tag{6.5}
\end{equation*}
$$

In order to simplify the computations somewhat we biorthogonalize the ramp functions. Set $r_{n, 0}=r_{0}^{n, 1}, l_{n, 0}=l_{0}^{n, 1}, r_{n, 1}=r_{1}^{n, 1}-\frac{\left\langle r_{1}^{n, 1}, l_{n, 0}\right\rangle}{\left\langle r_{n, 0}, l_{n, 0}\right\rangle} r_{n, 0}$, and $l_{n, 1}=l_{1}^{n, 1}-$ $\frac{\left\langle l_{1}^{n, 1}, r_{n, 0}\right\rangle}{\left\langle r_{n, 01}, l_{n, 1}\right\rangle} l_{n, 1}$. With the help of the inner products given above, we find

$$
\begin{equation*}
\left\langle r_{n, 1}, l_{n, 1}\right\rangle=\frac{(-1)^{n} 4608(n-3)!}{(n+4)!\left(n^{2}+2 n-9\right)} \tag{6.6}
\end{equation*}
$$

$$
\begin{equation*}
\left\langle r_{n, 1}, u_{n, 2 m}^{1}\right\rangle=\frac{96(-1)^{m}(2 m)!(n-2 m)!(n-3)!\left(n^{2}-4 m n+3 n+6\right)}{2^{n} m!(n-m)!\left(n^{2}+2 n-9\right)(n+3)!} \tag{6.7}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\langle r_{n, 1}, u_{n, 2 m+1}^{1}\right\rangle= \\
& \quad \frac{96(-1)^{m}(2 m+1)!(n-2 m-1)!(n+3)(n-2)!\left(3 n^{2}-4 m n+9 n-8 m\right)}{2^{n} m!(n-m)!\left(n^{2}+2 n-9\right)(n+4)!} \tag{6.8}
\end{align*}
$$

As in the $C^{0}$ case we can use (3.17) to compute the inner products $\left\langle u_{n, 2 i}^{1}, u_{n, 2 j}^{1}\right\rangle$; $i, j=0,1$, or 2 ; and $n>2 \max \{i, j\}+3$. This computation was done using Maple and yielded

$$
\begin{equation*}
\left\langle u_{n, 2 i}^{1}, u_{n, 2 j}^{1}\right\rangle=\frac{(-1)^{i+j}(n-2 i)!(n-2 j)!(2 i)!(2 j)!(n-3)!q(n, i, j)}{2^{2 n-1}(2 n+1-i-j)(n+3)!i!j!(n-i)!(n-j)!} \tag{6.9}
\end{equation*}
$$

where

$$
\begin{aligned}
q(n, i, j)=n^{6} & +19 n^{5}+(131-8(i+j)) n^{4}+(368-112(i+j)) n^{3} \\
& +\left(372-424(i+j)+24(i+j)^{2}\right) n^{2} \\
& +\left(212-320(i+j)+120\left(i^{2}+j^{2}\right)+432 i j\right) n \\
& +2\left(24-48\left((i+j)(1+i j)+\left(i^{2}+j^{2}\right)\right)+81 i j\right) .
\end{aligned}
$$

We now construct three orthogonal functions $v_{0}=b_{0,0}(n) u_{n, 0}^{1}+b_{0,2}(n) u_{n, 2}^{1}+u_{n, 4}^{1}$, $v_{2}=b_{2,0}(n) u_{n, 0}^{1}+b_{2,2}(n) u_{n, 2}^{1}+u_{n, 4}^{1}$, and $v_{4}=b_{4,0}(n) u_{n, 0}^{1}+b_{4,2}(n) u_{n, 2}^{1}+u_{n, 4}^{1}$, with the additional constraints that $v_{0}$ be orthogonal to $r_{n, 0}$ and $r_{n, 1}, v_{2}$ be orthogonal to $r_{n, 1}$ and $v_{0}$, and $v_{4}$ be orthogonal to $v_{0}$ and $v_{2}$. Using the inner product formulas and a symbolic manipulation package such as Maple, we find $b_{0,0}(n)=$ $\frac{12}{(n-3)(n-2)}, \quad b_{0,2}(n)=\frac{12(n-1)}{(n-3)(n-2)}, \quad b_{2,0}(n)=\frac{12(2 n+1)\left(7 n^{2}-17 n+18\right)}{(2 n-7)(n-2)(n-3)\left(7 n^{2}-n+18\right)}, b_{2,2}(n)=$ $\frac{12\left(14 n^{2}-25 n+54\right)(n-1)^{2}}{(2 n-7)(n-2)(n-3)\left(7 n^{2}-n+18\right)}$,

$$
b_{4,0}(n)=\frac{4(2 n+1)(2 n-1)\left(9 n^{5}+175 n^{4}+285 n^{3}-5695 n^{2}+12786 n-8280\right)}{(2 n-7)(2 n-5)(n-3)(n-2)\left(n^{2}+11 n-6\right)\left(3 n^{3}+28 n^{2}-67 n+28\right)}
$$

and

$$
b_{4,2}(n)=\frac{4(n-1)(2 n-1)\left(9 n^{5}+179 n^{4}+477 n^{3}-4163 n^{2}+7458 n-4392\right)}{(2 n-7)(n-3)(n-2)\left(n^{2}+11 n-6\right)\left(3 n^{3}+28 n^{2}-67 n+28\right)}
$$

These equations allow us to compute the following inner products between the new functions with the biorthogonal ramps:

$$
\begin{gathered}
\left\langle v_{2}, r_{n, 0}\right\rangle=\frac{18432\left(n^{2}+2 n-9\right)(n-4)!}{2^{n}(n+1)!(2 n-7)\left(7 n^{2}-n+18\right)}, \\
\left\langle v_{4}, r_{n, 0}\right\rangle=\frac{-7680\left(n^{2}+15 n-24\right)}{2^{n}(2 n-7)(2 n-5)(n+2) n(n-3)\left(3 n^{3}+28 n^{2}-67 n+28\right)},
\end{gathered}
$$

and

$$
\left\langle v_{4}, r_{n, 1}\right\rangle=\frac{3072 q(n)(n-1)(n-4)!}{2^{n}(2 n-7)(2 n-5)(n-2)(n+3)!\left(n^{2}+11 n-6\right)\left(n^{2}+2 n-9\right)\left(3 n^{3}+28 n^{2}-67 n+28\right)}
$$

where

$$
q(n)=107 n^{7}+1230 n^{6}-3580 n^{5}-9546 n^{4}+21437 n^{3}+30204 n^{2}-70956 n+25920
$$

Also, we have

$$
\begin{gathered}
\left\langle v_{0}(n), v_{0}(n)\right\rangle=\frac{11052(2 n-9)!!}{2^{2 n}(2 n+1)!!(n-2)^{2}(n-3)^{2}}, \\
\left\langle v_{2}(n), v_{2}(n)\right\rangle=\frac{11052(2 n-9)!!q(n)}{2^{2 n}(2 n-1)!!(2 n-7)(n-1) n(n+1)\left(7 n^{2}-n+18\right)^{2}(n-3)^{2}(n-2)^{2}}
\end{gathered}
$$

and

$$
\left\langle v_{4}(n), v_{4}(n)\right\rangle=\frac{2048\left(n^{2}+13 n-18\right) q(n) q_{1}(n)(n-1)!(2 n-3)((2 n-9)!!)^{2}}{2^{2 n}(n+3)!(n-2)^{3}\left((n-3)(2 n-3)!\left(3 n^{3}+28 n^{2}-67 n+28\right)\left(n^{2}+11 n-6\right)\right)^{2}}
$$

with

$$
q_{1}(n)=n^{6}+39 n^{5}+445 n^{4}+585 n^{3}-7286 n^{2}+9816 n-2880
$$

From (6.1) we see that we will need to borrow two functions in order to make an orthogonal intertwining MRA, and in order for these to be symmetric or antisymmetric we will set $w_{1, n}=\alpha_{1,0}(n) v_{0}+\alpha_{1,2}(n) v_{2}+v_{4}$ and $w_{2, n}=\alpha_{2,1}(n) u_{n, 1}^{1}+u_{n, 3}^{1}$. Taking note of the sign structure in (6.2), (5.5), and (6.6), (6.1) becomes the three equations

$$
\begin{aligned}
\left|\left\langle r_{n, 0}, l_{n, 0}\right\rangle\right| & =\left\langle r_{n, 0}, w_{1, n}\right\rangle^{2}-\left\langle r_{n, 0}, w_{2, n}\right\rangle^{2} \\
0 & =\left\langle r_{n, 0}, w_{1, n}\right\rangle\left\langle w_{1, n}, r_{n, 1}\right\rangle-\left\langle r_{n, 0}, w_{2, n}\right\rangle\left\langle w_{2, n}, r_{n, 1}\right\rangle \\
\left|\left\langle r_{n, 1}, l_{1, n}\right\rangle\right| & =-\left\langle r_{n, 1}, w_{1, n}\right\rangle^{2}+\left\langle r_{n, 1}, w_{2, n}\right\rangle^{2}
\end{aligned}
$$

These can be solved to give

$$
\begin{align*}
& \frac{\left\langle r_{n, 1}, w_{1, n}\right\rangle}{\sqrt{\left\langle w_{1, n}, w_{1, n}\right\rangle}}= \\
& \begin{aligned}
\frac{\left\langle r_{n, 0}, w_{1, n}\right\rangle}{\sqrt{\left\langle w_{1, n}, w_{1, n}\right\rangle}}= & \frac{\sqrt{\left|\left\langle r_{n, 1}, l_{1, n}\right\rangle\right|-\frac{\left\langle r_{n, 1}, w_{2, n}\right\rangle^{2}}{\left\langle w_{2, n}, w_{2, n}\right\rangle}}}{\sqrt{\left|\left\langle r_{n, 1}, l_{1, n}\right\rangle\right|\left\langle w_{2, n}, w_{2, n}\right\rangle^{2}-\left\langle r_{n, 1}, w_{1, n}\right\rangle^{2}\left\langle w_{2, n}, w_{2, n}\right\rangle}}, \\
0= & \mid\left\langle r_{n, 0}, w_{2, n}\right\rangle\left\langle r_{n, 1}, w_{2, n}\right\rangle \\
& \left.\quad-\left|\left\langle r_{1, n}\right\rangle\right|\left|\left\langle r_{n, 1}, l_{1, n}\right\rangle\right|\left\langle w_{2, n}, w_{2, n}\right\rangle+\left|\left\langle r_{n, 1}, l_{1, n}\right\rangle\right|\left\langle r_{n, 0}, w_{2, n}\right\rangle^{2}, w_{2, n}\right\rangle^{2} .
\end{aligned} \\
& \begin{aligned}
10)
\end{aligned}
\end{align*}
$$

With the definition of $w_{2}$ the last of the above equations can be rewritten as

$$
\begin{aligned}
0= & \left|\begin{array}{ccc}
\left\langle u_{n, 1}^{1}, u_{n, 1}^{1}\right\rangle & -\left\langle u_{n, 1}^{1}, r_{n, 0}\right\rangle & \left\langle u_{n, 1}^{1}, r_{n, 1}\right\rangle \\
\left\langle u_{n, 1}^{1}, r_{n, 0}\right\rangle & \left\langle r_{n, 0}, r_{n, 0}\right\rangle & 0 \\
\left\langle u_{n, 1}^{1}, r_{n, 0}\right\rangle & 0 & \left\langle r_{n, 1}, r_{n, 1}\right\rangle
\end{array}\right| \alpha_{2,1}^{2} \\
& +2\left|\begin{array}{ccc}
\left\langle u_{n, 1}^{1}, u_{n, 3}^{1}\right\rangle & -\left\langle u_{n, 3}^{1}, r_{n, 0}\right\rangle & \left\langle u_{n, 3}^{1}, r_{n, 1}\right\rangle \\
\left\langle u_{n, 1}^{1}, r_{n, 0}\right\rangle & \left\langle r_{n, 0}, r_{n, 0}\right\rangle & 0 \\
\left\langle u_{n, 1}^{1}, r_{n, 1}\right\rangle & 0 & \left\langle r_{n, 1}, r_{n, 1}\right\rangle
\end{array}\right| \alpha_{2,1} \\
& +\left|\begin{array}{ccc}
\left\langle u_{n, 3}^{1}, u_{n, 3}^{1}\right\rangle & -\left\langle u_{n, 3}^{1}, r_{n, 0}\right\rangle & \left\langle u_{n, 3}^{1}, r_{n, 1}\right\rangle \\
\left\langle u_{n, 3}^{1}, r_{n, 0}\right\rangle & \left\langle r_{n, 0}, r_{n, 0}\right\rangle & 0 \\
\left\langle u_{n, 3}^{1}, r_{n, 1}\right\rangle & 0 & \left\langle r_{n, 1}, r_{n, 1}\right\rangle
\end{array}\right|
\end{aligned}
$$

Given the values of the inner products appearing in this equation, we find that either of the two values

$$
\begin{equation*}
\alpha_{2,1}(n)=\frac{2}{(n-1)(2 n-3)}\left\{\frac{(2 n-1)(3 n-8)}{(n-2)} \pm 2 \sqrt{7} \sqrt{\frac{(2 n-1)(n+2)}{(2 n-5)(n-2)}}\right\} \tag{6.11}
\end{equation*}
$$

will suffice for $\alpha_{2,1}$. The first equation in (6.10) can be used to eliminate $\sqrt{\left\langle w_{1, n}, w_{1, n}\right\rangle}$ in the middle equation, and we have

$$
\begin{equation*}
\alpha_{1,2}(n)=\frac{\left(7 n^{2}-n-18\right)\left\{q_{3}(n)(n-1)(n+1)(n+2)+q(n) \sqrt{7} \sqrt{(2 n-1)(2 n-5)(n+2)(n-2)}\right\}}{108(2 n-5)(n+2)\left(n^{2}+11 n-6\right)\left(3 n^{3}+28 n^{2}-67 n+28\right)\left(n^{4}-6 n^{3}-31 n^{2}-22 n+72\right)} \tag{6.12}
\end{equation*}
$$

with

$$
q_{3}(n)=152 n^{6}+3893 n^{5}+19240 n^{4}-76625 n^{3}-105912 n^{2}+330372 n-129600
$$

Now we solve for $\alpha_{1,0}(n)$ to find

$$
\begin{equation*}
\alpha_{1,0}(n)=\frac{\sqrt{10}}{108} \frac{q(n)\left\{\frac{(n-4)(n-2)(2 n+1)}{n(n+2)(2 n-7)}\left(q_{4}(n)+q_{5}(n) \sqrt{7} \sqrt{(2 n-1)(2 n-5)(n+2)(n-2)}\right)\right\}^{1 / 2}}{(2 n-5)\left(n^{2}+11 n-6\right)\left(3 n^{3}+28 n^{2}-67 n+28\right)\left(n^{4}-6 n^{3}-31 n^{2}-22 n+27\right)} \tag{6.13}
\end{equation*}
$$

with

$$
q_{4}(n)=62 n^{6}+2 n^{5}+1480 n^{4}-4526 n^{3}-2250 n^{2}+9774 n-5508
$$

and

$$
q_{5}(n)=8 n^{4}+95 n^{3}-126 n^{2}+297 n-162 .
$$

Knowing $w_{1}$ and $w_{2}$, we are now able to construct the orthogonal $C^{1}$ scaling functions. Let

$$
h_{0}(t)=\left\{\begin{array}{cl}
2|t|^{3}-3|t|^{2}+1 & \text { if } t \in[-1,1) \\
0 & \text { otherwise }
\end{array}\right.
$$

and

$$
h_{1}(t)=\left\{\begin{array}{cl}
(1-|t|)^{2} t & \text { if } t \in[-1,1) \\
0 & \text { otherwise }
\end{array}\right.
$$

For $j=4, \ldots, n$, set

$$
\begin{aligned}
& \tilde{\phi}^{j}(\cdot)=\left\{\begin{array}{cl}
\phi_{j}^{1}(2 \cdot-1) & \text { if } t \in[0,1), \\
0 & \text { otherwise },
\end{array}\right. \\
& \tilde{\phi}^{2}(\cdot)=\left\{\begin{array}{cl}
w_{1}(2 \cdot-1) & \text { if } t \in[0,1), \\
0 & \text { otherwise }
\end{array}\right. \\
& \tilde{\phi}^{3}(\cdot)=\left\{\begin{array}{cl}
w_{2}(2 \cdot-1) & \text { if } t \in[0,1), \\
0 & \text { otherwise }
\end{array}\right.
\end{aligned}
$$

and $\tilde{\phi}^{i}=\left(I-P_{\left\{\tilde{\phi}^{2}, \ldots, \tilde{\phi}^{n}, \tilde{\phi}^{2}(\cdot+1), \ldots, \tilde{\phi}^{n}(\cdot+1)\right\}}\right) h_{i}, i=0,1$. Then the above computations give the following theorem.

Theorem 6.1. For $n \geq 6, \alpha_{1,0}(n), \alpha_{1,2}(n)$, and $\alpha_{2,1}(n)$ given by (5.9), $\tilde{\Phi}=$ $\left\{\tilde{\phi}^{0}, \ldots, \tilde{\phi}^{n}\right\}^{*}$ generates an orthogonal multiresolution analysis $\left\{\tilde{V}_{k}^{n, 1}\right\}$. Furthermore, the last $n-1$ functions are symmetric or antisymmetric about $\frac{1}{2}$. The first function $\tilde{\phi}^{0}$ is symmetric about 0 while $\tilde{\phi}^{1}$ is antisymmetric about 0.

Proof. Since $h_{0}$ and $h_{1}$ are linear combinations of similarly scaled versions of $r_{j}^{1}, j=0,1$ and $l_{j}^{1}, j=0,1$ the result follows from the computations above.

With the scaling functions above we construct the coefficients $C_{n, i}^{1}, i=-2,-1,0$, 1, in the matrix refinement equation. Theorem 4.4 implies that there will be four wavelets not supported in $[0,1]$. Using arguments similar to Corollary 5.2 leads to the following.

Corollary 6.2. Suppose $\tilde{\psi}^{0}, \ldots, \tilde{\psi}^{3}$ are chosen so that

$$
\begin{aligned}
& \tilde{\psi}^{0}=\sqrt{2}\left(I-P_{\tilde{\phi}^{0}}\right) \tilde{\phi}_{1,0}^{0}, \\
& \tilde{\psi}^{1} \propto\left(I-P_{\left\{\tilde{\psi}^{0}, \tilde{\phi}^{0}\right\}}\right)\left(\chi_{[0,1]}-\chi_{[-1,0]}\right)\left(I-P_{\tilde{\phi}_{1,0}^{1}}\right) \tilde{\phi}^{1}, \\
& \tilde{\psi}^{2} \propto\left(I-P_{\left\{\tilde{\psi}^{3}, \tilde{\phi}^{1}\right\}}\right)\left(\chi_{[0,1]}-\chi_{[-1,0]}\right)\left(I-P_{\tilde{\phi}_{1,0}^{0}}\right) \tilde{\phi}^{0}, \\
& \tilde{\psi}^{3}=\frac{2 \sqrt{2}}{\sqrt{7}}\left(I-P_{\tilde{\phi}^{1}}\right) \tilde{\phi}_{1,0}^{1}
\end{aligned}
$$

and $\tilde{\psi}^{4}, \ldots, \tilde{\psi}^{n}$ form a basis for $\Psi^{0}$ consisting only of functions symmetrical or antisymmetrical about $\frac{1}{2}$. Then $\left\{\tilde{\psi}^{0}, \ldots, \tilde{\psi}^{n}\right\}$ generates a shift-invariant orthonormal basis for $W_{0}$. Furthermore, $\tilde{\psi}^{0}(0)=\tilde{\phi}^{0}(0),\left(\tilde{\psi}^{3}\right)^{\prime}(0)=\sqrt{7}\left(\tilde{\phi}^{1}\right)^{\prime}(0), \tilde{\psi}^{1}(0)=0$, and $\left(\tilde{\psi}^{2}\right)^{\prime}(0)=0$.

An example is given in Figure 2. In Figure 3 explicit formulas for these functions, accurate at least to 10 digits, are given. The coefficients in the refinement equation may be calculated using inner products. The wavelets supported on $[-1,1]$ can be computed using Corollary 6.2. The wavelets supported in $[0,1]$ can be obtained by finding $n-3$ orthogonal set of functions, symmetrical or antisymmetrical with respect to $\frac{1}{2}$, from the space $\left(I-P_{\left\{\tilde{\phi}^{4}, \ldots, \tilde{\phi}^{n-1}\right\}}\right) A_{1}^{n, 1} \ominus A_{0}^{n, 1}$.

Theorem 4.5 shows that in order to construct a wavelet basis for $[0,1]$ we need to rotate the scaling functions so that $\left\{\chi_{[0,1]} \tilde{\phi}^{i}\right\}_{i=0,1}$ is an orthogonal set as well as $\left\{\chi_{[-1,0]} \tilde{\phi}^{i}\right\}_{i=0,1}$. Exploiting the symmetry of $\tilde{\phi}^{0}$ and $\tilde{\phi}^{1}$, we find that $\hat{\phi}^{0}=-\frac{1}{\sqrt{2}} \tilde{\phi}^{0}-$ $\frac{1}{\sqrt{2}} \tilde{\phi}^{1}$ and $\hat{\phi}^{1}=-\frac{1}{\sqrt{2}} \tilde{\phi}^{0}+\frac{1}{\sqrt{2}} \tilde{\phi}^{1}$ have the desired property. Let $\bar{\phi}_{k, j}^{i}=\left.\hat{\phi}_{k, j}^{i}\right|_{[0,1]}$, $\bar{\psi}_{k, j}^{m}=\left.\hat{\psi}_{k, j}^{m}\right|_{[0,1]}, m \neq 1,3$, and for $m=1,3$ set

$$
\bar{\psi}_{k, j}^{m}=\left\{\begin{array}{cl}
0 & \text { if } \operatorname{supp} \hat{\psi}_{k, j}^{m} \cap[0,1]^{c} \neq \varnothing \\
\hat{\psi}_{k, j}^{m} & \text { otherwise }
\end{array}\right.
$$

Then from Theorem 4.5 we have the following theorem.
THEOREM 6.3. The set $\left\{\bar{\phi}_{k, j}^{i}: k \geq 0, i=1, \ldots, n, 0 \leq j \leq 2^{k}-1+\chi_{\{0,1\}}(i)\right\}$ is an orthogonal basis for $\bar{V}_{k}^{n, 1}=\tilde{V}_{k}^{n, 1} \cap L^{2}[0,1]$ while $\left\{\bar{\psi}_{k, j}^{i}: k \geq 0, i=1, \ldots, n, \chi_{\{1,3\}}(i) \leq\right.$ $\left.j \leq 2^{k}-1+\chi_{\{0,2\}}(i)\right\}$ forms an orthogonal basis for $\bar{W}_{k}^{n, 1}=\tilde{W}_{k}^{n, 1} \cap L^{2}[0,1]$. Furthermore, $\mathrm{cl}_{L^{2}} \bar{V}_{0}^{n, 1} \oplus \bigoplus_{k \geq 0} \bar{W}_{k}^{n, 1}=L^{2}[0,1]$.

Examples of these functions for $n=6$ can be found in Figure $4 .{ }^{2}$

[^54]

Fig. 2. Selected $C^{1}$ scaling functions with approximation order $7(n=6)$.
7. A $C^{2}$ example. The methods of the previous sections can be used to construct $C^{2}$ multiwavelets as well, although the formulas become extremely complicated. We will therefore content ourselves with briefly describing the procedure and exhibiting an example which may be of use. We do not prove that the procedure works for arbitrary $n$; however, we have verified it for a number of cases. For the $C^{2}$ case $k=2, r_{i}^{2}=(1+t)^{3}(1-t)^{i}$ and $l_{i}^{2}(t)=(1-t)^{3}(1+t)^{i}, i=0,1,2$. The spaces $C_{0}^{n, 2}\left(\frac{+1}{2}\right)$ and $C_{1}^{n, 2}\left(\frac{\cdot+1}{2}\right)$ are each three dimensional. Hence we search for three orthonormal functions $w_{1}, w_{2}, w_{3} \in A_{1}^{n, 2}\left(\frac{\cdot+1}{2}\right) \ominus A_{0}^{n, 2}\left(\frac{+1}{2}\right)$ such that

$$
\begin{equation*}
\left\langle\left(I-P_{\left\{w_{1}, w_{2}, w_{3}\right\}}\right) r_{i}^{n, 2},\left(I-P_{\left\{w_{1}, w_{2}, w_{3}\right\}}\right) l_{j}^{n, 2}\right\rangle=0, i \leq j=0,1,2 . \tag{7.1}
\end{equation*}
$$

The above equation yields six nonlinear equations and in order to ease the computation somewhat we impose that $\left\langle w_{3}, r_{0}^{n, 2}\right\rangle=0$. By examining (7.1) we find that $w_{1}$ must satisfy four equations, $w_{3}$ five equations, and $w_{2}$ two equations. Thus, we choose $w_{1}=a_{1,0} u_{n, 0}^{2}+a_{1,2} u_{n, 2}^{2}+a_{1,4} u_{n, 4}^{2}+a_{1,6} u_{n, 6}^{2}, w_{3}=a_{3,0} u_{n, 0}^{2}+a_{3,2} u_{n, 2}^{2}+a_{3,4} u_{n, 4}^{2}+$ $a_{3,6} u_{n, 6}^{2}+a_{3,8} u_{n, 8}^{2}$, and $w_{2}=a_{2,1} u_{n, 1}^{2}+a_{2,3} u_{n, 3}^{2}$ and observe that, as a consequence, $n$ must be at least 11 for these functions all to have $C^{2}$ smoothness. For $n=11$, we used Maple to obtain the following solution to 60 digits of accuracy:

$$
\begin{aligned}
& \tilde{\phi}^{0}(t)=\left\{\begin{array}{cl}
4067.904397 t^{6}-3085.517213 t^{5}-739.5537604 t^{4} & \\
+1113.129531 t^{3}-249.0932934 t^{2}+2.585173201 & \text { for } 0 \leq t \leq \frac{1}{2} \\
\left(-10946.18252 t^{4}+29698.96665 t^{3}-29673.11423 t^{2}\right. \\
+12935.83259 t-2076.394058)(t-1)^{2} & \text { for } \frac{1}{2}<t \leq 1 \\
\tilde{\phi}^{0}(-t) & \text { for }-1 \leq t<0 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{1}(t)=\left\{\begin{array}{cl}
t\left(-12435.14749 t^{5}+11555.74525 t^{4}-175.1583524 t^{3}\right. & \\
\left.-2704.493962 t^{2}+885.9596767 t-79.47577362\right) & \text { for } 0 \leq t \leq \frac{1}{2} \\
\left(17496.63084 t^{4}-47730.65634 t^{3}+47977.37771 t^{2}\right. & \\
-21054.27094 t+3403.826649)(t-1)^{2} & \text { for } \frac{1}{2}<t \leq 1 \\
-\tilde{\phi}^{1}(-t) & \text { for }-1 \leq t<0 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{2}(t)=\left\{\begin{array}{cl}
(2 t-1) t^{2}\left(-12193.17741 t^{3}+8033.232335 t^{2}\right. & \\
-923.0732055 t-95.73716085) & \text { for } 0 \leq t \leq \frac{1}{2} \\
-\tilde{\phi}^{2}(1-t) & \text { for } \frac{1}{2}<t \leq 1 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{3}(t)=\left\{\begin{array}{cl}
\left(54655.48659 t^{4}-76071.45058 t^{3}+37177.81845 t^{2}\right. & \\
-7410.133638 t+493.1155758) t^{2} & \text { for } 0 \leq t \leq \frac{1}{2} \\
\tilde{\phi}^{3}(1-t) & \text { for } \frac{1}{2}<t \leq 1 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{4}(t)=3 \sqrt{70} t^{2}(t-1)^{2} \chi_{[0,1]} \\
& \tilde{\phi}^{5}(t)=3 \sqrt{770} t^{2}(2 t-1)(t-1)^{2} \chi_{[0,1]} \\
& \tilde{\phi}^{6}(t)=3 \sqrt{182} t^{2}\left(22 t^{2}-22 t+5\right)(t-1)^{2} \chi_{[0,1]}
\end{aligned}
$$

Fig. 3. Formulas for the $C^{1}$ scaling functions.


Fig. 4. Modified $C^{1}$ scaling functions of degree 6 for truncation to $[0,1]$.

$$
\begin{aligned}
& \tilde{\phi}^{0}(t)=\left\{\begin{array}{cl}
960.8390712 t^{11}-5925.739238 t^{10}+13283.80990 t^{9} & \\
-11118.85044 t^{8}-4083.423604 t^{7}+15463.88643 t^{6} & \\
-12421.39021 t^{5}+4470.423870 t^{4}-629.0433748 * t^{3}-1.5 t^{2}+1 & \text { for } 0 \leq t<\frac{1}{2} \\
(1-t)^{3}\left(-1188.938305 t^{8}+3170.302415 t^{7}-3222.784994 t^{6}\right. & \\
+1570.468582 t^{5}-377.8071111 t^{4}+37.83633397 t^{3} & \\
\left.+1.585938501 t^{2}-.6720319852 t+.01241619153\right) & \text { for } \frac{1}{2}<t \leq 1 \\
\tilde{\phi}^{0}(-t) & \text { for }-1 \leq t<0 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{1}(t)=\left\{\begin{array}{cl}
t\left(-43.55084884 t^{10}+268.8737383 t^{9}-588.5150956 t^{8}\right. & \\
+426.0982641 t^{7}+364.8815486 t^{6}-923.7069266 t^{5} & \\
\left.+722.0921528 t^{4}-265.9177149 t^{3}+39.49465380 t^{2}+.75 t-.5\right) & \text { for } 0 \leq t<\frac{1}{2} \\
(1-t)^{3}\left(55.58117958 t^{8}-152.6750597 t^{7}+161.0387487 t^{6}\right. & \\
-81.78617419 t^{5}+20.22050034 t^{4}-1.881383443 t^{3} & \\
\left.-.1197243402 t^{2}+.03075948978 t-.0002283505048\right) & \text { for } \frac{1}{2} \leq t \leq 1 \\
-\tilde{\phi}^{1}(-t) & \text { for }-1 \leq t<0 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{2}(t)=\left\{\begin{array}{cl}
-4.290797794 t^{11}+25.45780265 t^{10}-49.23874622 t^{9} & \\
+10.99949461 t^{8}+96.73006250 t^{7}-163.9201834 t^{6}+126.4483297 t^{5} & \\
-52.49395898 t^{4}+11.30900992 t^{3}-1.002944440 t^{2}+.001962959931 & \text { for } 0 \leq t<\frac{1}{2} \\
(1-t)^{3}\left(5.245026448 t^{8}-14.95000551 t^{7}+16.41738822 t^{6}\right. & \\
-8.639953559 t^{5}+2.137676365 t^{4}-.1611170142 t^{3} & \\
\left.-.02104722553 t^{2}+.002877121114 t+.00003155317905\right) & \text { for } \frac{1}{2}<t \leq 1 \\
\tilde{\phi}^{0}(-t) & \text { for }-1 \leq t<0 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{3}(t)=\left\{\begin{array}{cl}
t^{3}\left(837.0653712 t^{8}-1385.345634 t^{7}+2498.141505 t^{6}\right. & \\
-19046.31150 t^{5}+51025.24775 t^{4}-61978.36348 t^{3} \\
\left.+38423.77644 t^{2}-11768.03455 t+1393.219445\right) & \text { for } 0 \leq t \leq \frac{1}{2} \\
\tilde{\phi}^{3}(1-t) & \text { for } \frac{1}{2}<t \leq 1 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{4}(t)=\left\{\begin{array}{cl}
\left(13553.28638 t^{7}-72947.95448 t^{6}+155109.9841 t^{5}\right. & \\
-159752.4874 t^{4}+73088.74021 t^{3}-2106.644683 t^{2} & \\
-8799.858303 t+1848.967175) t^{3}(t-1 / 2) & \text { for } 0 \leq t \leq \frac{1}{2} \\
-\tilde{\phi}^{4}(1-t) & \text { for } \frac{1}{2}<t \leq 1 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{5}(t)=\left\{\begin{array}{cl}
t^{3}\left(19651.08243 t^{8}-58017.27598 t^{7}+17880.79147 t^{6}\right. & \\
+126264.0351 t^{5}-207975.2506 t^{4}+145513.9138 t^{3} \\
\left.-51576.42468 t^{2}+8813.779535 t-552.7580636\right) & \text { for } 0 \leq t \leq \frac{1}{2} \\
\tilde{\phi}^{5}(1-t) & \text { for } \frac{1}{2}<t \leq 1 \\
0 & \text { elsewhere }
\end{array}\right. \\
& \tilde{\phi}^{6}(t)=\sqrt{6006} t^{3}(1-t)^{3} \chi_{[0,1]} \\
& \tilde{\phi}^{7}(t)=\sqrt{30030} t^{2}(2 t-1)(1-t)^{3} \chi_{[0,1]} \\
& \tilde{\phi}^{8}(t)=2 \sqrt{7293} t^{3}\left(30 t^{2}-30 t+7\right)(1-t)^{3} \chi_{[0,1]} \\
& \tilde{\phi}^{9}(t)=2 \sqrt{40755} t^{3}(2 t-1)\left(34 t^{2}-34 t+7\right)(1-t)^{3} \chi_{[0,1]}
\end{aligned}
$$

Fig. 5. Formulas for the scaling functions.


Fig. 6. Selected $C^{2}$ scaling functions with approximation order $12(n=11)$.
$a_{1,0}=837.065371210437626131768992156281384724545782634651643883901$,
$a_{1,2}=34683.2805853131547547484051801591515443493456004150468616372$,
$a_{1,4}=98577.9464165718483400146101646574256130573895257061737344447$,
$a_{1,6}=23873.2858941591526073330349900845644544457875198167225175943$,
$a_{2,1}=69361.5525108187609792638961429103692940232506514292283577945$,
$a_{2,3}=135633.530246170747066239552110728177870041230865307938249067$,
$a_{3,0}=19651.0824273352067272236935152142143793755548082840043700210$,
$a_{3,2}=518517.565184033631919745869328732529406714729877896561460025$,
$a_{3,4}=968629.606667579619572209561202671860306580349823867383091657$,
$a_{3,6}=236239.020798546376511780424212516703801694760661827446183240$,
$a_{3,8}=3210.54994458080183556006870726795783137235163979326960039700$.

The corresponding functions are given with 10 digits of accuracy in Figure 5, and their graphs are shown in Figure 6. The orthonormal wavelets can be calculated using techniques similar to those of sections 5 and 6. One final Gram-Schmidt step is necessary since two of the three functions in $\left(I-P_{Q_{0}}\right) Q_{1}$ are symmetric. The same is true of $\left(I-P_{Q_{0} \cup \Psi^{s}}\right) Z$.
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# INFINITE PRODUCTS AND NORMALIZED QUOTIENTS OF HYPERGEOMETRIC FUNCTIONS* 

S.-L. QIU ${ }^{\dagger}$ AND M. VUORINEN ${ }^{\ddagger}$


#### Abstract

For $r \in(0,1)$ and $a \in(0,1)$ the authors consider the quotient of hypergeometric functions $$
\mu_{a}(r) \equiv c F\left(a, 1-a ; 1 ; 1-r^{2}\right) / F\left(a, 1-a ; 1 ; r^{2}\right),
$$ where the normalizing coefficient $c=\pi /(2 \sin (\pi a))$. With this choice of $c, \mu(r) \equiv \mu_{1 / 2}(r)$, where $\mu(r)$ is the modulus of the Grötzsch ring $B^{2} \backslash[0, r]$ in the plane. A new infinite product expansion is given for $\mu(r)$. It is shown that several well-known properties of the function $\mu(r)$ have their counterparts for $\mu_{a}(r)$.
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1. Introduction. As usual, for real numbers $a, b$, and $c$ with $c \neq 0,-1,-2, \ldots$, let

$$
\begin{equation*}
F(a, b ; c ; x):={ }_{2} F_{1}(a, b ; c ; x) \equiv \sum_{n=0}^{\infty} \frac{(a, n)(b, n)}{(c, n)} \frac{x^{n}}{n!} \tag{1.1}
\end{equation*}
$$

for $x \in(-1,1)$ denote the Gaussian hypergeometric function [AS], [Ask1], [R]. Here $(a, 0)=1$ for $a \neq 0$ and $(a, n)$ is the shifted factorial function

$$
(a, n):=a(a+1)(a+2) \cdots(a+n-1)
$$

for $n \in \mathbf{N} \equiv\{k: k$ is a positive integer $\}$. The function $F(a, b ; c ; x)$ is said to be zero balanced if $c=a+b$. It is well known that $F(a, b ; c ; x)$ has many important applications, and many classes of special functions in mathematical physics are particular or limiting cases of this function. For these and for properties of $F(a, b ; c ; x)$, see, for example, [AS], [Ao], [Ask1], [Ask2], [Be1], [Be2], [Be3], [Be4], [CC], [E], [R], [Var], [Va], [WW], and [WZ]. Here we recall that only in the special cases when $a=b=1 / 2$ and $-a=b=1 / 2$, we have for $x \in(0,1)$ and $x^{\prime}=\sqrt{1-x^{2}}$,

$$
\begin{equation*}
\mathcal{K}(x) \equiv \frac{\pi}{2} F\left(\frac{1}{2}, \frac{1}{2} ; 1 ; x^{2}\right)=\int_{0}^{\pi / 2}\left(1-x^{2} \sin ^{2} t\right)^{-1 / 2} d t, \quad \mathcal{K}^{\prime}(x) \equiv \mathcal{K}\left(x^{\prime}\right) \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{E}(x)=\frac{\pi}{2} F\left(-\frac{1}{2}, \frac{1}{2} ; 1 ; x^{2}\right)=\int_{0}^{\pi / 2}\left(1-x^{2} \sin ^{2} t\right)^{1 / 2} d t, \quad \mathcal{E}^{\prime}(x) \equiv \mathcal{E}\left(x^{\prime}\right) \tag{1.3}
\end{equation*}
$$

[^55]which are known as the complete elliptic integrals of the first kind and of the second kind, respectively [Bo], [BF].

Let $B^{2}$ be the unit disk in the plane and $\mu(r)$ the modulus of the plane Grötzsch ring $B^{2} \backslash[0, r]$ for $r \in(0,1)[\mathrm{LV}]$. It is well known that $\mu(r)$ has the following explicit expression [LV, p. 60]:

$$
\begin{equation*}
\mu(r)=\frac{\pi}{2} \frac{\mathcal{K}^{\prime}(r)}{\mathcal{K}(r)}, \quad \text { for } \quad 0<r<1 \quad \text { and } \quad r^{\prime}=\sqrt{1-r^{2}} \tag{1.4}
\end{equation*}
$$

The special function $\mu(r)$ plays a very important role in geometric function theory, quasi-conformal theory, and quasi-regular theory (cf. [AVV2], [LV], and [Vu]). It also has applications in some other mathematical fields such as the theory of analytic functions and number theory. In number theory, for example, it appears in the classical modular equation of signature 2 and degree $p, p>1$, i.e., the equation

$$
\mu(s)=p \mu(r), \quad 0<r<1
$$

(see $[\mathrm{Be} 3]$ and $[\mathrm{BB}]$ ), while in the theory of analytic functions, by [M, Theorem 1.1], the Schottky upper bound can be expressed in terms of $\mu(r)$. Numerous properties of $\mu(r)$ have been obtained (see, for instance, [AV], [AVV2], and [LV]).

A natural generalization of $\mu(r)$ is the homeomorphism $\mu_{a}:(0,1) \rightarrow(0, \infty)$ defined by

$$
\begin{equation*}
\mu_{a}(r) \equiv \frac{\pi}{2 \sin \pi a} \frac{F\left(a, 1-a ; 1 ; 1-r^{2}\right)}{F\left(a, 1-a ; 1 ; r^{2}\right)} \tag{1.5}
\end{equation*}
$$

for $a, r \in(0,1)$. Clearly, $\mu_{1-a}(r)=\mu_{a}(r)$. Hence, we may assume that $0<a \leq 1 / 2$. Using the function $\mu_{a}(r)$, one can write the so-called generalized modular equation of signature $1 / a$ and degree $p, p>1$, as

$$
\begin{equation*}
\mu_{a}(s)=p \mu_{a}(r), \quad 0<r<1 \tag{1.6}
\end{equation*}
$$

which was studied by S. Ramanujan (cf. [Ask2] and [Be2]), and was recently studied in $[\mathrm{BBG}],[\mathrm{Be} 5]$, and [Ga]. In particular, several beautiful identities satisfied by $r$ and $s$ were obtained in [BBG]. Properties of $\mu_{a}(r)$, of course, are indispensable in the study of (1.6).

Since $\mu_{1 / 2}(r) \equiv \mu(r)$, and since as a function of the parameter $a, \mu_{a}(r)$ is analytic on $(0,1 / 2]$, it is natural to ask whether every known result for $\mu(r)$ has a counterpart with $\mu(r)$ replaced by $\mu_{a}(r)$, and how to extend the well-known results for $\mu(r)$ to the function $\mu_{a}(r)$.

On the other hand, it is well known that [J, p. 146]

$$
\begin{equation*}
\exp (\mu(r)+\log r)=4 \prod_{n=1}^{\infty}\left(\frac{1+q^{2 n}}{1+q^{2 n-1}}\right)^{4} \tag{1.7}
\end{equation*}
$$

for $r \in(0,1)$, where $q=\exp (-2 \mu(r))$. By virtue of (1.7), several infinite-product representations and inequalities have been obtained for $\mu^{-1}(x)$ and for the HerschPfluger $\varphi$-distortion function [HP]

$$
\left\{\begin{array}{l}
\varphi_{K}(r) \equiv \mu^{-1}(\mu(r) / K)  \tag{1.8}\\
\varphi_{K}(0)=\varphi_{K}(1)-1=0
\end{array}\right.
$$

for $r \in(0,1)$ and $K \in(0, \infty)$ (see [AV], [AVV2], and [VV]). However, since the Jacobi product on the right side of (1.7) involves $\mu(r)$, it is not very convenient for one to employ (1.7) to do numerical computation for $\mu(r)$ and to study some related special functions such as $\varphi_{K}(r)$.

One purpose of the present paper is to find a new infinite-product representation for $\mu(r)$ which involves only $r$, and to extend this representation to the function $\mu_{a}(r)$. We shall prove the following result.

Theorem 1.1. For $a \in(0,1 / 2$ ], let $R(a) \equiv R(a, 1-a)$, where $R(a, b)$ is defined by (2.5), and for $r \in(0,1), n \in \mathbf{N}$, let $r_{0}=r^{\prime}=\sqrt{1-r^{2}}$, and

$$
\begin{equation*}
r_{1}=\varphi_{2}\left(r^{\prime}\right)=\frac{2 \sqrt{r^{\prime}}}{1+r^{\prime}}, \ldots, r_{n}=\varphi_{2}\left(r_{n-1}\right)=\frac{2 \sqrt{r_{n-1}}}{1+r_{n-1}}=\varphi_{2^{n}}\left(r^{\prime}\right) \tag{1.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
\prod_{n=0}^{\infty}\left(1+r_{n}\right)^{2^{-n}} \leq \exp \left(\mu_{a}(r)+\log r\right) \leq \frac{1}{4} \exp (R(a) / 2) \prod_{n=0}^{\infty}\left(1+r_{n}\right)^{2^{-n}} \tag{1.10}
\end{equation*}
$$

with equality for all $r \in(0,1)$ in each inequality if and only if $a=1 / 2$. In particular, for all $r \in(0,1)$,

$$
\begin{equation*}
\exp (\mu(r)+\log r)=\prod_{n=0}^{\infty}\left(1+r_{n}\right)^{2^{-n}} \tag{1.11}
\end{equation*}
$$

or equivalently,

$$
\mu(r)=\log \frac{1}{r}+\sum_{n=0}^{\infty} \frac{1}{2^{n}} \log \left(1+r_{n}\right)
$$

Another purpose of this paper is to extend some well-known properties of $\mu(r)$ to $\mu_{a}(r)$ and to show that some other properties of $\mu(r)$ cannot be extended to $\mu_{a}(r)$ for $a \in(0,1 / 2)$.

Throughout this paper, we let $r^{\prime}=\sqrt{1-r^{2}}$ for $r \in[0,1]$, and let arth denote the inverse of the hyperbolic tangent $t h$ and $R(a)$ be as in Theorem 1.1.

We now state some of our other main results, which serve the second purpose of this paper.

Theorem 1.2. Let $a \in(0,1 / 2]$. Then we have the following:

1. The function $f(r) \equiv r^{\prime} \mu_{a}(r) / \log (1 / r)$ is strictly increasing from $(0,1)$ onto $(1, \infty)$.
2. The function $g(r) \equiv \mu_{a}(1 / r) / \log r$ is strictly decreasing and convex from $(1, \infty)$ onto $(1, \infty)$. However, the function $G(r) \equiv g(1 / r)$ is neither concave nor convex on $(0,1)$.
3. The function $h(r) \equiv \mu_{a}(r) /\{[R(a) / 2]+\log (1 / r)\}$ is strictly decreasing and concave from $(0,1)$ onto $(0,1)$.
4. The function $H(r) \equiv h(r) / \sqrt{r^{\prime}}$ is strictly increasing from $(0,1)$ onto $(1, \infty)$. Moreover, for all $a \in(0,1 / 2]$ and $r \in(0,1)$,

$$
\begin{equation*}
\left[\frac{1}{2} R(a)-\log r\right] \sqrt{r^{\prime}}<\mu_{a}(r)<\frac{1}{2} R(a)-\log r . \tag{1.12}
\end{equation*}
$$

Theorem 1.3. Let $a \in(0,1 / 2]$. Then we have the following:

1. The function $f(r) \equiv \mu_{a}\left(e^{-r}\right)$ is strictly increasing and concave from $(0, \infty)$ onto $(0, \infty)$. In particular, for all $a \in(0,1 / 2]$, and $x, y, p \in(0,1)$,

$$
\begin{equation*}
p \mu_{a}(x)+(1-p) \mu_{a}(y) \leq \mu_{a}\left(x^{p} y^{1-p}\right) \tag{1.13}
\end{equation*}
$$

and

$$
\mu_{a}(x)+\mu_{a}(y) \leq 2 \mu_{a}(\sqrt{x y})
$$

Equality holds in (1.13) and in (1.14) if and only if $x=y$.
2. The function $g(r) \equiv \mu_{a}(1 / r)$ is strictly increasing and concave from $(1, \infty)$ onto $(0, \infty)$. In particular, for all $a \in(0,1 / 2]$ and $x, y, p \in(0,1)$,

$$
\begin{equation*}
p \mu_{a}(x)+(1-p) \mu_{a}(y) \leq \mu_{a}\left(\frac{x y}{(1-p) x+p y}\right) \tag{1.15}
\end{equation*}
$$

with equality if and only if $x=y$.
3. For each $t \in(0,1)$, the function $h(r) \equiv \mu_{a}\left(\frac{r t}{1+r^{\prime} t^{\prime}}\right)-\mu_{a}(r)$ is strictly increasing from $(0,1)$ onto (arth $\left.t^{\prime}, \mu_{a}(t)\right)$. Moreover, for all $a \in(0,1 / 2]$ and $r, t \in(0,1)$,

$$
\left\{\begin{array}{c}
\mu_{a}(r)+\mu_{a}(t)-\frac{1}{2}[R(a)-\log 4]<\mu_{a}(r)+a r t h t^{\prime} \\
<\mu_{a}\left(\frac{r t}{1+r^{\prime} t^{\prime}}\right)<\mu_{a}(r)+\mu_{a}(t)
\end{array}\right.
$$

4. The function $G(r) \equiv \mu_{a}(r) / \mu_{a}(\sqrt{r})$ is strictly decreasing from $(0,1)$ onto $(1,2)$. In particular, for all $a \in(0,1 / 2]$ and $r \in(0,1)$,

$$
\begin{equation*}
\mu_{a}(r)<\mu_{a}\left(r^{2}\right)<2 \mu_{a}(r) \tag{1.17}
\end{equation*}
$$

Theorem 1.4. Let $a \in(0,1 / 2]$. Then the following apply:

1. Both of the functions $f(r) \equiv \mu_{a}(r)$ and $1 / f(r)$ have exactly one inflection point on $(0,1)$.
2. The function $g(r) \equiv \mu_{a}(r)+\log \left(r / r^{\prime}\right)$ is strictly increasing and convex from $(0,1)$ onto $(R(a) / 2, \infty)$.
3. The function $h(r) \equiv r \exp \left(\mu_{a}(r)\right)$ is strictly decreasing and concave from $(0,1)$ onto $(1, \exp (R(a) / 2))$.
4. Define the function $G$ on $(0,1)$ by

$$
G(r)=\mu_{a}(r)+\log \left(r / \sqrt{r^{\prime}}\right)
$$

Then we have the following:
i. $G$ is strictly increasing on $(0,1)$ if and only if $a=1 / 2$.
ii. $G$ is convex on $(0,1)$ if and only if $a=1 / 2$.
iii. If $a \in(0,1 / 2)$, then there exists a unique $r_{0} \in(0,1)$ such that $G$ is strictly decreasing on $\left(0, r_{0}\right]$, and increasing on $\left[r_{0}, 1\right)$, with $G\left(0^{+}\right)=R(a) / 2$ and $G\left(1^{-}\right)=\infty$. Moreover, $G$ is neither concave nor convex on $(0,1)$ in this case.
Remark 1. 1. It should be indicated that in addition to (1.7), there is a classical infinite-product representation [BB, Formula (2.5.15), p. 52]

$$
\begin{equation*}
\exp (\mu(r)+\log r)=4 \sqrt{r^{\prime}} \prod_{n=1}^{\infty}\left(\frac{a_{n}}{b_{n}}\right)^{3 / 2^{n+1}} \tag{1.18}
\end{equation*}
$$

for $r \in(0,1)$, where

$$
a_{0}=1, \quad b_{0}=r^{\prime}, \quad a_{n}=\left(a_{n-1}+b_{n-1}\right) / 2 \quad \text { and } \quad b_{n}=\sqrt{a_{n-1} b_{n-1}}
$$

for $n \in \mathbf{N}$. However, as we can see, it is more convenient for one to use (1.11) to obtain some properties of $\mu(r)$ and some other related special functions such as $\varphi_{K}(r)$ than to use (1.18). For example, from (1.11) we get

$$
\begin{equation*}
\mu(r)-\text { arth } r^{\prime}=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \log \left(1+r_{n}\right) \tag{1.19}
\end{equation*}
$$

It is well known that as a function of $r, \varphi_{K}(r)$ is strictly concave on $(0,1)$ if $K>1$ (cf. [AVV2, Exercises 10.18(9)]). Clearly, $r^{\prime}$ is concave on $(0,1)$, and $\log x$ is strictly increasing and concave on $(0, \infty)$. Hence, the right side of (1.19) is a sum of strictly decreasing and concave functions of $r$ on $(0,1)$ (cf. [AQV, Lemma 2.1(1)]), so that as we know, $\mu(r)-a r t h r^{\prime}$ is strictly decreasing and concave from $(0,1)$ onto $(0, \log 2)$.
2. In the special case when $a=1 / 2$, the results in Theorems $1.2,1.3$, and 1.4 can be found in [AVV2] and in references therein.
3. Several known results for $\mu(r)$ have been generalized to $\mu_{a}(r)$ in [BPV] and [QVu2].
4. The inequality (1.14) has been proved by two different methods in [BPV, Theorem 1.5] and [QVu2, Theorem 1.18(1)]. In Theorem 1.3 item 2, we use a new method to obtain a more general inequality (1.13). We observe that (1.14) is the second part of [AVV1, Open Problem 10, p. 80].
5. The results in Theorems 1.1, 1.2, 1.3 and 1.4 enable us to show some properties of the solution of the generalized modular equation (1.6)

$$
\begin{equation*}
s=\varphi_{1 / p}^{a}(r) \equiv \mu_{a}^{-1}\left(p \mu_{a}(r)\right) \tag{1.20}
\end{equation*}
$$

These and some other applications will appear in a separate paper [AQVV].
2. Some properties of $\boldsymbol{F}(\boldsymbol{a}, \boldsymbol{b} ; \boldsymbol{c} ; \boldsymbol{x})$. In this section, we study some monotonicity properties of the function $F(a, b ; c ; x)$ and certain of its combinations. These are needed in the proofs of the main theorems stated in section 1. But first, we recall some known results for the function $F(a, b ; c ; x)$, which will be frequently used in what follows.

It is well known that the properties of the hypergeometric functions are closely related to those of the gamma function $\Gamma(x)$, the psi function $\Psi(x)$, and the beta function $B(x, y)$. For positive numbers $x$ and $y$, these functions are defined by

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} e^{-t} t^{x-1} d t, \quad \Psi(x)=\frac{\Gamma^{\prime}(x)}{\Gamma(x)}, \quad B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \tag{2.1}
\end{equation*}
$$

respectively (cf. [WW]). It is well known that the gamma function satisfies the difference equation [WW, p. 237]

$$
\begin{equation*}
\Gamma(x+1)=x \Gamma(x) \tag{2.2}
\end{equation*}
$$

if $x$ is not a nonpositive integer and has the so-called reflection property [WW, p. 239]

$$
\begin{equation*}
\Gamma(x) \Gamma(1-x)=\frac{\pi}{\sin \pi x}=B(x, 1-x) \tag{2.3}
\end{equation*}
$$

if $x$ is not an integer. From (2.2), it follows that [AS, 6.3.6]

$$
\begin{equation*}
\Psi(x+n)=\sum_{k=1}^{n} \frac{1}{x+n-k}+\Psi(x) \tag{2.4}
\end{equation*}
$$

for $n \in \mathbf{N}$. We shall also need the function

$$
\begin{equation*}
R(a, b)=-2 \gamma-\Psi(a)-\Psi(b), R(1 / 2,1 / 2)=\log 16 \tag{2.5}
\end{equation*}
$$

where $\gamma$ is the Euler-Mascheroni constant defined by

$$
\begin{equation*}
\gamma=\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \frac{1}{k}-\log n\right)=0.577215 \ldots \tag{2.6}
\end{equation*}
$$

By [QVu2, Lemma 2.14(2)], for $a \in(0,1 / 2]$,

$$
\begin{equation*}
R(a) \equiv R(a, 1-a) \geq A[(1 / 2)-a]^{2}+\log 16 \tag{2.7}
\end{equation*}
$$

with equality if and only if $a=1 / 2$, where $A=14 \zeta(3)=16.82879 \ldots$ and $\zeta(x)$ is the Riemann zeta function.

Two of the important tools we shall need in our work are Ramanujan's asymptotic formula (see [Ask1], [Be2], and [E])

$$
\begin{equation*}
B(a, b) F(a, b ; a+b ; r)+\log (1-r)=R(a, b)+\mathrm{O}((1-r) \log (1-r)) \tag{2.8}
\end{equation*}
$$

(for $a, b \in(0, \infty))$ as $r$ tends to 1 , which is a special case of [AS, 15.3.10], and the following Ramanujan's derivative formula [Be2, Corollary, p. 86]

$$
\begin{equation*}
\frac{d}{d x}\left[\frac{F(a, 1-a ; 1 ; 1-x)}{F(a, 1-a ; 1 ; x)}\right]=-\frac{\sin \pi a}{\pi x(1-x) F(a, 1-a ; 1 ; x)^{2}} \tag{2.9}
\end{equation*}
$$

for $a, x \in(0,1)$. From (2.9) we immediately get the derivative of $\mu_{a}(r)$ with respect to $r$ : For $a, r \in(0,1)$,

$$
\begin{equation*}
\frac{d \mu_{a}(r)}{d r}=-\frac{1}{r r^{\prime 2} F\left(a, 1-a ; 1 ; r^{2}\right)^{2}} \tag{2.10}
\end{equation*}
$$

By (1.1) we have

$$
\begin{equation*}
\frac{d}{d x} F(a, b ; c ; x)=\frac{a b}{c} F(a+1, b+1 ; c+1 ; x) . \tag{2.11}
\end{equation*}
$$

It follows from (2.9) and (2.11) that

$$
\begin{gather*}
F(1+a, 2-a ; 2 ; 1-x) F(a, 1-a ; 1 ; x)  \tag{2.12}\\
+F(1+a, 2-a ; 2 ; x) F(a, 1-a ; 1 ; 1-x)=\frac{\sin \pi a}{\pi a(1-a) x(1-x)}
\end{gather*}
$$

for $a, x \in(0,1)$.
Other important tools in the rest of this paper are the following Landen inequalities.

Theorem 2.1 (see [QVu1, Theorem 1.9(1)]). For $a, b \in(0,1)$ with $c=a+b \leq 1$ ( $<1$, respectively), the function

$$
f(r) \equiv(1+r) F\left(a, b ; c ; r^{2}\right)-F\left(a, b ; c ; 4 r /(1+r)^{2}\right)
$$

is increasing (strictly, respectively) from $(0,1)$ onto $(0,[R(a, b)-\log 16] / B(a, b))$. In particular, for all $a, b, r \in(0,1)$ with $c=a+b \leq 1$,

$$
\left\{\begin{array}{l}
F\left(a, b ; c ;\left(\frac{2 \sqrt{r}}{1+r}\right)^{2}\right) \leq(1+r) F\left(a, b ; c ; r^{2}\right)  \tag{2.13}\\
\leq F\left(a, b ; c ;\left(\frac{2 \sqrt{r}}{1+r}\right)^{2}\right)+\frac{1}{B(a, b)}[R(a, b)-\log 16]
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\frac{1+r}{2} F\left(a, b ; c ; 1-r^{2}\right) \leq F\left(a, b ; c ;\left(\frac{1-r}{1+r}\right)^{2}\right)  \tag{2.14}\\
\leq \frac{1+r}{2}\left\{F\left(a, b ; c ; 1-r^{2}\right)+\frac{1}{B(a, b)}[R(a, b)-\log 16]\right\}
\end{array}\right.
$$

with equality in each instance if and only if $a=b=1 / 2$.
In what follows, we let

$$
\begin{equation*}
m_{a}(r) \equiv \frac{\pi}{2 \sin \pi a} r^{\prime 2} F\left(a, 1-a ; 1 ; r^{2}\right) F\left(a, 1-a ; 1 ; r^{\prime 2}\right) \tag{2.15}
\end{equation*}
$$

for $a \in(0,1 / 2]$ and $r \in(0,1)$. This function is the counterpart of the function

$$
\begin{equation*}
m(r) \equiv \frac{2}{\pi} r^{\prime 2} \mathcal{K}(r) \mathcal{K}^{\prime}(r), \quad 0<r<1 \tag{2.16}
\end{equation*}
$$

which plays an important role in the study of the distortion functions in quasiconformal theory (cf. [AVV2] and [Hü]). Clearly, $m_{1 / 2}(r) \equiv m(r)$. As we shall see, the function $m_{a}(r)$ has applications in the study of $F(a, b ; c ; x), \mu_{a}(r)$, and the solution $s=\varphi_{1 / p}^{a}(r)$ (see (1.20)) of the generalized modular equation (1.6). We first obtain the derivative formula for $m_{a}(r)$.

Lemma 2.2. For $a \in(0,1 / 2]$, and $r \in(0,1)$,

$$
\begin{align*}
m_{a}^{\prime}(r)= & -\frac{1}{r}-\frac{\pi r}{\sin \pi a} F\left(a, 1-a ; 1 ; r^{2}\right)\left[F\left(a, 1-a ; 1 ; r^{2}\right)\right.  \tag{2.17}\\
& \left.-2 a(1-a) F\left(a, 1-a ; 2 ; r^{2}\right)\right]
\end{align*}
$$

In particular, for $r \in(0,1)$,

$$
\begin{equation*}
m^{\prime}(r)=-\frac{1}{r}-\frac{4}{\pi r} \mathcal{K}^{\prime}(r)[\mathcal{K}(r)-\mathcal{E}(r)]=\frac{1}{r}\left[1-\frac{4}{\pi} \mathcal{K}(r) \mathcal{E}^{\prime}(r)\right] . \tag{2.18}
\end{equation*}
$$

Proof. By differentiation, (2.11), and (2.12), we get

$$
\begin{align*}
m_{a}^{\prime}(r)= & -\frac{1}{r}-\frac{\pi r}{\sin \pi a} F\left(a, 1-a ; 1 ; r^{2}\right)\left[F\left(a, 1-a ; 1 ; r^{2}\right)\right.  \tag{2.19}\\
& \left.-2 a(1-a) r^{\prime 2} F\left(a+1,2-a ; 2 ; r^{2}\right)\right]
\end{align*}
$$

Hence, (2.17) follows from [R, Theorem 21, p. 60] and (2.19).

From (1.2), (2.11), and (2.19), we obtain

$$
\begin{aligned}
m^{\prime}(r) & =-\frac{1}{r}-\frac{4}{\pi} r \mathcal{K}^{\prime}(r)\left[\mathcal{K}(r)-\frac{\pi}{4} r^{\prime 2} F\left(\frac{3}{2}, \frac{3}{2} ; 2 ; r^{2}\right)\right] \\
& =-\frac{1}{r}-\frac{4}{\pi} r \mathcal{K}^{\prime}(r)\left[\mathcal{K}(r)-\frac{r^{\prime 2}}{r} \frac{d \mathcal{K}(r)}{d r}\right]
\end{aligned}
$$

Hence, (2.18) follows from the well-known derivative formula for $\mathcal{K}(r)$ and the Legendre relation [BF, 110.10].

It is well known that the function $f(r) \equiv \mathcal{K}(r) / \log \left(4 / r^{\prime}\right)$ is strictly decreasing from $[0,1)$ onto $(1, \pi / \log 16]$ (cf. [AVV2, Theorem 3.21(10)] and [QVa, Theorem 1.4]). The next result provides an analogue of this property for $F(a, b ; a+b ; x)$.

Theorem 2.3. Let $a, b \in(0, \infty)$ with $c=a+b$. Then the function

$$
f(x) \equiv F(a, b ; c ; x) /[R(a, b)-\log (1-x)]
$$

is strictly decreasing from $[0,1)$ onto $(1 / B(a, b), 1 / R(a, b)]$. In particular, $\mathcal{K}(r) / \log \left(4 / r^{\prime}\right)$ is strictly decreasing from $[0,1)$ onto $(1, \pi / \log 16]$.

Proof. Clearly, $f(0)=1 / R(a, b)$. Since

$$
\begin{equation*}
F\left(a_{1}, b_{1} ; c_{1} ; 1\right)=\frac{\Gamma\left(c_{1}\right) \Gamma\left(c_{1}-a_{1}-b_{1}\right)}{\Gamma\left(c_{1}-a_{1}\right) \Gamma\left(c_{1}-b_{1}\right)} \tag{2.20}
\end{equation*}
$$

if $c_{1}>a_{1}+b_{1}$ and if $c_{1} \neq 0,-1,-2, \ldots$ (see [AS, 15.1.20, p. 213] or [R, Theorem 18, p. 49]), by l'Hôpital's rule, [R, Theorem 21, p. 60], and by (2.2), we obtain

$$
\begin{aligned}
f\left(1^{-}\right) & =\frac{a b}{c} \lim _{x \rightarrow 1^{-}}(1-x) F(a+1, b+1 ; c+1 ; x) \\
& =\frac{a b}{c} F(a, b ; c+1 ; 1)=\frac{a b \Gamma(c+1) \Gamma(1)}{c \Gamma(a+1) \Gamma(b+1)}=\frac{1}{B(a, b)} .
\end{aligned}
$$

Next, by differentiation, (2.11), and [R, Theorem 21, p. 60], we get

$$
\begin{equation*}
f^{\prime}(x)=\frac{F(a, b ; c+1 ; x)}{(1-x)[R(a, b)-\log (1-x)]^{2}} f_{1}(x) \tag{2.21}
\end{equation*}
$$

where

$$
f_{1}(x)=\frac{a b}{c}[R(a, b)-\log (1-x)]-\frac{F(a, b ; c ; x)}{F(a, b ; c+1 ; x)} .
$$

Clearly, $f_{1}(0)=[a b R(a, b) / c]-1$, and $(1-x)[R(a, b)-\log (1-x)]^{2}$ is strictly decreasing in $x$ on $(0,1)$ by $(2.7)$. By $(2.20)$ and $(2.2)$, it holds that

$$
\begin{equation*}
F(a, b ; c+1 ; 1)=c /[a b B(a, b)] . \tag{2.22}
\end{equation*}
$$

By l'Hôpital's rule, we have

$$
\begin{align*}
\lim _{x \rightarrow 1^{-}} & \frac{1}{\sqrt{1-x}}\left[\frac{a b}{c} B(a, b) F(a, b ; c+1 ; x)-1\right]  \tag{2.23}\\
& =-2 \frac{(a b)^{2} B(a, b)}{c(c+1)} \lim _{x \rightarrow 1^{-}} \sqrt{1-x} F(a+1, b+1 ; c+2 ; x)=0
\end{align*}
$$

It follows from (2.8), (2.22), and (2.23) that

$$
\begin{gathered}
f_{1}\left(1^{-}\right)=\lim _{x \rightarrow 1^{-}} \frac{1}{F(a, b ; c+1 ; x)}\left\{\frac{a b}{c}[R(a, b)-\log (1-x)\right. \\
\left.-B(a, b) F(a, b ; c ; x)] F(a, b ; c+1 ; x)+F(a, b ; c ; x)\left[\frac{a b}{c} B(a, b) F(a, b ; c+1 ; x)-1\right]\right\} \\
=\frac{1}{F(a, b ; c+1 ; 1)} \lim _{x \rightarrow 1^{-}}\left\{\sqrt{1-x} F(a, b ; c ; x) \cdot \frac{[a b B(a, b) F(a, b ; c+1 ; x) / c]-1}{\sqrt{1-x}}\right\}=0
\end{gathered}
$$

Again we use the formula $F(a, b ; a+b+1 ; z)=(1-z) F(a+1, b+1 ; a+b+1 ; z)$ from [R, Theorem 21, p. 60], and because $c=a+b$ we obtain

$$
\begin{aligned}
f_{1}^{\prime}(x)= & \frac{a b}{c(1-x)}-\frac{1}{F(a, b ; c+1 ; x)^{2}}\left[\frac{a b}{c} F(a+1, b+1 ; c+1 ; x) F(a, b ; c+1 ; x)\right. \\
& \left.\quad-\frac{a b}{c+1} F(a, b ; c ; x) F(a+1, b+1 ; c+2 ; x)\right] \\
= & \frac{a b}{c+1} \frac{F(a, b ; c ; x) F(a+1, b+1 ; c+2 ; x)}{F(a, b ; c+1 ; x)^{2}}>0
\end{aligned}
$$

Hence $f_{1}$ is strictly increasing from $(0,1)$ onto ( $\left.[a b R(a, b) / c]-1,0\right)$, and the monotonicity of $f$ follows from (2.21).

Take $a=b=1 / 2$. Then $R(a, b)=\log 16$ by $(2.7), B(a, b)=\pi$ by (2.3), and hence, the second conclusion follows.

Lemma 2.4. Let $a \in(0,1 / 2]$. Then the function $f(x) \equiv(2-x) F(a, 1-a ; 1 ; x)^{2}-2$ is strictly increasing and convex from $(0,1)$ onto $(0, \infty)$ if and only if $a=1 / 2$. If $a \in(0,1 / 2)$, then there exists a unique $x_{0} \in(0,1)$ such that $f$ is strictly decreasing on $\left(0, x_{0}\right]$, and increasing on $\left[x_{0}, 1\right)$, so that $f^{\prime}$ has a unique zero on $(0,1)$.

Proof. Clearly, $f(0)=0$ and $f\left(1^{-}\right)=\infty$. Differentiation gives

$$
\begin{equation*}
f^{\prime}(x)=F(a, 1-a ; 1 ; x) g(x) \tag{2.24}
\end{equation*}
$$

where

$$
g(x)=2 a(1-a)(2-x) F(a+1,2-a ; 2 ; x)-F(a, 1-a ; 1 ; x)
$$

Using the series expansion of $F(a, b ; c ; x)$, we get

$$
\begin{aligned}
g(x)= & 4 \sum_{n=0}^{\infty} \frac{(a, n+1)(1-a, n+1)}{(n+1)!n!} x^{n} \\
& -2 \sum_{n=0}^{\infty} \frac{n(a, n)(1-a, n)}{(n!)^{2}} x^{n}-\sum_{n=0}^{\infty} \frac{(a, n)(1-a, n)}{(n!)^{2}} x^{n} \\
= & \sum_{n=0}^{\infty} \frac{(a, n)(1-a, n)}{(n+1)!n!}\left[2 n^{2}+n+4 a(1-a)-1\right] x^{n}
\end{aligned}
$$

Since $2 n^{2}+n+4 a(1-a)-1>0$ for all $n \in \mathbf{N}$, we see that $g$ is strictly increasing on $(0,1)$. Clearly, $g(0)=4 a(1-a)-1=-(2 a-1)^{2}$. By [R, Theorem 21, p. 60] and (2.22), we find
$g\left(1^{-}\right)=\lim _{x \rightarrow 1^{-}} \frac{1}{1-x}[2 a(1-a)(2-x) F(a, 1-a ; 2 ; x)-(1-x) F(a, 1-a ; 1 ; x)]=\infty$.

Hence, the result follows from (2.24).
We now prove some properties of the function $m_{a}(r)$ defined by (2.15).
Theorem 2.5. Let $a \in(0,1 / 2$ ], and $C=R(a) / 2$. Then we have the following conclusions:

1. The function $f(r) \equiv m_{a}(r)+\log r$ is strictly decreasing and concave from $(0,1)$ onto $(0, C)$. In particular, for all $a \in(0,1 / 2]$ and $r \in(0,1)$,

$$
\begin{equation*}
C(1-r)<m_{a}(r)+\log r<C \tag{2.25}
\end{equation*}
$$

2. The function $g(r) \equiv\left\{C-\left[m_{a}(r)+\log r\right]\right\} / r$ is strictly increasing from $(0,1)$ onto $(0, C)$.
3. The function $h(r) \equiv m_{a}(r) / \log (1 / r)$ is strictly increasing from $(0,1)$ onto $(1, \infty)$.
4. For any fixed $t \in(0,1)$, the function $G(r) \equiv m_{a}(r t)-m_{a}(r)$ is strictly increasing from $(0,1)$ onto $\left(-\log t, m_{a}(t)\right)$. In particular, for all $a \in(0,1 / 2]$ and $r, t \in(0,1)$,

$$
\begin{equation*}
m_{a}(r)-\log r<m_{a}\left(r^{2}\right)<2 m_{a}(r) \tag{2.27}
\end{equation*}
$$

Proof. 1. It follows from (2.17) that

$$
\begin{equation*}
-\frac{\sin \pi a}{\pi} f^{\prime}(r)=f_{1}(r) f_{2}(r) \equiv f_{3}(r) \tag{2.28}
\end{equation*}
$$

where
$f_{1}(r)=r F\left(a, 1-a ; 1 ;{r^{\prime}}^{2}\right) \quad$ and $\quad f_{2}(r)=F\left(a, 1-a ; 1 ; r^{2}\right)-2 a(1-a) F\left(a, 1-a ; 2 ; r^{2}\right)$.
Clearly, $f_{2}(0)=1-2 a(1-a)=a^{2}+(1-a)^{2}$. By (2.22), we see that $f_{2}\left(1^{-}\right)=\infty$. Using the series expansion of $F(a, b ; c ; x)$, we get

$$
f_{2}(r)=\sum_{n=0}^{\infty} \frac{(a, n)(1-a, n)}{(n+1)!n!}\left[n+a^{2}+(1-a)^{2}\right] r^{2 n}
$$

from which it can be easily seen that $f_{2}$ is strictly increasing from $(0,1)$ onto $\left(a^{2}+\right.$ $\left.(1-a)^{2}, \infty\right)$. Hence, by [QVu2, Lemma $\left.2.15(1)\right], f_{3}$ is a product of two positive and strictly increasing functions on $(0,1)$ so that the monotonicity and concavity of $f$ follows from (2.28).

The limiting value $f\left(1^{-}\right)=0$ is clear. It follows from (2.8) and (2.3) that

$$
\begin{aligned}
f\left(0^{+}\right)= & \frac{1}{2} \lim _{r \rightarrow 0^{+}}\left[B(a, 1-a) r^{\prime 2} F\left(a, 1-a ; 1 ; r^{2}\right) F\left(a, 1-a ; 1 ; r^{\prime 2}\right)+\log r^{2}\right] \\
= & \frac{1}{2} \lim _{r \rightarrow 0^{+}}\left\{\left[B(a, 1-a) F\left(a, 1-a ; 1 ;{r^{\prime}}^{2}\right)+\log r^{2}\right]\right. \\
& \left.+B(a, 1-a) r^{2} F\left(a, 1-a ; 1 ; r^{\prime 2}\right) \cdot \frac{r^{\prime 2} F\left(a, 1-a ; 1 ; r^{2}\right)-1}{r^{2}}\right\} \\
= & \frac{1}{2} R(a, 1-a)=\frac{1}{2} R(a)=C,
\end{aligned}
$$

since by l'Hôpital's rule

$$
\lim _{r \rightarrow 0^{+}} \frac{1}{r^{2}}\left[r^{2} F\left(a, 1-a ; 1 ; r^{2}\right)-1\right]=a(1-a)-1
$$

The double inequality (2.25) is clear.
2. Let $g_{1}(r)=C-\left[m_{a}(r)+\log r\right]=C-f(r)$ and $g_{2}(r)=r$. Then $g_{1}\left(0^{+}\right)=$ $g_{2}(0)=0$, and

$$
g_{1}^{\prime}(r) / g_{2}^{\prime}(r)=-f^{\prime}(r),
$$

which is strictly increasing on $(0,1)$ by part 1 . Hence, the monotonicity of $g$ follows from the monotone version of l'Hôpital's rule [AVV2, Theorem 1.24].

Clearly, $g\left(1^{-}\right)=R(a) / 2$. By l'Hôpital's rule and (2.28), $g\left(0^{+}\right)=-f^{\prime}\left(0^{+}\right)=0$.
3. By (2.22), (2.3), [R, Theorem 21, p. 60], and l'Hôpital's rule, we have

$$
h\left(0^{+}\right)=\frac{\pi}{2 \sin \pi a} \lim _{r \rightarrow 0^{+}} \frac{F\left(a, 1-a ; 1 ; r^{\prime 2}\right)}{\log (1 / r)}=\frac{a(1-a) \pi}{\sin \pi a} F(a, 1-a ; 2 ; 1)=1 .
$$

Since $\lim _{r \rightarrow 1} r^{\prime 2} / \log (1 / r)=2$, we see that $h\left(1^{-}\right)=\infty$.
Next, let $h_{1}(r)=\log (1 / r)$. Then $m_{a}\left(1^{-}\right)=h_{1}(1)=0$, and by (2.17),

$$
\frac{m_{a}^{\prime}(r)}{h_{1}^{\prime}(r)}=1+\frac{\pi}{\sin \pi a} r f_{1}(r) f_{2}(r) \equiv h_{2}(r)
$$

where $f_{1}$ and $f_{2}$ are as in (2.28). From the proof of part 1 , we see that $h_{2}$ is strictly increasing on $(0,1)$, and hence, so is $h$ by [AVV2, Theorem 1.24].
4. Let $x=r t$. Then $x<r$, and

$$
r G^{\prime}(r)=x m_{a}^{\prime}(x)-r m_{a}^{\prime}(r)=G_{1}(r)=x f^{\prime}(x)-r f^{\prime}(r)
$$

where $f$ is as in part 1. From the proof of part 1 , we see that $u f^{\prime}(u)$ is strictly decreasing on $(0,1)$. Hence, $G_{1}(r)>0$ for all $r \in(0,1)$ so that the monotonicity of $G$ follows.

Clearly, $G\left(1^{-}\right)=m_{a}(t)$. Since

$$
G(r)=\left[m_{a}(x)+\log x\right]-\left[m_{a}(r)+\log r\right]-\log t
$$

it follows from part 1 that $G\left(0^{+}\right)=-\log t$.
The inequalities in (2.26) and (2.27) are clear.
Remark 2. For $a=1 / 2$, parts $1-3$ of Theorem 2.5 reduce to corresponding wellknown results for the function $m(r)$ (cf. [AVV2, Theorem 3.30 parts 1, 2, and 4]).
3. Proofs of the main theorems. In this section, we prove the results stated in section 1.
3.1. Proof of Theorem 1.1. Consider the function

$$
\begin{equation*}
f(r) \equiv \mu_{a}(r)-a r t h r^{\prime}=\mu_{a}(r)+\log r-\log \left(1+r^{\prime}\right) \tag{3.1}
\end{equation*}
$$

for $a \in(0,1 / 2$ ] and $r \in(0,1)$. In [QVu2, Theorem 1.23(1)], it was shown that $f$ is strictly decreasing and concave from $(0,1)$ onto $(0,[R(a)-\log 4] / 2)$.

Let $r_{1}=\varphi_{2}\left(r^{\prime}\right)$. Then by [AVV2, Theorem 10.5(4)], $r_{1}=2 \sqrt{r^{\prime}} /\left(1+r^{\prime}\right), r^{\prime}=$ $\varphi_{1 / 2}\left(r_{1}\right)=\left(1-r_{1}^{\prime}\right) /\left(1+r_{1}^{\prime}\right)$ and $r=\varphi_{2}\left(r_{1}^{\prime}\right)=2 \sqrt{r_{1}^{\prime}} /\left(1+r_{1}^{\prime}\right)$ so that

$$
\begin{equation*}
f(r)=\mu_{a}\left(\frac{2 \sqrt{r_{1}^{\prime}}}{1+r_{1}^{\prime}}\right)-\frac{1}{2} \log \frac{1+\varphi_{1 / 2}\left(r_{1}\right)}{1-\varphi_{1 / 2}\left(r_{1}\right)}=\mu_{a}\left(\frac{2 \sqrt{r_{1}^{\prime}}}{1+r_{1}^{\prime}}\right)+\frac{1}{2} \log r_{1}^{\prime} \tag{3.2}
\end{equation*}
$$

Let $g(x)=2 \mu_{a}(2 \sqrt{x} /(1+x))-\mu_{a}(x)$ for $x \in(0,1)$ and $a \in(0,1 / 2]$. Then (3.2) can be written as

$$
f(r)-\frac{1}{2} \log r_{1}^{\prime}-\frac{1}{2} \text { arth } r_{1}=\frac{1}{2}\left[g\left(r_{1}^{\prime}\right)+f\left(r_{1}^{\prime}\right)\right]
$$

that is

$$
\begin{equation*}
f(r)-\frac{1}{2} \log \left(1+r_{1}\right)=\frac{1}{2}\left[g\left(r_{1}^{\prime}\right)+f\left(r_{1}^{\prime}\right)\right] . \tag{3.3}
\end{equation*}
$$

Similarly, putting $r_{2}=\varphi_{2}\left(r_{1}\right)=\varphi_{4}\left(r^{\prime}\right)$, we get

$$
f\left(r_{1}^{\prime}\right)-\frac{1}{2} \log \left(1+r_{2}\right)=\frac{1}{2}\left[g\left(r_{2}^{\prime}\right)+f\left(r_{2}^{\prime}\right)\right]
$$

and hence, by (3.3),

$$
f(r)-\frac{1}{2} \log \left(1+r_{1}\right)-\frac{1}{4} \log \left(1+r_{2}\right)=\frac{1}{2} g\left(r_{1}^{\prime}\right)+\frac{1}{4} g\left(r_{2}^{\prime}\right)+\frac{1}{4} f\left(r_{2}^{\prime}\right) .
$$

Generally, assuming

$$
\begin{equation*}
f(r)-\sum_{k=1}^{n-1} \frac{1}{2^{k}} \log \left(1+r_{k}\right)=\sum_{k=1}^{n-1} \frac{1}{2^{k}} g\left(r_{k}^{\prime}\right)+\frac{1}{2^{n-1}} f\left(r_{n-1}^{\prime}\right) \tag{3.4}
\end{equation*}
$$

for $n \in \mathbf{N}$ and $n \geq 2$, we let $r_{n}=\varphi_{2}\left(r_{n-1}\right)=\varphi_{2^{n}}\left(r^{\prime}\right)$, and from (3.4) it follows that

$$
\begin{equation*}
f(r)-\sum_{k=1}^{n} \frac{1}{2^{k}} \log \left(1+r_{k}\right)=\sum_{k=1}^{n} \frac{1}{2^{k}} g\left(r_{k}^{\prime}\right)+\frac{1}{2^{n}} f\left(r_{n}^{\prime}\right) . \tag{3.5}
\end{equation*}
$$

Hence, by induction, (3.5) holds for all $n \in \mathbf{N}, a \in(0,1 / 2]$, and $r \in(0,1)$.
It follows from (3.5), Theorem 2.1, and [QVu2, Theorems 1.14(1) and 1.23(1)] that

$$
\begin{aligned}
\frac{1}{2^{n+1}}[R(a)-\log 4]\left(1-r_{n}^{\prime}\right) & <f(r)-\sum_{k=1}^{n} \frac{1}{2^{k}} \log \left(1+r_{k}\right) \\
& <\frac{1}{2}[R(a)-\log 16] \sum_{k=1}^{n} \frac{1}{2^{k}}+\frac{1}{2^{n}}\left[\frac{1}{2} R(a)-\log 2\right] \\
& =\frac{1}{2}[R(a)-\log 16]\left(1-\frac{1}{2^{n}}\right)+\frac{1}{2^{n}}\left[\frac{1}{2} R(a)-\log 2\right] \\
& =\frac{1}{2}[R(a)-\log 16]+\frac{1}{2^{n}} \log 4 .
\end{aligned}
$$

Letting $n \rightarrow \infty$, we get

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{1}{2^{k}} \log \left(1+r_{k}\right) \leq f(r) \leq \sum_{k=1}^{\infty} \frac{1}{2^{k}} \log \left(1+r_{k}\right)+\frac{1}{2}[R(a)-\log 16] \tag{3.6}
\end{equation*}
$$

The double inequality (1.10) now follows from (3.1) and (3.6). Equality (1.11) follows immediately, if we set $a=1 / 2$ in (1.10) and apply (2.7).

If $a \in(0,1 / 2)$, then by (2.7) and (1.11), the first equality in (1.10) cannot hold since as a function of $a, \mu_{a}(r)$ is strictly decreasing from $(0,1 / 2]$ onto $[\mu(r), \infty)$ by [QVu2, Theorem 1.22]. Suppose that the second equality in (1.10) holds for some $a \in(0,1 / 2)$ and for all $r \in(0,1)$. Then it follows from (1.10) and (1.11) that

$$
\begin{equation*}
\mu_{a}(r)=\mu(r)+\frac{1}{2}[R(a)-\log 16] \tag{3.7}
\end{equation*}
$$

Letting $r \rightarrow 1^{-}$in (3.7), we obtain

$$
R(a) \equiv \log 16, \quad 0<a<1 / 2
$$

This is a contradiction since $R(a)=\log 16$ if and only if $a=1 / 2$ (see the equality case of (2.7)). Consequently, the equality holds in (1.10).

The next result follows immediately from Theorem 1.1.
Corollary 3.1. For $a \in(0,1 / 2]$ and $r \in(0,1)$,

$$
\begin{equation*}
\mu(r) \leq \mu_{a}(r) \leq \mu(r)+\frac{1}{2}(R(a)-\log 16) \tag{3.8}
\end{equation*}
$$

with equality if and only if $a=1 / 2$.
3.2. Proof of Theorem 1.2. 1. First we observe that $f(r)$ can be rewritten as

$$
\begin{equation*}
f(r)=\frac{m_{a}(r)}{\log (1 / r)} \cdot \frac{1}{r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)^{2}} \tag{3.9}
\end{equation*}
$$

Since $r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)$ is strictly decreasing in $r$ from $(0,1)$ onto $(0,1)$ by [ABRVV, Theorem 1.7], the right side of (3.9) is a product of two positive and strictly increasing functions on $(0,1)$ by Theorem 2.5 , part 3 . Hence, part 1 follows.
2. The monotonicity and the limiting values of $g$ follows from part 1 . In order to prove the convexity of $g$, we let $x=1 / r$ for $r \in(1, \infty)$. Then, by differentiation and (2.10), we obtain

$$
\begin{align*}
g^{\prime}(r) & =-g_{1}(x) \equiv \frac{x}{[\log (1 / x)]^{2}}\left\{\frac{\log (1 / x)}{\left[x^{\prime} F\left(a, 1-a ; 1 ; x^{2}\right)\right]^{2}}-\mu_{a}(x)\right\}  \tag{3.10}\\
& =-\frac{x}{\log (1 / x)} \cdot \frac{1}{\left[x^{\prime} F\left(a, 1-a ; 1 ; x^{2}\right)\right]^{2}} \cdot\left[\frac{m_{a}(x)}{\log (1 / x)}-1\right]
\end{align*}
$$

Clearly, $x / \log (1 / x)$ is strictly increasing in $x$ on $(0,1)$. Since $x^{\prime} F\left(a, 1-a ; 1 ; x^{2}\right)$ is strictly decreasing in $x$ on $(0,1)$ by [ABRVV, Theorem 1.7], it follows from Theorem 2.5, part 3 that $g_{1}(x)$ is a product of three positive and strictly increasing functions of $x$ on $(0,1)$. Hence, $g_{1}$ is strictly decreasing in $r$ on $(1, \infty)$ so that $g^{\prime}$ is strictly increasing in $r$ on $(1, \infty)$, and the convexity of $g$ follows.

Next, using (3.10), we get

$$
\begin{align*}
G^{\prime}(r) & =-g^{\prime}(1 / r) / r^{2}=g_{1}(r) / r^{2}  \tag{3.11}\\
& =\frac{1}{\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{2}} \cdot \frac{m_{a}(r)+\log r}{r[\log (1 / r)]^{2}} \\
& =\frac{1}{r \log (1 / r)} \cdot \frac{1}{\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{2}} \cdot\left[\frac{m_{a}(r)}{\log (1 / r)}-1\right] .
\end{align*}
$$

By l'Hôpital's rule, Theorem 2.5, part 1, and (2.28),

$$
\lim _{r \rightarrow 0^{+}} \frac{\left[m_{a}(r)+\log r\right] / r}{[\log (1 / r)]^{2}}=\frac{1}{2} \lim _{r \rightarrow 0^{+}} \frac{\left[\pi r f_{3}(r) / \sin \pi a\right]+m_{a}(r)+\log r}{r \log (1 / r)}=\infty
$$

where $f_{3}$ is as in (2.28). Hence, from the third equality in (3.11) we see that $G^{\prime}\left(0^{+}\right)=$ $\infty$. On the other hand, it follows from the fourth equality in (3.11) and Theorem 2.5, part 3 that $G^{\prime}\left(1^{-}\right)=\infty$. Consequently, $G^{\prime}(r)$ is neither decreasing nor increasing on $(0,1)$, and the assertion about $G(r)$ follows.
3. By differentiation and (2.10), we obtain

$$
\begin{aligned}
-h^{\prime}(r)=h_{1}(r) \equiv & \frac{1}{\left\{[(R(a) / 2)+\log (1 / r)] r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right\}^{2}} \\
& \cdot \frac{[R(a) / 2]-\left[m_{a}(r)+\log r\right]}{r}
\end{aligned}
$$

Since $r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)$ is strictly decreasing from $(0,1)$ onto $(0,1)$ by [ABRVV, Theorem 1.7], by Theorem 2.5, part $2, h_{1}(r)$ is a product of two positive and strictly increasing functions on $(0,1)$. Hence, the monotonicity and concavity of $h$ follow.

Clearly, $h\left(1^{-}\right)=0$, while the limit $h\left(0^{+}\right)=1$ follows from part 1.
4. The function $H(r)$ can be written as

$$
\begin{equation*}
H(r)=\frac{\pi}{\sin \pi a} \frac{1}{\sqrt{r^{\prime}} F\left(a, 1-a ; 1 ; r^{2}\right)} \cdot \frac{F\left(a, 1-a ; 1 ; r^{\prime 2}\right)}{R(a)-\log r^{2}} \tag{3.12}
\end{equation*}
$$

Since $\sqrt{r^{\prime}} F\left(a, 1-a ; 1 ; r^{2}\right)=\sqrt[4]{1-r^{2}} F\left(a, 1-a ; 1 ; r^{2}\right)$ is strictly decreasing from $(0,1)$ onto ( 0,1 ) [ABRVV, Theorem 1.7], the result for $H$ follows from (3.12), Theorem 2.3, and (2.3).

The first and second inequalities in (1.12) follow from the monotonicity of $H$ and part 3 , respectively.
3.3. Proof of Theorem 1.3. 1. Put $x=e^{-r}$. Then $x \in(0,1)$, and by differentiation and (2.10), we get

$$
f^{\prime}(r)=\left[x^{\prime} F\left(a, 1-a ; 1 ; x^{2}\right)\right]^{-2}
$$

which is strictly decreasing in $r$ on $(0, \infty)$ by [ABRVV, Theorem 1.7]. Hence, the concavity of $f$ follows.

The inequalities (1.13), (1.14) and their equality case are clear.
2. This follows immediately from part 1.
3. Let $x=r t /\left(1+r^{\prime} t^{\prime}\right)$. Then $x<r t<r$ and

$$
\frac{d x}{d r}=\frac{t\left(r^{\prime}+t^{\prime}\right)}{r^{\prime}\left(1+r^{\prime} t^{\prime}\right)^{2}}=\frac{x x^{\prime}}{r r^{\prime}} .
$$

Differentiation and (2.10) give

$$
h^{\prime}(r)=\frac{x^{\prime} F\left(a, 1-a ; 1 ; x^{2}\right)^{2}-r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)^{2}}{r x^{\prime}\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right) F\left(a, 1-a ; 1 ; x^{2}\right)\right]^{2}}
$$

which is positive for all $r \in(0,1)$ since $r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)^{2}$ is strictly decreasing on $(0,1)$ by [ABRVV, Theorem 1.7] and since $x<r$. Hence the monotonicity of $h$ follows.

Clearly, $h\left(1^{-}\right)=\mu_{a}(t)$. It follows from [QVu2, Corollary 3.12] that
$h\left(0^{+}\right)=\lim _{r \rightarrow 0^{+}}\left\{\left[\mu_{a}(x)+\log x\right]-\left[\mu_{a}(r)+\log r\right]+\log \frac{1+r^{\prime} t^{\prime}}{t}\right\}=\log \frac{1+t^{\prime}}{t}=$ arth $t^{\prime}$.
The second and third inequalities in (1.16) are clear, while the first inequality in (1.16) follows from [QVu2, Theorem 1.23(1)].
4. Let $x=\sqrt{r}$. Then by differentiation, (1.5), (2.10), and (2.15), we get

$$
\frac{r}{2}\left[\frac{\pi}{\sin \pi a} r^{\prime} x^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right) F\left(a, 1-a ; 1 ; x^{\prime 2}\right)\right]^{2} G^{\prime}(r)=m_{a}(r)-2 m_{a}(x),
$$

which is negative for all $r \in(0,1)$ by $(2.27)$. This yields the monotonicity of $G$.
By (1.5) and (2.8), we have

$$
G\left(0^{+}\right)=\lim _{r \rightarrow 0^{+}} \frac{F\left(a, 1-a ; 1 ; r^{2}\right)}{F(a, 1-a ; 1 ; 1-r)}=\lim _{r \rightarrow 0^{+}} \frac{\log r^{2}}{\log r}=2
$$

and

$$
G\left(1^{-}\right)=\lim _{r \rightarrow 1^{-}} \frac{F(a, 1-a ; 1 ; r)}{F\left(a, 1-a ; 1 ; r^{2}\right)}=\lim _{r \rightarrow 1^{-}} \frac{\log (1-r)}{\log \left(1-r^{2}\right)}=1
$$

The double inequality (1.17) is clear.
3.4. Proof of Theorem 1.4. 1. Let $f_{1}(r)=r\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{2}$. Then by differentiation and [R, Theorem 21, p. 60],

$$
\left[F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{-1} f_{1}^{\prime}(r)=f_{3}(r) \equiv r^{\prime 2} F\left(a, 1-a ; 1 ; r^{2}\right)-2 r f_{2}(r)
$$

where $f_{2}$ is as in the proof of Theorem 2.5, part 1 . In the proof of Theorem 2.5, part 1 , we have shown that $f_{2}$ is strictly increasing from $(0,1)$ onto $\left(a^{2}+(1-a)^{2}, \infty\right)$. Hence, by [ABRVV, Theorem 1.7], $f_{3}$ is strictly decreasing from $(0,1)$ onto $(-\infty, 1)$, so that there exists a unique $r_{0} \in(0,1)$ such that $f_{1}$ is strictly increasing on $\left(0, r_{0}\right]$, and decreasing on $\left[r_{0}, 1\right)$ with range $\left(0, f_{1}\left(r_{0}\right)\right]$.

Next, by (2.10),

$$
\begin{equation*}
f^{\prime}(r)=-1 / f_{1}(r) \tag{3.13}
\end{equation*}
$$

which is strictly increasing on $\left(0, r_{0}\right]$, and decreasing on $\left[r_{0}, 1\right)$. This yields the assertion about $f$.

Let $f_{4}(r)=r\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{2}$, and

$$
f_{5}(r)=r^{\prime 2} F\left(a, 1-a ; 1 ; r^{2}\right)+2 a(1-a) r^{2} F\left(a, 1-a ; 2 ; r^{2}\right)
$$

Then by differentiation, (2.10), and [R, Theorem 21, p. 60], we get

$$
\begin{equation*}
\frac{d}{d r}\left(\frac{1}{f(r)}\right)=\left(\frac{2 \sin \pi a}{\pi}\right)^{2} \frac{1}{f_{4}(r)} \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[F\left(a, 1-a ; 1 ; r^{\prime 2}\right)\right]^{-1} f_{4}^{\prime}(r)=f_{6}(r) \equiv r^{\prime 2} F\left(a, 1-a ; 1 ; r^{\prime 2}\right)-2 f_{5}\left(r^{\prime}\right) \tag{3.15}
\end{equation*}
$$

Using the series expansion of $F(a, b ; c ; x)$, we obtain

$$
\begin{aligned}
f_{5}(r)= & \left(1-r^{2}\right) \sum_{n=0}^{\infty} \frac{(a, n)(1-a, n)}{(n!)^{2}} r^{2 n}+2 a(1-a) \sum_{n=0}^{\infty} \frac{(a, n)(1-a, n)}{(n+1)!n!} r^{2(n+1)} \\
= & \sum_{n=0}^{\infty} \frac{(a, n)(1-a, n)}{(n!)^{2}} r^{2 n}-\sum_{n=1}^{\infty} \frac{(a, n-1)(1-a, n-1)}{[(n-1)!]^{2}} r^{2 n} \\
& +2 a(1-a) \sum_{n=1}^{\infty} \frac{(a, n-1)(1-a, n-1) n}{(n!)^{2}} r^{2 n} \\
= & 1+\sum_{n=1}^{\infty} \frac{(a, n-1)(1-a, n-1)}{(n!)^{2}}\left\{a(1-a)-\left[a^{2}+(1-a)^{2}\right] n\right\} r^{2 n},
\end{aligned}
$$

which is strictly decreasing on $(0,1)$ since

$$
a(1-a)-\left[a^{2}+(1-a)^{2}\right] n \leq 3 a(1-a)-1<0
$$

for all $n \in \mathbf{N}$. Hence, $f_{6}$ is strictly decreasing on $(0,1)$. Clearly, $f_{6}\left(1^{-}\right)=-2$. By (2.22) and (2.3), $f_{5}\left(1^{-}\right)=(2 \sin \pi a) / \pi$ so that $f_{6}\left(0^{+}\right)=\infty$. Thus, there exists a unique $r_{1} \in(0,1)$ such that $f_{4}$ is strictly increasing on $\left(0, r_{1}\right]$ and decreasing on $\left[r_{1}, 1\right)$ with $f_{4}\left(0^{+}\right)=f_{4}\left(1^{-}\right)=0$. Consequently, the assertion about $1 / f(r)$ follows from (3.14).
2. Differentiation and (2.10) give

$$
g^{\prime}(r)=\frac{F\left(a, 1-a ; 1 ; r^{2}\right)+1}{\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{2}} \cdot \frac{F\left(a, 1-a ; 1 ; r^{2}\right)-1}{r}
$$

which is a product of two positive and strictly increasing functions on $(0,1)$ since by (1.1)

$$
\frac{1}{r}\left[F\left(a, 1-a ; 1 ; r^{2}\right)-1\right]=\sum_{n=1}^{\infty} \frac{(a, n)(1-a, n)}{(n!)^{2}} r^{2 n-1}
$$

and since $r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)$ is strictly decreasing on $(0,1)$ by [ABRVV, Theorem 1.7]. Hence, the monotonicity and convexity of $g$ follow.

The limiting values follow from [QVu2, Corollary 3.12].
3 . By differentiation and (2.10), we get

$$
-h^{\prime}(r)=\left[\frac{r}{r^{\prime}} \exp \left(\mu_{a}(r)\right)\right] \cdot \frac{1}{r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)^{2}} \cdot \frac{1-\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{2}}{r}
$$

which is a product of three positive and strictly increasing functions on $(0,1)$ by part 2 and [QVu2, Lemma 2.16 (2) \& (3)]. Hence the monotonicity and concavity of $h$ follow.

Clearly, $h\left(1^{-}\right)=1$. By part 2, we have $h\left(0^{+}\right)=\exp (R(a) / 2)$.
4. Differentiation gives

$$
\begin{equation*}
G^{\prime}(r)=\frac{\left(2-r^{2}\right) F\left(a, 1-a ; 1 ; r^{2}\right)^{2}-2}{2 r\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{2}} \tag{3.16}
\end{equation*}
$$

which is positive for all $r \in(0,1)$ if and only if $a=1 / 2$, by Lemma 2.4. Hence, part 4 i and the piecewise monotonicity stated in part 4iii of Theorem 1.4 follow from (3.16) and Lemma 2.4.

Next, let

$$
G_{1}(r)=\left[(2-r) F(a, 1-a ; 1 ; r)^{2}-2\right] / r, \quad G_{2}(r)=(2-r) F(a, 1-a ; 1 ; r)^{2}-2
$$

and $G_{3}(r)=r$. Then $G_{2}(0)=G_{3}(0)=0$, and by $(2.24)$,

$$
\begin{equation*}
G_{2}^{\prime}(r) / G_{3}^{\prime}(r)=F(a, 1-a ; 1 ; r) G_{4}(r) \tag{3.17}
\end{equation*}
$$

where

$$
G_{4}(r)=2 a(1-a)(2-r) F(a+1,2-a ; 2 ; r)-F(a, 1-a ; 1 ; r)
$$

It was proved in the proof of Lemma 2.4 that $G_{4}$ is strictly increasing from $(0,1)$ onto $\left(-(2 a-1)^{2}, \infty\right)$. Hence, if $a=1 / 2$, then by $(3.17), G_{2}^{\prime}(r) / G_{3}^{\prime}(r)$ is strictly increasing on $(0,1)$, and so is $G_{1}$ by [AVV2, Theorem 1.24] with $G_{1}\left(0^{+}\right)=G_{4}(0)=0$. Consequently, by (3.16) and [ABRVV, Theorem 1.7], $G^{\prime}$ is strictly increasing on $(0,1)$ if $a=1 / 2$, so that $G$ is convex on $(0,1)$.

Now suppose that $a \in(0,1 / 2)$. By (3.16), (2.24), [R, Theorem 21, p. 60], and by differentiation, we get

$$
\begin{align*}
& 2 r^{\prime 4} F\left(a, 1-a ; 1 ; r^{2}\right)^{3} G^{\prime \prime}(r)=G_{5}(r) \equiv 2\left[r^{\prime} F\left(a, 1-a ; 1 ; r^{2}\right)\right]^{2} G_{4}\left(r^{2}\right)  \tag{3.18}\\
& -G_{1}\left(r^{2}\right)\left[\left(1-3 r^{2}\right) F\left(a, 1-a ; 1 ; r^{2}\right)+4 a(1-a) r^{2} F\left(a, 1-a ; 2 ; r^{2}\right)\right]
\end{align*}
$$

Clearly, $G_{5}\left(1^{-}\right)=\infty$. It follows from (3.17), l'Hôpital's rule, and the discussion in the previous paragraph that

$$
G_{5}\left(0^{+}\right)=2 G_{4}(0)-G_{1}\left(0^{+}\right)=2 G_{4}(0)-G_{4}(0)=-(2 a-1)^{2}<0
$$

Therefore, by (3.18), $G^{\prime}$ is not monotone on $(0,1)$ if $a \in(0,1 / 2)$, so that part 4ii and the second assertion in part 4iii follow.

Finally, the limiting values of $G$ follow from [QVu2, Corollary 3.12].
Conjecture 1. For $a \in(0,1 / 2)$, the function $g(r) \equiv \mu_{a}(r) / a r t h \sqrt[4]{r^{\prime}}$ is strictly increasing from $(0,1)$ onto $(1, \infty)$.
4. Open problem. It was proved in [QVa, Theorem $1.4(1) \&(2)]$ that the function $f(r) \equiv \mathcal{K}(r) / \log \left(4 / r^{\prime}\right)$ is not only strictly decreasing but also strictly concave on $[0,1)$, while $g(r) \equiv f\left(r^{\prime}\right)$ is strictly convex on $(0,1]$. In Theorem 2.3, we obtained the analogue of the monotonicity property of $f(r)$ for its generalization $h(r) \equiv F\left(a, b ; a+b ; r^{2}\right) /\left[R(a)-\log \left(1-r^{2}\right)\right]$ for $a, b \in(0, \infty)$. What are the analogues of the concavity of $f(r)$ and the convexity of $g(r)$ for $h(r)$ and $h\left(r^{\prime}\right)$, respectively? Our computational work seems to show that for small values of $a$ and $b$, say $a+b<1$, $h(r)$ and $h\left(r^{\prime}\right)$ are concave and convex on $(0,1)$, respectively, and for large values of $a$ and $b$, say $a, b \in(1, \infty), h(r)$ and $h\left(r^{\prime}\right)$ are convex and concave on ( 0,1 ), respectively, while for some values of $a$ and $b$, both $h(r)$ and $h\left(r^{\prime}\right)$ are neither concave nor convex on $(0,1)$.
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# UNSTABLE OSCILLATORY-TAIL WAVES IN COLLISIONLESS PLASMAS* 

YAN GUO ${ }^{\dagger}$ AND WALTER A. STRAUSS $\ddagger$


#### Abstract

Consider a collisionless relativistic neutral plasma. An oscillatory-tail equilibrium is a state whose magnetic field connects two different constant states at $x=-\infty$ and $x=+\infty$ and whose electric field oscillates as $x \rightarrow-\infty$. We prove that such a state is nonlinearly dynamically unstable under certain perturbations of the initial data.
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1. Introduction. A collisionless plasma of electrons and ions is described by the Vlasov-Maxwell system. In such a plasma, collisions are relatively rare; here we assume no collisions at all. In many plasmas, some of the particles are expected to travel at relativistic speeds. However, in a nonrelativistic Vlasov model, particles can travel at arbitrarily great speed. We avoid this anomaly by assuming a relativistic model. Thus we consider the relativistic Vlasov-Maxwell system (RVM):

$$
\begin{align*}
& \partial_{t} f_{ \pm}+\hat{v}_{ \pm} \cdot \nabla_{x} f_{ \pm}+e_{ \pm}\left(\mathbf{E}+\hat{v}_{ \pm} \times \mathbf{B}\right) \cdot \nabla_{v} f_{ \pm}=0 \\
& \partial_{t} \mathbf{E}-c \operatorname{curl} \mathbf{B}=-\mathbf{j}=-\int_{\mathbf{R}^{3}}\left[e_{+} \hat{v}_{+} f_{+}+e_{-} \hat{v}_{-} f_{-}\right] d v,  \tag{1}\\
& \partial_{t} \mathbf{B}+c \operatorname{curl} \mathbf{E}=0, \\
& \operatorname{div} \mathbf{E}=\rho=\int_{\mathbf{R}^{3}}\left[e_{+} f_{+}+e_{-} f_{-}\right] d v, \quad \operatorname{div} \mathbf{B}=0,
\end{align*}
$$

where $m_{ \pm}$and $e_{ \pm}$are the masses and charges of the ions $(+)$and electrons ( - ), respectively. Here $f_{+}$is the distribution of the ions, $f_{-}$the distribution of the electrons at time $t, \mathbf{E}$ the electric field, $\mathbf{B}$ the magnetic field, $\mathbf{x}$ the position, $\mathbf{v}$ the momentum, and $\hat{\mathbf{v}}_{ \pm}$the velocity.

For notational simplicity, we set all constants equal to 1 and $e_{ \pm}= \pm 1$, so that the velocity is $\hat{\mathbf{v}}=\mathbf{v} / \sqrt{1+|\mathbf{v}|^{2}}$. We consider the simplest scenario where there can be a magnetic field, the so-called $1 \frac{1}{2}$-dimensional system $1 \frac{1}{2} \mathrm{RVM}$, where the position is $\mathbf{x}=(x, 0,0)$, the momentum is $\mathbf{v}=\left(v_{1}, v_{2}, 0\right)$, the electric field is $\mathbf{E}=\left(E_{1}, E_{2}, 0\right)$, and the magnetic field is $\mathbf{B}=(0,0, B)$.

A fundamental feature of this collisionless model is the multiplicity of its steady states. The question of their dynamical stability has played a crucial role in plasma physics and is related to plasma control and turbulence. We consider equilibria of the

[^56]form
\[

$$
\begin{equation*}
f_{ \pm}=\mu_{ \pm}\left(\langle v\rangle \mp \Phi(x), v_{2} \pm \Psi(x)\right), E_{1}=\partial_{x} \Phi, \quad E_{2}=0, \quad B=\partial_{x} \Psi, \tag{2}
\end{equation*}
$$

\]

which are a generalization of the Bernstein-Greene-Kruskal (BGK) modes [BGK]. It was observed in $[\mathrm{GR}]$ that such a state satisfies $1 \frac{1}{2} \mathrm{RVM}$ if $\Phi$ and $\Psi$ satisfy the coupled pair of ODEs

$$
\begin{align*}
\Phi_{x x} & =\int_{\mathbf{R}^{2}}\left[\mu_{+}\left(\langle v\rangle-\Phi, v_{2}+\Psi\right)-\mu_{-}\left(\langle v\rangle+\Phi, v_{2}-\Psi\right)\right] d v, \\
\Psi_{x x} & =-\int_{\mathbf{R}^{2}} \hat{v}_{2}\left[\mu_{+}\left(\langle v\rangle-\Phi, v_{2}+\Psi\right)-\mu_{-}\left(\langle v\rangle+\Phi, v_{2}-\Psi\right)\right] d v . \tag{3}
\end{align*}
$$

Furthermore some of these states are of the oscillatory-tail type, that is, $\Phi(x)$ approaches a periodic solution $\beta(x)$ as $x \rightarrow-\infty$ and a constant as $x \rightarrow+\infty$, while $\Psi$ approaches two different constants at $+\infty$ and $-\infty$. The periodic function $\beta(x)$ satisfies the following ODE:

$$
\begin{equation*}
\beta_{x x}=\rho=\int_{\mathbf{R}^{2}}\left[\mu_{+}\left(\langle v\rangle-\beta, v_{2}\right)-\mu_{-}\left(\langle v\rangle+\beta, v_{2}\right)\right] d v_{1} d v_{2} \tag{4}
\end{equation*}
$$

We consider quintuples $u=\left[f_{+}, f_{-}, E_{1}, E_{2}, B\right]$. On such quintuples we consider the sum of the $L^{1}$ norms of the five components. Let $\beta(x)$ be a periodic solution to (4) so that

$$
\begin{equation*}
\Gamma_{0}=\left[\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right) ; \partial_{x} \beta, 0 ; 0\right] \tag{5}
\end{equation*}
$$

is a periodic solution to (3), where $E_{1}=\partial_{x} \beta, E_{2} \equiv 0, B=0$. Assume a solution $\Phi(x), \Psi(x)$ to (3) so that

$$
\begin{equation*}
\Gamma \equiv \Gamma(\Phi, \Psi)(x, v)=\left[\mu_{ \pm}\left(\langle v\rangle \mp \Phi(x), v_{2} \pm \Psi(x)\right) ; \partial_{x} \Phi, 0 ; \partial_{x} \Psi\right], \tag{6}
\end{equation*}
$$

where $E_{1}=\partial_{x} \Phi, E_{2} \equiv 0, B=\partial_{x} \Psi$, satisfies

$$
\begin{equation*}
\lim _{x \rightarrow-\infty}\left\{|\Phi-\beta|+\left|\partial_{x}(\Phi-\beta)\right|+|\Psi|+\left|\partial_{x} \Psi\right|\right\}=0 . \tag{7}
\end{equation*}
$$

Thus $\Gamma_{0}$ is a periodic solution, while $\Gamma$ has an oscillatory tail. As mentioned above, such oscillatory-tail solutions exist [GR].

Our goal is to prove the following theorem on the instability of such states $\Gamma$. We will consider the class of solutions of (1) given by Theorem 4 of the appendix.

Theorem 1. Let $\mu_{ \pm}$satisfy $\mu_{ \pm}=O\left(\langle v\rangle^{-l}\right)$ for some $l>3$ and (11), (12), (14), (61), and (62). Let $\beta(x)$ in (5) have period $P_{\beta}$ and $\|\beta\|_{C^{2}}$ be sufficiently small. If $\Gamma$ satisfies (7), then there exist $\epsilon_{0}>0$ and $C_{1}>0$ and a family of solutions $u^{\delta}(t)=\left[f_{+}^{\delta}, f_{-}^{\delta}, E_{1}^{\delta}, E_{-}^{\delta}, B^{\delta}\right]$ of $1 \frac{1}{2} R V M$ for $0<\delta<\delta_{0}$ (with $f_{ \pm}^{\delta} \geq 0$ ), as well as a family of intervals $K^{\delta}$, each of length $2 P_{\beta}$, such that

$$
\left\|u^{\delta}(0)-\Gamma\right\|_{W^{1,1}\left(\mathbf{R} \times \mathbf{R}^{2}\right)}<\delta
$$

but

$$
\sup _{0 \leq t \leq C_{1}|\ln \delta|}\left\|u^{\delta}(t)-\Gamma\right\|_{L^{1}\left(K^{\delta} \times \mathbf{R}^{2}\right)} \geq \epsilon_{0}
$$

Notice that the solution escapes from a $\delta$ neighborhood of the equilibrium in a time $O(|\log \delta|)$. This property characterizes an exponential instability. Conditions $(11),(61)$, and (62) require that $\mu_{ \pm}$be smooth and positive and satisfy certain decay conditions at infinity.

A major difficulty of this problem is that the spatial variable is unbounded. Therefore the growing plane wave solutions do not belong to any natural function space like $L^{p}$ and correspond to the continuous spectrum of the linearized operator. Now the asymptotic solution $\Gamma_{0}$ satisfies the reduced system with $E_{2}=B=0$ and periodic boundary conditions, which system we denote by $1 \frac{1}{4}$ RVM. This system is analyzed by linearization to produce a linear system which we denote by $1 \frac{1}{4} \mathrm{~L}$. While the periodic linear problem still has continuous spectrum (because of the unbounded $v$ variable), it has less of it and we prove that it has some unstable point spectrum. We reduce the original problem to the periodic one using the causality property of RVM.

Thus there are four levels of instability that appear in this paper. The simplest level is that of the system linearized around a simple homogeneous state. This level is easily reduced to a dispersion relation for which explicit sufficient (and almost necessary) conditions are found following $[\mathrm{P}]$. The second level is that of the system $1 \frac{1}{4} \mathrm{~L}$ linearized around the periodic equilibrium $\beta(x)$. The third level is that of the nonlinear system $1 \frac{1}{4}$ RVM. Our goal is to reach the fourth level, the full nonlinear system $1 \frac{1}{2}$ RVM which possesses the oscillatory-tail equilibrium solutions. Normally it is expected that exponential growth of the linearized system (the second level) should imply the nonlinear instability of the equilibrium (the third level). We are aware of no previous work other than ours [GS1], [GS2], [GS3], [GS4] that proves the instability of spatially dependent equilibria either on the linearized or the nonlinear level.

Although this paper is closely related to our previous ones, there are some major differences. Our earlier papers treated only the one-dimensional case, and there were no magnetic effects. In this paper there is a second momentum variable $v_{2}$ as well as a magnetic field. Furthermore the asymptotic behavior of the equilibrium as $x \rightarrow-\infty$ now is oscillatory instead of constant.

Some other related references are the following. Several classes of equilibria are constructed in [GR]. Stability of a homogeneous equilibrium $\mu$ within the VlasovPoisson theory has been discussed since the 1960s, beginning with the linear instability analysis of $[\mathrm{P}]$. The nonlinear stability has been proven only for monotonically decreasing distributions $\mu$ that do not depend on the space variable. [G1] and [G2] prove the stability of various spatially dependent states. In particular, [G1] proves the stability of flat-tail equilibria, which possess nonoscillatory behavior as $x \rightarrow \pm \infty$. [G2] proves, for the three-dimensional RVM, the stability of general axially symmetric magnetic equilibria that are given variationally as minimizers of a natural action functional.

Section 2 of this paper is devoted to the periodic equilibria $\Gamma_{0}$ of the periodic system $1 \frac{1}{4}$ RVM. In section 3 such an equilibrium is proven to be linearly unstable due to a point eigenvalue. The analysis is similar to that of [GS3] except that the variable $v_{2}$ appears nontrivially in many places. The density profiles $\mu_{ \pm}$are required to decay in $v_{2}$ as well as in the energy $\langle v\rangle$. Section 4 is devoted to the regularity and certain pointwise estimates of the unstable eigenfunctions. In section 5 we prove the nonlinear instability of the periodic equilibrium $\Gamma_{0}$. Again, the variable $v_{2}$ appears in a significant way in some key places, for instance in the crucial Lemma 15. In section 6 we finally prove the main theorem by deriving the nonlinear instability of the oscillatory-tail equilibrium $\Gamma$ in the $1 \frac{1}{2}$ dimensional system from the nonlinear
instability of $\Gamma_{0}$ within the periodic $1 \frac{1}{4}$ dimensional system. The key property that is required is that $\Gamma \rightarrow \Gamma_{0}$ as $x \rightarrow-\infty$.
2. BGK periodic waves. We consider the system that is obtained from $1 \frac{1}{2}$ RVM by letting $E_{2} \equiv 0, B \equiv 0$ and by considering functions that are even in $v_{2}$. This is the system $1 \frac{1}{4}$ RVM:

$$
\begin{align*}
& \left(\partial_{t}+\hat{v}_{1} \partial_{x} \pm E_{1} \partial_{v_{1}}\right) f_{ \pm}=0 \\
& \partial_{t} E_{1}=-j_{1}=-\iint \hat{v}_{1}\left(f_{+}-f_{-}\right) d v_{1} d v_{2}  \tag{8}\\
& \partial_{x} E_{1}=\rho=\iint\left(f_{+}-f_{-}\right) d v_{1} d v_{2}
\end{align*}
$$

where

$$
\begin{align*}
& f\left(t, x, v_{1}, v_{2}\right)=f\left(t, x, v_{1},-v_{2}\right)  \tag{9}\\
& f\left(t, x+P, v_{1}, v_{2}\right)=f\left(t, x, v_{1}, v_{2}\right) \tag{10}
\end{align*}
$$

with $P>0$ fixed. We emphasize that $\langle v\rangle=\left(1+v_{1}^{2}+v_{2}^{2}\right)^{1 / 2}$ and $\hat{v}_{1}=v_{1}\langle v\rangle^{-1}$ in (8). This system is well posed. (See appendix.)

We assume $\mu_{ \pm}$are $C^{2}$ functions on $\mathbf{R}^{2}$ such that

$$
\begin{align*}
& \sum_{|\sigma| \leq 2}\left|\partial^{\sigma} \mu_{ \pm}\left(s, v_{2}\right)\right| \leq C s^{-\gamma}\left\langle v_{2}\right\rangle^{-\tilde{\gamma}}, \quad \gamma>1, \gamma+\tilde{\gamma}>2, C>0  \tag{11}\\
& \int_{\mathbf{R}^{2}}\left[\mu_{+}\left(\langle v\rangle, v_{2}\right)-\mu_{-}\left(\langle v\rangle, v_{2}\right)\right] d v=0, \quad \mu_{ \pm}\left(\cdot, v_{2}\right)=\mu_{ \pm}\left(\cdot,-v_{2}\right) \geq 0 \tag{12}
\end{align*}
$$

Note that the decay condition (11) implies that

$$
\mu_{ \pm}\left(\langle v\rangle, v_{2}\right) \in W^{2,1}\left(\mathbf{R}^{2}\right)
$$

We let the potential function $H(\phi)$ satisfy

$$
-H^{\prime}(\phi)=\int_{\mathbf{R}^{2}}\left[\mu_{+}\left(\langle v\rangle-\phi, v_{2}\right)-\mu_{-}\left(\langle v\rangle+\phi, v_{2}\right)\right] d v
$$

and we define $H(0)=0$. This integral is easily shown to be finite.
Remark. With slightly more decay assumed on $\mu_{ \pm}$, we derive the following formula
(13) for $H$. Substituting $s=\langle v\rangle \mp \phi$ and letting $\left\langle v_{2}\right\rangle=\sqrt{1+v_{2}^{2}}$, we obtain

$$
\begin{aligned}
-H^{\prime}(\phi)= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\mu_{+}\left(\langle v\rangle-\phi, v_{2}\right)-\mu_{-}\left(\langle v\rangle+\phi, v_{2}\right)\right] d v_{1} d v_{2} \\
= & 2 \int_{-\infty}^{\infty} \int_{\left\langle v_{2}\right\rangle-\phi}^{\infty} \mu_{+}\left(s, v_{2}\right) \frac{(s+\phi) d s d v_{2}}{\sqrt{(s+\phi)^{2}-1-v_{2}^{2}}} \\
& -2 \int_{-\infty}^{\infty} \int_{\left\langle v_{2}\right\rangle+\phi}^{\infty} \mu_{-}\left(s, v_{2}\right) \frac{(s-\phi) d s d v_{2}}{\sqrt{(s-\phi)^{2}-1-v_{2}^{2}}} \\
= & 2 \frac{\partial}{\partial \phi} \int_{-\infty}^{\infty} \int_{\left\langle v_{2}\right\rangle-\phi}^{\infty} \mu_{+}\left(s, v_{2}\right) \sqrt{(s+\phi)^{2}-1-v_{2}^{2}} d s d v_{2} \\
& +2 \frac{\partial}{\partial \phi} \int_{-\infty}^{\infty} \int_{\left\langle v_{2}\right\rangle+\phi}^{\infty} \mu_{-}\left(s, v_{2}\right) \sqrt{(s-\phi)^{2}-1-v_{2}^{2}} d s d v_{2}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
H(\phi)= & C-2 \int_{-\infty}^{\infty} \int_{\left\langle v_{2}\right\rangle-\phi}^{\infty} \mu_{+}\left(s, v_{2}\right) \sqrt{(s+\phi)^{2}-1-v_{2}^{2}} d s d v_{2} \\
& -2 \int_{-\infty}^{\infty} \int_{\left\langle v_{2}\right\rangle+\phi}^{\infty} \mu_{-}\left(s, v_{2}\right) \sqrt{(s-\phi)^{2}-1-v_{2}^{2}} d s d v_{2} \tag{13}
\end{align*}
$$

where $C=2 \int_{-\infty}^{\infty} \int_{\left\langle v_{2}\right\rangle}^{\infty}\left[\mu_{+}\left(s, v_{2}\right)+\mu_{-}\left(s, v_{2}\right)\right] \sqrt{s^{2}-1-v_{2}^{2}} d s d v_{2}$. Notice that as $\phi \rightarrow$ $\pm \infty, H(\phi) \rightarrow-\infty$ unless $\mu_{ \pm} \equiv 0$.

We also have

$$
H^{\prime \prime}(0)=\int_{\mathbf{R}^{2}}\left[\partial_{e} \mu_{+}\left(\langle v\rangle, v_{2}\right)+\partial_{e} \mu_{-}\left(\langle v\rangle, v_{2}\right)\right] d v
$$

where $e$ represents the first argument of $\mu_{ \pm}$. (In the proof given below, we show this is finite.)

Lemma 1 (periodic BGK equilibria). Let $\mu_{ \pm}$satisfy (11) and (12), and let

$$
\begin{equation*}
\left(\frac{2 \pi}{P_{0}}\right)^{2}=\int_{\mathbf{R}^{2}}\left[\partial_{e} \mu_{+}\left(\langle v\rangle, v_{2}\right)+\partial_{e} \mu_{-}\left(\langle v\rangle, v_{2}\right)\right] d v>0 \tag{14}
\end{equation*}
$$

Then there exists $\delta_{0}>0$ such that for all $\delta<\delta_{0}$, there exists a periodic function $\beta(x)$ with period $P_{\beta}$ satisfying (4), and

$$
\begin{align*}
|\beta|_{\infty} & =\delta, \quad \lim _{\delta \rightarrow 0} P_{\beta}=P_{0}  \tag{15}\\
\beta(0) & =\beta\left(P_{\beta}\right)=\min _{0 \leq x \leq P_{\beta}} \beta(x), \quad \beta\left(P_{\beta} / 2\right)=\max _{0 \leq x \leq P_{\beta}} \beta(x) .
\end{align*}
$$

Here $P_{0}$ is defined by (14) and we can take $\delta_{0}=\sup \left\{s: H^{\prime \prime}(s)>0\right\}$.
For fixed $\beta$, we shall sometimes drop the subscript on $P_{\beta}$.
Proof. Clearly $H(\cdot)$ is a $C^{3}$ function, since

$$
\int_{\mathbf{R}^{2}}\langle v\rangle^{-\gamma}\left\langle v_{2}\right\rangle^{-\tilde{\gamma}} d v_{1} d v_{2}<\infty
$$

Consider the ODE (4). Obviously $\beta \equiv 0$ is a solution to (4) by (12). Note that $H^{\prime}(0)=0$ and

$$
H^{\prime \prime}(0)=\int_{\mathbf{R}^{2}}\left[\partial_{e} \mu_{+}\left(\langle v\rangle, v_{2}\right)+\partial_{e} \mu_{-}\left(\langle v\rangle, v_{2}\right)\right] d v>0
$$

by (14). Thus the origin is a center for the ODE. In the phase space $\left(\beta, \beta_{x}\right)$, let $(a, 0)$ and $(b, 0)$ be two points that lie on a periodic orbit such that $a<0$ and $b>0$. Then we have

$$
\frac{1}{2} P_{\beta}=\int_{0}^{b} \frac{d u}{(2 H(b)-2 H(u))^{1 / 2}}+\int_{a}^{0} \frac{d u}{(2 H(a)-2 H(u))^{1 / 2}}
$$

In order to prove (15), we shall take the limits as $b \rightarrow 0$ and $a \rightarrow 0$. We have already proven $H^{\prime}(0)=0$ and $H^{\prime \prime}(0)=\left(2 \pi / P_{0}\right)^{2}$. Expanding in Taylor series around 0 , we have for $|u| \leq b$,

$$
H(b)-H(u)=H^{\prime \prime}(0)\left(b^{2}-u^{2}\right) / 2+O\left(b^{3}\right)
$$

Hence

$$
\begin{aligned}
\int_{0}^{b}\{2 H(b)-2 H(u)\}^{-1 / 2} d u & =H^{\prime \prime}(0)^{-1 / 2} \int_{0}^{b}\left(b^{2}-u^{2}\right)^{-1 / 2} d u+O(b) \\
& =\left(P_{0} / 2 \pi\right)(\pi / 2)+O(b)=P_{0} / 4+O(b)
\end{aligned}
$$

We can handle the second integral similarly. Hence $P_{\beta} / 2=P_{0} / 2+O(|b|+|a|)$. We finally arrange $\beta$ to have its minimum at the ends of $\left[0, P_{\beta}\right]$ and its maximum at the middle by a translation of $x$. This proves (15).

The linearized form of $1 \frac{1}{4}$ RVM (see (8)) around the homogeneous state $\left[\mu_{ \pm}\left(\langle v\rangle, v_{2}\right)\right.$, $\left.E_{1} \equiv 0\right]$ is

$$
\begin{align*}
& \left(\partial_{t}+\hat{v}_{1} \partial_{x}\right) g_{ \pm}=\mp E_{1} \partial_{v_{1}} \mu_{ \pm}\left(\langle v\rangle, v_{2}\right) \\
& \partial_{t} E_{1}=-\int_{\mathbf{R}^{2}} \hat{v}_{1}\left(g_{+}-g_{-}\right) d v=-j_{1}  \tag{16}\\
& \partial_{x} E_{1}=\int_{\mathbf{R}^{2}}\left(g_{+}-g_{-}\right) d v=\rho
\end{align*}
$$

We emphasize that system (16) is not RVM in (1) linearized around the BGK equilibrium but only around the corresponding homogeneous state.

LEMMA 2 (homogeneous growing modes). Let $\mu_{ \pm}\left(e, v_{2}\right)$ satisfy conditions (11), (12), and (14). Then there exists a growing exponential solution for (16) of period $2 P_{0}$ :

$$
\begin{align*}
& g_{ \pm}(t)= \pm \frac{\hat{v}_{1} \partial_{e} \mu_{ \pm}\left(\langle v\rangle, v_{2}\right)}{\hat{v}_{1}-\omega_{0} / k} e^{i k x-i \omega_{0} t}, \quad E_{1}(t)=-i k e^{i k x-i \omega_{0} t}  \tag{17}\\
& \int_{0}^{2 P_{0}} E_{1}(t, x) d x=\int_{0}^{2 P_{0}} j_{1}(t, x) d x=0
\end{align*}
$$

Here $k=\frac{\pi}{P_{0}}>0$ and $\omega_{0}$ is a pure imaginary number. Moreover,

$$
\begin{equation*}
\operatorname{Im} \omega_{0}>0 \tag{18}
\end{equation*}
$$

Proof. Notice that the function

$$
Z(i \lambda)=\int_{\mathbf{R}^{2}} \frac{\hat{v}_{1}\left[\partial_{e} \mu_{+}\left(\langle v\rangle, v_{2}\right)+\partial_{e} \mu_{-}\left(\langle v\rangle, v_{2}\right)\right] d v}{\hat{v}_{1}-i \lambda}
$$

is real and continuous for $0 \leq \lambda<\infty$ by integration by parts because $\partial_{e} \mu_{ \pm}$are odd functions of $v_{1}$. Moreover, $Z(0)=\left(2 \pi / P_{0}\right)^{2}$ and $\lim _{\lambda \rightarrow \infty} Z(i \lambda)=0$. Hence there exists $\lambda>0$ such that $Z(i \lambda)=\left(\pi / P_{0}\right)^{2}$. It follows directly that the following triple is a solution of (16):

$$
g_{ \pm}= \pm \frac{\hat{v}_{1} \partial_{e} \mu_{ \pm}\left(\langle v\rangle, v_{2}\right)}{\hat{v}_{1}-i \lambda} e^{k[i x+\lambda t]}, \quad E_{1}=-i k e^{k[i x+\lambda t]}
$$

Here $k=\pi / P_{0}$. We deduce the lemma by letting $\omega_{0}=i k \lambda, k \neq 0$. Clearly this is a growing mode since it has the factor $\exp (k \lambda t)$ with $k \lambda>0$.

Remark. If $Z\left(i \lambda_{0}\right) \geq\left(2 \pi / P_{0}\right)^{2}$ for some $\lambda_{0}>0$, then there is a growing mode with period $P_{0}$ instead of $2 P_{0}$.
3. Linear instability for periodic BGK waves. In this section, we shall prove the instability for the linearized Vlasov-Maxwell system around periodic BGK waves by using a perturbation method. We formulate the linearized problem equivalently in terms of the Poisson equation and a complicated operator $\mathcal{C}$ involving the Vlasov characteristics. Then through detailed estimates along the trajectories, we conclude that the linear operator is a nice perturbation of the homogeneous case, whereby it indeed has a growing mode.

Let $\beta=\beta(x)$ be any given periodic BGK wave with period $P$. We study the linearized Vlasov-Maxwell system around the generalized BGK wave

$$
\left[\mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right), \beta_{x}, 0,0\right] \equiv\left[f_{ \pm}, E_{1}, E_{2}, B\right]
$$

In this section, we assume $E_{2}=B=0$, and we denote $E_{1}$ by $E$. Thus we have the system ( $1 \frac{1}{4} \mathrm{~L}$ ):

$$
\begin{align*}
& \left(\partial_{t}+\hat{v}_{1} \partial_{x} \pm \beta^{\prime} \partial_{v_{1}}\right) g_{ \pm} \pm E \partial_{v_{1}} \mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right)=0 \\
& \partial_{t} E=-\int_{\mathbf{R}^{2}} \hat{v}_{1}\left[g_{+}-g_{-}\right] d v_{1} d v_{2}=-j_{1},  \tag{19}\\
& \partial_{x} E=\int_{\mathbf{R}^{2}}\left(g_{+}-g_{-}\right) d v_{1} d v_{2}=\rho
\end{align*}
$$

with the P-periodic boundary condition. We will consider pairs of functions $g=$ $\left[g_{+}(x, v), g_{-}(x, v)\right]$ and triples $u=\left[g_{+}(x, v), g_{-}(x, v), E(x)\right]$. We sometimes write $e=\langle v\rangle \mp \beta$ and $v=\left(v_{1}, v_{2}\right)$.

Definition. Let $\mathcal{M}$ be the Banach space of triples $u=\left[g_{+}(x, v), g_{-}(x, v), E(x)\right]$ of finite measures on $\mathbf{R}_{P} \times \mathbf{R}^{2}, \mathbf{R}_{P} \times \mathbf{R}^{2}$, and $\mathbf{R}_{P}$, respectively, which are periodic in $x$ with period $P$, respectively, and satisfy

$$
\begin{align*}
& \int_{0}^{P} \int_{\mathbf{R}^{2}} g_{-} d v d x=\int_{0}^{P} \int_{\mathbf{R}^{2}} g_{+} d v d x \quad \text { (neutrality) } \\
& \partial_{x} E=\int_{\mathbf{R}^{2}}\left[g_{+}-g_{-}\right] d v \quad \text { (Poisson equation) }  \tag{20}\\
& g_{ \pm}\left(x, v_{1}, v_{2}\right)=g_{ \pm}\left(x, v_{1},-v_{2}\right) \quad \text { (evenness) }
\end{align*}
$$

We denote the norm $\|u\|_{m}=\left\|g_{+}\right\|_{m}+\left\|g_{-}\right\|_{m}+|E|_{m}$ where $\|\cdot\|_{m}$ and $|\cdot|_{m}$ are the corresponding measure norms in $\mathbf{R}_{P} \times \mathbf{R}^{2}$ and $\mathbf{R}_{P}$.

Definition. We define the operator $\mathcal{A}$ acting on pairs $g=\left[g_{+}, g_{-}\right]$into pairs and the operator $\mathcal{K}$ acting on $E$ into pairs by

$$
\begin{align*}
& \mathcal{A} g=\binom{\mathcal{A}_{+}\left(g_{+}\right)}{\mathcal{A}_{-}\left(g_{-}\right)}=\binom{\hat{v}_{1} \partial_{x} g_{+}+\beta^{\prime} \partial_{v_{1}} g_{+}}{\hat{v}_{1} \partial_{x} g_{-}-\beta^{\prime} \partial_{v_{1}} g_{-}}, \\
& \mathcal{K} E=\binom{\mathcal{K}_{+} E}{\mathcal{K}_{-} E}=\binom{\partial_{v_{1}} \mu_{+}\left(\langle v\rangle-\beta, v_{2}\right) E}{-\partial_{v_{1}} \mu_{-}\left(\langle v\rangle+\beta, v_{2}\right) E} . \tag{21}
\end{align*}
$$

Here the domain of $\mathcal{A}$ is the set of pairs of measures $g$ such that $\mathcal{A} g$ is a pair of measures. Furthermore, we define $\mathcal{L}$ from triples to triples by

$$
\mathcal{L} u=\left(\begin{array}{c}
\mathcal{A}_{+} g_{+}+\mathcal{K}_{+} E  \tag{22}\\
\mathcal{A}_{-} g_{-}+\mathcal{K}_{-} E \\
\int_{\mathbf{R}^{2}} \hat{v}_{1}\left[g_{+}-g_{-}\right] d v
\end{array}\right) .
$$

Lemma 3 (linearized well-posedness). Let $\mu_{ \pm}$satisfy (11), (12) and let $\beta$ be any solution of (4) of period $P$. If $u_{0} \in \mathcal{M}$, there is unique solution $u(t) \in \mathcal{M}$ of

$$
\frac{d u}{d t}+\mathcal{L} u=0, \quad u(0)=u_{0}
$$

Sketch of the proof. We split the operator $\mathcal{L}$ as

$$
\begin{equation*}
\mathcal{L} u=\binom{\mathcal{A}(g)}{\int_{\mathbf{R}^{2}} \hat{v}_{1}\left[g_{+}-g_{-}\right] d v}+\binom{\mathcal{K}(E)}{0} \equiv \mathcal{L}_{1} u+\mathcal{L}_{2} u . \tag{23}
\end{equation*}
$$

Notice that the Vlasov operator $e^{-\mathcal{A} t}$ has norm 1 and $\left|j_{1}\right|_{m} \leq\left\|g_{+}\right\|_{m}+\left\|g_{-}\right\|_{m}$. The operator $\mathcal{L}_{1}$ thus generates a strongly continuous semigroup on $\mathcal{M}$ with

$$
\begin{equation*}
\left\|e^{-\mathcal{L}_{1} t} u_{0}\right\|_{m} \leq C(1+t)\left\|u_{0}\right\|_{m} \tag{24}
\end{equation*}
$$

Now

$$
\left|\partial_{x} E\right|_{m}=\|\rho\|_{m} \leq\left\|g_{+}\right\|_{m}+\left\|g_{-}\right\|_{m}
$$

so that $\mathcal{L}_{2}$ is a compact operator on $\mathcal{M}$ and our lemma thus follows.
We introduce the characteristics $X^{ \pm}\left(t ; 0, x^{\prime}, v_{1}^{\prime}, v_{2}^{\prime}\right)$ and $V^{ \pm}\left(t ; 0, x^{\prime}, v_{1}^{\prime}, v_{2}^{\prime}\right)$ as the solutions of

$$
\begin{aligned}
& \frac{d X^{ \pm}}{d t}=\hat{V}^{ \pm}, \quad \frac{d V_{1}^{ \pm}}{d t}= \pm \beta^{\prime}\left(X^{ \pm}\right), \quad \frac{d V_{2}^{ \pm}}{d t}=0 \\
& X^{ \pm}(0)=x^{\prime}, \quad V_{1}^{ \pm}(0)=v_{1}^{\prime}, \quad V_{2}^{ \pm}(0)=v_{2}^{\prime}
\end{aligned}
$$

Let $L^{1}\left(\mathbf{R}_{P}\right)$ be the space of $P$-periodic integrable functions of $x$ and let $L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$ be the similar space of functions of $x$ and $v=\left(v_{1}, v_{2}\right)$ with the norms

$$
|h(\cdot)|_{1}=\int_{0}^{P}|h(x)| d x, \quad\|h(\cdot, \cdot)\|_{1}=\int_{0}^{P} \int_{\mathbf{R}^{2}}|h(x, v)| d v d x
$$

Let $W^{1,1}\left(\mathbf{R}_{P}\right)$ and $W^{1,1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$ be the subspaces of $L^{1}\left(\mathbf{R}_{P}\right)$ and $L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$ with the norms $|h|_{1,1}=\left|\partial_{x} h\right|_{1}+|h|_{1}$ and $\|h\|_{1,1}=\left\|\partial_{x} h\right\|_{1}+\left\|\partial_{v} h\right\|_{1}+\|h\|_{1}$.

Definition. For $\operatorname{Im} \omega>0$, we define

$$
\begin{align*}
& R_{ \pm}=-\int_{0}^{\infty} e^{-s \mathcal{A}_{ \pm}} e^{i \omega s} \mathcal{K}_{ \pm} E d s  \tag{25}\\
& \rho(x)=\int_{\mathbf{R}^{2}}\left[R_{+}(x, v)-R_{-}(x, v)\right] d v  \tag{26}\\
& j_{1}(x)=\int_{\mathbf{R}^{2}} \hat{v}_{1}\left[R_{+}(x, v)-R_{-}(x, v)\right] d v  \tag{27}\\
& {[\mathcal{C}(\omega, \beta) E](x)=\int_{0}^{x} \rho(y) d y+\frac{1}{P} \int_{0}^{P}\left\{\frac{1}{i \omega} j_{1}(y) d y-\int_{0}^{y} \rho(z) d z\right\} d y} \tag{28}
\end{align*}
$$

Lemma 4. Assume (11) and (12).
(a) If $\operatorname{Im} \omega>0$, then $\mathcal{C}(\omega, \beta)$ is a bounded linear operator on $L^{1}\left(\mathbf{R}_{P}\right)$.
(b) Suppose that $E \in L^{1}\left(\mathbf{R}_{P}\right)$ satisfies the equation

$$
E=\mathcal{C}(\omega, \beta) E
$$

for some $\operatorname{Im} \omega>0$. Then there exist $R_{ \pm}(x, v) \in L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$ such that

$$
\begin{align*}
& \hat{v}_{1} \partial_{x} R_{ \pm} \pm \beta \partial_{v_{1}} R_{ \pm} \pm \partial_{v_{1}} \mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right) E(x)=i \omega R_{ \pm}  \tag{29}\\
& j_{1}=i \omega E, \quad \partial_{x} E=\rho
\end{align*}
$$

That is, $-i \omega$ is an eigenvalue with a positive real part of the linearized Vlasov-Maxwell generator $-\mathcal{L}$.
(c) In terms of the characteristics, we have

$$
\begin{equation*}
\int_{0}^{x} \rho(y) d y=\int_{\mathbf{R}} K\left(x, x^{\prime}\right) E\left(x^{\prime}\right) d x^{\prime} \tag{30}
\end{equation*}
$$

where $K=K^{+}+K^{-}$,

$$
K^{ \pm}=-\int_{0}^{\infty} \int_{\mathbf{R}^{2}} \mathcal{H} \partial_{v_{1}} \mu_{ \pm}\left(e, v_{2}^{\prime}\right) e^{i s \omega} d v^{\prime} d s
$$

where $\mathcal{H}=H\left(x-X^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right)-H\left(-X^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right)$ and $H(\cdot)$ is the Heaviside function.
(d) We also have

$$
\begin{aligned}
& \int_{0}^{x} j_{1}(y) d y=\int_{\mathbf{R}^{2}} J\left(x, x^{\prime}\right) E\left(x^{\prime}\right) d x^{\prime}, \quad J=J^{+}+J^{-} \\
& J^{ \pm}=-\int_{0}^{\infty} \int_{\mathbf{R}^{2}} \hat{V}_{1}^{ \pm}(s ; 0, x, v) \mathcal{H} \partial_{v_{1}} \mu_{ \pm}\left(e^{\prime}, v_{2}^{\prime}\right) e^{i s \omega} d v^{\prime} d s
\end{aligned}
$$

where $e^{\prime}=\left\langle v^{\prime}\right\rangle \mp \beta\left(x^{\prime}\right)$.
Remark. Notice that for fixed $\left(s ; 0, x^{\prime}, v^{\prime}\right)$ and $x$, we have

$$
\mathcal{H}=\int_{0}^{x} \delta\left(y-X^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right) d y
$$

where $\delta$ is the Dirac measure. Therefore, $\mathcal{C}(\omega, \beta)$ could also be defined equivalently by

$$
\begin{equation*}
\rho(x)=\partial_{x}[\mathcal{C}(\omega, \beta) E](x)=\int_{\mathbf{R}} E\left(x^{\prime}\right) k\left(x, x^{\prime}\right) d x^{\prime} \tag{31}
\end{equation*}
$$

where $k=k^{+}+k^{-}$and $k^{ \pm}\left(x, x^{\prime}\right)=\partial_{x} K^{ \pm}\left(x, x^{\prime}\right)$.
Everywhere that $k\left(x, x^{\prime}\right)$ is used in the following proofs, it will appear under an integral sign, and therefore all the integrals are rigorous classical expressions.

Proof. Notice that $\mathcal{A}_{ \pm}$are unbounded linear operators on $L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$ that generate groups of isometries $e^{-s \mathcal{A}_{ \pm}}$on $L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$. So by (25) we have

$$
\begin{align*}
\left\|R_{ \pm}\right\|_{1} & \leq \int_{0}^{\infty}\left|e^{i \omega s}\right|\left\|E \partial_{v_{1}} \mu_{ \pm}\right\|_{1} d s \\
& \leq(\operatorname{Im} \omega)^{-1}|E|_{1} \sup _{x} \int_{\mathbf{R}^{2}}\left|\partial_{e} \mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right) \hat{v}_{1}\right| d v \\
& \leq 2(\operatorname{Im} \omega)^{-1}|E|_{1} \int_{\mathbf{R}^{2}}\left|\partial_{e} \mu_{ \pm}\left(e, v_{2}\right)\right| d e d v_{2}<\infty \tag{32}
\end{align*}
$$

for any $E \in L^{1}\left(\mathbf{R}_{P}\right)$. It follows easily that $\rho, j_{1} \in L^{1}\left(\mathbf{R}_{P}\right)$ and $\mathcal{C}(\omega, \beta) E \in L^{1}\left(\mathbf{R}_{P}\right)$.

To prove (b), notice that $i \omega$ belongs to the resolvent set of $\mathcal{A}_{ \pm}$, so that $R_{ \pm}$can be written as

$$
R_{ \pm}= \pm\left(i \omega I-\mathcal{A}_{ \pm}\right)^{-1}\left(E \partial_{v_{1}} \mu_{ \pm}\right)
$$

That is, $R_{ \pm}$satisfies $\mathcal{A}_{ \pm} R_{ \pm} \pm E \partial_{v_{1}} \mu_{ \pm}=i \omega R_{ \pm}$, which is the first pair of equations in (29). Integrating (29) over $x$ and $v$, we have $\int_{0}^{P} \int R_{ \pm} d v d x=0$. Finally, from the assumption $E=\mathcal{C} E$, we obtain

$$
\partial_{x} E=\partial_{x} \mathcal{C} E=\rho=\int\left(R_{+}-R_{-}\right) d v
$$

Notice that by integrating (29) over $v$, we have $\partial_{x} j_{1}=i \omega \rho=i \omega \partial_{x} E$. From the definition of $\mathcal{C}, i \omega E$ has the same average over $P$ as $j_{1}$, so that $i \omega E=j_{1}$.

We now prove part (c). By (25),

$$
\int_{\mathbf{R}^{2}} R_{ \pm}(x, v) d v=\mp \int_{\mathbf{R}^{2}} \int_{0}^{\infty} e^{-s \mathcal{A}_{ \pm}} E \partial_{v_{1}} \mu_{ \pm} e^{i \omega s} d s d v
$$

For any function $f(x, v)$,

$$
\begin{aligned}
& \int_{0}^{x} \int_{\mathbf{R}^{2}}\left(e^{-s \mathcal{A}_{ \pm}} f\right)(y, v) d v d y \\
& =\int_{0}^{x} \int_{\mathbf{R}^{2}} f\left(X^{ \pm}(0 ; s, y, v), V^{ \pm}(0 ; s, y, v)\right) d v d y \\
& =\int_{\mathbf{R}} \int_{\mathbf{R}^{2}} \mathbf{1}_{0 \leq y \leq x} f\left(X^{ \pm}(0 ; s, y, v), V^{ \pm}(0 ; s, y, v)\right) d v d y \\
& =\int_{\mathbf{R}^{2}} \int_{\mathbf{R}}\left[H\left(x-X^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right)-H\left(-X^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right)\right] f\left(x^{\prime}, v^{\prime}\right) d x^{\prime} d v^{\prime}
\end{aligned}
$$

by making the change of variables

$$
x^{\prime}=X^{ \pm}(0 ; s, y, v), \quad v^{\prime}=V^{ \pm}(0 ; s, y, v)
$$

The inverse transformation is

$$
y=X^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right), \quad v=V^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right)
$$

and the Jacobian is 1 . Using this identity, we have

$$
\begin{aligned}
& \int_{0}^{x} \int_{\mathbf{R}^{2}} R_{ \pm}(y, v) d v d y \\
& =\mp \int_{\mathbf{R}} \int_{0}^{\infty} \int_{\mathbf{R}^{2}}\left[H\left(x-X^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right)-H\left(-X^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right)\right] E\left(x^{\prime}\right) \partial_{v_{1}} \mu_{ \pm} e^{i s \omega} d v^{\prime} d s d x^{\prime}
\end{aligned}
$$

This immediately implies (c).
To prove (d), we have the similar

$$
\int_{0}^{x} \int_{\mathbf{R}^{2}} \hat{v}_{1}\left(e^{-s \mathcal{A}_{ \pm}} f\right)(y, v) d v d y=\int_{\mathbf{R}^{2}} \int_{\mathbf{R}} \hat{V}_{1}^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right) \mathcal{H} f\left(x^{\prime}, v^{\prime}\right) d x^{\prime} d v^{\prime}
$$

so that

$$
\int_{0}^{x} \int_{\mathbf{R}} \hat{v}_{1} R_{ \pm}(y, v) d v d y=\mp \int_{\mathbf{R}} \int_{0}^{\infty} \int_{\mathbf{R}^{2}} \hat{V}_{1}^{ \pm}\left(s ; 0, x^{\prime}, v^{\prime}\right) \mathcal{H} E\left(x^{\prime}\right) \partial_{v_{1}} \mu_{ \pm} e^{i s \omega} d v^{\prime} d s d x^{\prime}
$$

which immediately implies (d).
In order to analyze the operator $\mathcal{C}$, we have to estimate along the trajectories. Consider the particle paths given by

$$
\begin{equation*}
\frac{d x}{d t}=\hat{v}_{1}, \quad \frac{d v_{1}}{d t}= \pm \beta^{\prime}(x), \quad \frac{d v_{2}}{d t}=0 \tag{33}
\end{equation*}
$$

whose solutions are $X^{ \pm}\left(t ; 0, x^{\prime}, v^{\prime}\right), V_{1}^{ \pm}\left(t ; 0, x^{\prime}, v^{\prime}\right), v_{2}^{\prime}$. We define the untrapped region of the + flows as

$$
F^{+}=\left\{\left(x^{\prime}, v^{\prime}\right) \mid\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right)>1-\min \beta=a\right\} .
$$

In $F^{+}$the trajectories can go from $-\infty$ to $+\infty$. We also define the trapped region of the + flows as

$$
T^{+}=\left\{\left(x^{\prime}, v^{\prime}\right) \mid\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right) \leq 1-\min \beta\right\}
$$

where the flows will never move out of each interval $[n P,(n+1) P]$, by our choice of $\beta$ in (15). Similarly, we define the untrapped region of the - flows as

$$
F^{-}=\left\{\left(x^{\prime}, v^{\prime}\right) \mid\left\langle v^{\prime}\right\rangle+\beta\left(x^{\prime}\right)>1-\max \beta=b\right\}
$$

where the flows can go from $-\infty$ to $+\infty$ and the trapped region of the - flows as

$$
T^{-}=\left\{\left(x^{\prime}, v^{\prime}\right) \mid\left\langle v^{\prime}\right\rangle+\beta\left(x^{\prime}\right) \leq 1+\max \beta\right\}
$$

where the flows will never move out of each interval $[n P-P / 2, n P+P / 2$ ], by our choice of $\beta$ in (15). Let

$$
\Sigma^{ \pm}\left(t, x, x^{\prime}, v_{2}\right)=\left\{v_{1}^{\prime} \in \mathbf{R} \mid X^{ \pm}\left(t ; 0, x^{\prime}, v_{1}^{\prime}, v_{2}^{\prime}\right)=x\right\}
$$

be the initial velocity of a particle travelling from $x^{\prime}$ to $x$ in time $t$. Notice that $\Sigma^{ \pm}$ could, inside the trapped region $T^{ \pm}$, consist of more than one point. The flows with different initial velocities could come back to the same position in the same time, as long as the consumed time interval is a common multiple of their different periods. However, in the untrapped region $\Sigma^{ \pm}$is a single point.

Lemma 5. (a) If $\left(x^{\prime}, v^{\prime}\right) \in F^{ \pm}$and $v_{1}^{\prime} \in \Sigma^{ \pm}\left(t, x, x^{\prime}, v_{2}^{\prime}\right)$, then $\Sigma^{ \pm}\left(t, x, x^{\prime}, v_{2}^{\prime}\right)$ consists of a unique point $\mathcal{V}_{1 \pm}\left(t, x, x^{\prime}, v_{2}^{\prime}\right)$. Moreover

$$
\begin{equation*}
\mathcal{V}_{1 \pm}\left(t, x+P, x^{\prime}+P, v_{2}^{\prime}\right)=\mathcal{V}_{1 \pm}\left(t, x, x^{\prime}, v_{2}^{\prime}\right) \tag{34}
\end{equation*}
$$

(b) $\mathcal{C}(\omega, \beta)$ maps $P$-periodic functions to $P$-periodic functions.

Notation. We define $\mathcal{V}_{ \pm}=\left(\mathcal{V}_{1 \pm}, v_{2}^{\prime}\right)$ and

$$
\left\langle\mathcal{V}_{ \pm}\right\rangle=\sqrt{1+\mathcal{V}_{1 \pm}^{2}+\left|v_{2}^{\prime}\right|^{2}}
$$

We also define the free velocity and the free energy by

$$
\begin{align*}
& \hat{\mathcal{V}}_{10}\left(t, x, x^{\prime}\right)=\left(x-x^{\prime}\right) / t  \tag{35}\\
& \left\langle\mathcal{V}_{0}\left(t, x, x^{\prime}, v_{2}^{\prime}\right)\right\rangle=\sqrt{1+\left|v_{2}^{\prime}\right|^{2}}\left[1-\left(\frac{x-x^{\prime}}{t}\right)^{2}\right]^{-1 / 2} \tag{36}
\end{align*}
$$

Proof. For part (a), without loss of generality we may consider just the + part, since similar arguments apply to the - part. If $v_{1}^{\prime} \in \Sigma^{+}\left(t, x, x^{\prime}, v_{2}^{\prime}\right)$, then

$$
\begin{equation*}
\left\langle V^{+}\right\rangle-\beta\left(X^{+}\right)=\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right), \tag{37}
\end{equation*}
$$

where $X^{+}=X^{+}\left(0 ; t, x^{\prime}, v^{\prime}\right), V^{+}=V^{+}\left(0 ; t, x^{\prime}, v^{\prime}\right)$. Notice that for every $v=\left(v_{1}, v_{2}\right) \in$ $\mathbf{R}^{2}$,

$$
\langle v\rangle^{2}-v_{2}^{2}-1=v_{1}^{2}, \quad \hat{v}_{1}= \pm \frac{\sqrt{\langle v\rangle^{2}-1-v_{2}^{2}}}{\langle v\rangle} .
$$

Therefore from the characteristic ODEs (33) and from (37), we have

$$
\frac{d X^{+}}{d t}=\hat{V}_{1}^{+}= \pm \frac{\left[\left(\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right)+\beta\left(X^{+}\right)\right)^{2}-1-v_{2}^{2}\right]^{1 / 2}}{\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right)+\beta\left(X^{+}\right)} .
$$

Because $v_{1}^{\prime} \in \Sigma^{+}\left(t, x, x^{\prime}, v_{2}\right)$, we have

$$
\begin{equation*}
t= \pm \int_{x^{\prime}}^{x} \frac{\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right)+\beta(y)}{\left[\left(\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right)+\beta(y)\right)^{2}-1-v_{2}^{2}\right]^{1 / 2}} d y . \tag{38}
\end{equation*}
$$

Here we let $x=X^{+}\left(t ; 0, x^{\prime}, v^{\prime}\right)$ and use + if $t>0$ and $x>x^{\prime}$. If we take $x>x^{\prime}$, then $t>0$ and $\left(x^{\prime}, v^{\prime}\right) \in F^{+}$. Then $v_{1}^{\prime}>0$. As we choose the plus sign in (38), $t$ is a strictly decreasing function of $\left\langle v^{\prime}\right\rangle$ and a strictly increasing function of $x$. Hence $v_{1}^{\prime}$ is uniquely determined and we write $v_{1}^{\prime}=\mathcal{V}_{1+}\left(t, x, x^{\prime}, v_{2}\right)$.

To show the periodicity (34) of $\mathcal{V}_{ \pm}$, notice that $X^{+}\left(t ; 0, x^{\prime}+P, v^{\prime}\right)-P$ satisfies the same ODE and initial conditions as $X^{+}\left(t ; 0, x^{\prime}, v^{\prime}\right)$, and hence they are equal. Thus

$$
\begin{equation*}
X^{+}\left(t ; 0, x^{\prime}+P, v^{\prime}\right)=X^{+}\left(t ; 0, x^{\prime}, v^{\prime}\right)+P \tag{39}
\end{equation*}
$$

So by the definition of $\mathcal{V}_{+}$,

$$
\mathcal{V}_{+}\left(t ; x, x^{\prime}, v_{2}\right)=\mathcal{V}_{+}\left(t ; x+P, x^{\prime}+P, v_{2}\right)
$$

Similarly for the - case.
Next we shall prove part (b). By (25), it suffices to show that if $E$ has period $P$, then

$$
\begin{equation*}
\int_{x}^{x+P} d y \int_{\mathbf{R}} d x^{\prime} E\left(x^{\prime}\right) k\left(y, x^{\prime}\right)=0 \tag{40}
\end{equation*}
$$

for all $x$. Notice that, by the definitions of $k$ and $K$, by the periodicity of $\beta$, and by (39),

$$
k^{ \pm}\left(y, x^{\prime}\right)=k^{ \pm}\left(y+P, x^{\prime}+P\right) .
$$

Hence the $x$-derivatives of both integrals $\int_{x}^{x+P} d y \int_{\mathbf{R}} d x^{\prime} E\left(x^{\prime}\right) k^{ \pm}\left(y, x^{\prime}\right)$ are zero. We thus have for all $x$,

$$
\int_{x}^{x+P} d y \int_{\mathbf{R}} d x^{\prime} E\left(x^{\prime}\right) k^{ \pm}\left(y, x^{\prime}\right)=\int_{0}^{P} d y \int_{\mathbf{R}} d x^{\prime} E\left(x^{\prime}\right) k^{ \pm}\left(y, x^{\prime}\right) .
$$

Therefore, in order to prove (40), it suffices to show

$$
\begin{equation*}
\int_{0}^{P} d x \int_{\mathbf{R}} d x^{\prime} E\left(x^{\prime}\right) k\left(x, x^{\prime}\right)=0 . \tag{41}
\end{equation*}
$$

Notice that $[0, P]$ is a period for two connected trapped regions in the + case. If $v_{1}^{\prime} \in \Sigma^{+}\left(\tau, x, x^{\prime}, v_{2}\right)$ and $\left(x^{\prime}, v^{\prime}\right) \in F^{+}$, then $v_{1}^{\prime}=\mathcal{V}_{1+}\left(\tau, x, x^{\prime}, v_{2}\right)$ is also an increasing function of $x$. Hence for $x^{\prime} \leq 0$ and for $P \leq x^{\prime}$, we have

$$
\begin{aligned}
& \left\{v_{1}^{\prime} \mid 0 \leq X^{+}\left(\tau ; 0, x^{\prime}, v_{1}^{\prime}, v_{2}\right) \leq P\right\}=\left\{\mathcal{V}_{+}\left(\tau ; x, x^{\prime}, v_{2}\right) \mid 0 \leq x \leq P\right\} \\
& =\text { the interval }\left[\mathcal{V}_{+}\left(\tau, 0, x^{\prime}, v_{2}\right), \mathcal{V}_{+}\left(\tau, P, x^{\prime}, v_{2}\right)\right]=J
\end{aligned}
$$

Now let $0<x^{\prime}<P$. For $0<x^{\prime}<P$, there is an interval $I$ of velocities $v_{1}^{\prime}$ that are trapped. Of course for any $v_{1}^{\prime} \in I$,

$$
0<X^{+}\left(t ; 0, x^{\prime}, v^{\prime}\right)<P
$$

for all $t$. Notice that $I \subset J$. In this case, $J$ is the interval from $\mathcal{V}_{1+}\left(\tau ; 0, x^{\prime}, v_{2}\right)<0$ to $\mathcal{V}_{1+}\left(\tau ; P, x^{\prime}, v_{2}\right)>0$. Notice that for fixed $\left(\tau, x^{\prime}, v_{2}\right)$,

$$
\int_{0}^{P} \delta\left(x-X^{+}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)\right) d x=\mathbf{1}_{J}\left(v_{1}^{\prime}\right)
$$

where 1 is the standard characteristic function. In order to prove (41), we use the definitions of $k\left(x, x^{\prime}\right)$ and $K\left(x, x^{\prime}\right)$ below (30). We first treat the + part in (41) as

$$
\begin{aligned}
& -\int_{0}^{P} d x \int_{\mathbf{R}} d x^{\prime} E\left(x^{\prime}\right) k^{+}\left(x, x^{\prime}\right) \\
& =\int_{0}^{\infty} d \tau e^{i \omega \tau} \int_{\mathbf{R}^{3}} d v^{\prime} d x^{\prime} E\left(x^{\prime}\right) \partial_{v_{1}^{\prime}} \mu_{+}\left[\int_{0}^{P} d x \delta\left(x-X^{+}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)\right)\right] \\
& =\int_{\mathbf{R}} d x^{\prime} E\left(x^{\prime}\right) \int_{0}^{\infty} d \tau e^{i \omega \tau} \int_{\mathbf{R}} d v_{2} \int_{J} d v_{1}^{\prime} \partial_{v_{1}^{\prime}} \mu_{+}\left(\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right), v_{2}\right) \\
& =\int_{\mathbf{R}} d x^{\prime} E\left(x^{\prime}\right) \int_{0}^{\infty} d \tau e^{i \omega \tau} \int_{\mathbf{R}} d v_{2}\left[\mu_{+}\left(\left\langle\mathcal{V}_{+}\left(\tau, P, x^{\prime}, v_{2}\right)\right\rangle-\beta\left(x^{\prime}\right), v_{2}\right)\right. \\
& =I_{1}+I_{2}
\end{aligned}
$$

Letting $x^{\prime}=z+P$ in $I_{1}$, we obtain

$$
\begin{aligned}
I_{1} & =\int_{\mathbf{R}} d z E(z+P) \int_{0}^{\infty} d \tau e^{i \omega \tau} \int_{\mathbf{R}} d v_{2} \mu_{+}\left(\left\langle\mathcal{V}_{+}\left(\tau, P, z+P, v_{2}\right)\right\rangle-\beta(z+P), v_{2}\right) \\
& =\int_{\mathbf{R}} d z E(z) \int_{0}^{\infty} d \tau e^{i \omega \tau} \int_{\mathbf{R}} d v_{2} \mu_{+}\left(\left\langle\mathcal{V}_{+}\left(\tau, 0, z, v_{2}\right)\right\rangle-\beta(z), v_{2}\right)=-I_{2},
\end{aligned}
$$

where we have used the $P$-periodicity of $E$ and $\beta$ as well as (34). Therefore we conclude that the + part of (41) is zero.

The - part is also zero by the same argument. The only difference is that now we consider the period $[P / 2,3 P / 2]$ instead of $[0, P]$. This is a period for two connected trapped regions of the - flow. This completes the proof of the lemma.

Let $X^{ \pm}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)$ be the trajectories in (33) and $X^{0}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)=x^{\prime}+\tau \hat{v}_{1}^{\prime}$, $V^{0}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)=v^{\prime}$ be the unperturbed trajectories (straight lines). Recalling the definitions of $k^{ \pm}, \hat{\mathcal{V}}_{10}$ and $\left\langle\mathcal{V}_{0}\right\rangle$ in (35) and (36), we also define

$$
\begin{align*}
k_{0}^{ \pm}\left(x, x^{\prime}\right) & =\mp \int_{0}^{\infty}\left[\int \delta\left(x-x^{\prime}-\hat{v}_{1}^{\prime} \tau\right) \partial_{v_{1}^{\prime}} \mu_{ \pm}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right) d v^{\prime}\right] e^{i \omega \tau} d \tau  \tag{42}\\
& =\mp \int_{0}^{\infty} \int_{\mathbf{R}} \partial_{e} \mu_{ \pm}\left(\left\langle\mathcal{V}_{0}\right\rangle, v_{2}\right) \hat{\mathcal{V}}_{10}\left\langle\mathcal{V}_{0}\right\rangle^{3}\left(1+v_{2}^{2}\right)^{-1} d v_{2} \tau^{-1} e^{i \omega \tau} d \tau
\end{align*}
$$

Recalling the definitions (21), (25), (26), and (27), we similarly define

$$
\begin{aligned}
\mathcal{A}^{0} & =\hat{v}_{1} \partial_{x}, \quad \mathcal{K}^{0} E=\binom{\mathcal{K}_{+}^{0} E}{\mathcal{K}_{-}^{0} E}=\binom{\partial_{v_{1}} \mu_{+}\left(\langle v\rangle, v_{2}\right) E}{-\partial_{v_{1}} \mu_{-}\left(\langle v\rangle, v_{2}\right) E} \\
R_{ \pm}^{0} & =-\int_{0}^{\infty} e^{-\tau \mathcal{A}^{0}} e^{i \omega \tau} \mathcal{K}_{ \pm}^{0} E d \tau \\
\rho^{0} & =\int_{\mathbf{R}^{2}}\left(R_{+}^{0}-R_{-}^{0}\right) d v, \quad j_{1}^{0}=\int_{\mathbf{R}^{2}} \hat{v}_{1}\left(R_{+}^{0}-R_{-}^{0}\right) d v
\end{aligned}
$$

Our key estimate is the following.
Lemma 6. Let $\mu_{ \pm}$satisfy (11) and (12), and let $\beta$ be any solution of (4) of period P. Let $\operatorname{Im} \omega>0$. With $\rho$ and $j_{1}$ defined by (26), (27), we have

$$
\left|\rho-\rho^{0}\right|_{1}+\left|j_{1}-j_{1}^{0}\right|_{1} \leq C\|\beta\|^{1 / 2}|E|_{1}
$$

for all $E \in L^{1}\left(\mathbf{R}_{P}\right)$, where $\|\beta\|=|\beta|_{C^{2}}$.
We shall show that this lemma follows from the next one.
Lemma 7. Under the same conditions,

$$
\begin{align*}
& \int_{0}^{P} \mid \int_{\mathbf{R}} \int_{0}^{\infty} \int_{\mathbf{R}^{2}}\left\{\delta\left(x-X^{ \pm}\right) \partial_{v_{1}} \mu_{ \pm}\left(e^{\prime}, v_{2}^{\prime}\right)-\delta\left(x-X^{0}\right) \partial_{v_{1}} \mu_{ \pm}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right)\right\} \\
& \quad \times\left. e^{-\operatorname{Im} \omega \tau} E\left(x^{\prime}\right) d v^{\prime} d \tau d x^{\prime}\left|d x \leq C\|\beta\|^{1 / 2}\right| E\right|_{1} \tag{43}
\end{align*}
$$

for all $E \in L^{1}\left(\mathbf{R}_{P}\right)$, where $\|\beta\|=|\beta|_{C^{1}}, X^{ \pm}=X^{ \pm}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)$, and $X^{0}=X^{0}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)$.
Remark. It is easy to estimate the integral in Lemma 7 by $C|E|_{1}$, but we will require the small constant $\|\beta\|$. We first illustrate our technique by estimating the free part of the integral as
(44) $\int_{\mathbf{R}} \int_{0}^{P} \int_{0}^{\infty} \int_{\mathbf{R}^{2}}\left|\delta\left(x-X^{0}\right) \partial_{v_{1}^{\prime}} \mu_{ \pm}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right)\right| e^{-\operatorname{Im} \omega \tau}\left|E\left(x^{\prime}\right)\right| d v^{\prime} d \tau d x d x^{\prime}$
$=\int_{0}^{\infty} \int_{0}^{P} \int_{\mathbf{R}} \int_{\mathbf{R}^{2}} e^{-\operatorname{Im} \omega \tau}\left|E\left(x^{\prime}\right)\right| \delta\left(x-x^{\prime}-\hat{v}_{1}^{\prime} \tau\right)\left|\partial_{v_{1}^{\prime}} \mu_{+}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right) \hat{v}_{1}^{\prime}\right| d v^{\prime} d x^{\prime} d x d \tau$
$=\int_{0}^{\infty} \int_{0}^{P} \int_{x-\tau}^{x+\tau} \int_{\mathbf{R}} e^{-\operatorname{Im} \omega \tau}\left|E\left(x^{\prime}\right) \partial_{e} \mu_{+}\left(\left\langle\mathcal{V}_{0}\right\rangle, v_{2}\right) \hat{\mathcal{V}}_{10}\right|\left\langle\mathcal{V}_{0}\right\rangle^{3} \tau^{-1}\left(1+v_{2}^{2}\right)^{-1} d v_{2} d x^{\prime} d x d \tau$,
where we have integrated $v_{1}^{\prime}$ first, and computed $\partial_{v_{1}^{\prime}}\left[x-x^{\prime}-\hat{v}_{1}^{\prime} \tau\right]=-\tau\left\langle v^{\prime}\right\rangle^{-3}\left(1+v_{2}^{2}\right)$. We notice that

$$
\begin{align*}
& \int_{x^{\prime}-\tau}^{x^{\prime}+\tau}\left\langle\mathcal{V}_{0}\right\rangle^{3-\gamma} \frac{d x}{\tau}=\left(1+v_{2}^{2}\right)^{\frac{3-\gamma}{2}} \int_{x^{\prime}-\tau}^{x^{\prime}+\tau}\left(1-\left|\frac{x-x^{\prime}}{\tau}\right|^{2}\right)^{\frac{\gamma-3}{2}} \tau^{-1} d x \\
& =\left(1+v_{2}^{2}\right)^{\frac{3-\gamma}{2}} \int_{-1}^{1}\left(1-y^{2}\right)^{\frac{\gamma-3}{2}} d y<\infty \tag{45}
\end{align*}
$$

since $\gamma>1$. Thus the free part is bounded by

$$
\int_{0}^{\infty} e^{-\operatorname{Im} \omega \tau} \int_{0}^{P} \int_{x-\tau}^{x+\tau} \int_{\mathbf{R}}\left|E\left(x^{\prime}\right)\right|\left\langle\mathcal{V}_{0}\right\rangle^{3-\gamma}\left\langle v_{2}\right\rangle^{-2-\tilde{\gamma}} \tau^{-1} d v_{2} d x^{\prime} d x d \tau
$$

Since $\tilde{\gamma}+\gamma>2$ and $\gamma>1,\left\langle v_{2}\right\rangle^{1-\tilde{\gamma}-\gamma}$ is integrable so that we have the bound

$$
\begin{equation*}
C \int_{0}^{\infty} e^{-\operatorname{Im} \omega \tau} \int_{-\tau}^{P+\tau}\left|E\left(x^{\prime}\right)\right| d x^{\prime} d \tau \leq C \int_{0}^{\infty} e^{-\operatorname{Im} \omega \tau} d \tau(\tau+1)|E|_{1} \leq C|E|_{1} \tag{46}
\end{equation*}
$$

where we have used the fact that $\int_{-\tau}^{P+\tau}\left|E\left(x^{\prime}\right)\right| d x^{\prime} \leq C(\tau+1)|E|_{1}$.
Proof of Lemma 6. From (31), $\rho$ takes the form
$\int_{\mathbf{R}} \int_{0}^{\infty} \int_{\mathbf{R}^{2}}\left\{-\delta\left(x-X^{+}\right) \partial_{v_{1}^{\prime}} \mu_{+}\left(e^{\prime}, v_{2}^{\prime}\right)+\delta\left(x-X^{-}\right) \partial_{v_{1}^{\prime}} \mu_{-}\left(e^{\prime}, v_{2}^{\prime}\right)\right\} e^{i s \omega} E\left(x^{\prime}\right) d v^{\prime} d s d x^{\prime}$ and $\rho^{0}(x)$ is given by a similar expression. Clearly from Lemma 7, $\left|\rho-\rho^{0}\right|_{1} \leq$ $C\|\beta\|^{1 / 2}|E|_{1}$. Similarly $j_{1}(x)$ takes the form

$$
\int_{\mathbf{R}} \int_{0}^{\infty} \int_{\mathbf{R}^{2}}\left\{-\hat{V}_{1}^{+} \delta\left(x-X^{+}\right) \partial_{v_{1}^{\prime}} \mu_{+}\left(e^{\prime}, v_{2}^{\prime}\right)+\hat{V}_{1}^{-} \delta\left(x-X^{-}\right) \partial_{v_{1}^{\prime}} \mu_{-}\left(e^{\prime}, v_{2}^{\prime}\right)\right\} e^{i s \omega} E\left(x^{\prime}\right) d v^{\prime} d s d x^{\prime}
$$

and $j_{1}^{0}(x)$ is given by a similar expression. Hence (with $j_{1}=j_{1+}-j_{1-}, j_{1}^{0}=j_{1+}^{0}-j_{1-}^{0}$ ),

$$
\begin{aligned}
& \int_{0}^{P}\left|j_{1+}-j_{1+}^{0}\right| d x \\
& \leq \int_{0}^{P} \left\lvert\, \int_{\mathbf{R}} \int_{0}^{\infty} \int_{\mathbf{R}^{2}}\left\{\begin{array}{r}
\hat{V}_{1}^{+}\left[\delta\left(x-X^{+}\right) \partial_{v_{1}^{\prime}} \mu_{+}\left(e^{\prime}, v_{2}^{\prime}\right)-\delta\left(x-X^{0}\right) \partial_{v_{1}^{\prime}} \mu_{+}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right)\right] \\
\\
\left.\quad+\left(\hat{V}_{1}^{+}-\hat{V}_{1}^{0}\right) \delta\left(x-X^{0}\right) \partial_{v_{1}^{\prime}} \mu_{+}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right)\right\} e^{-\operatorname{Im} \omega \tau} E\left(x^{\prime}\right) d v^{\prime} d \tau d x^{\prime} \mid d x
\end{array}\right.\right.
\end{aligned}
$$

Since $\left|\hat{V}_{1}^{+}\right| \leq 1$, the first term is bounded by $C\|\beta\|^{1 / 2}|E|_{1}$ because of Lemma 7 . On the other hand, since $d V_{1}^{+} / d \tau=\beta^{\prime}\left(X^{+}\right), d V_{2}^{+} / d \tau=0$, and $V^{0}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)=v^{\prime}$,

$$
\left|\hat{V}_{1}^{+}\left(s ; 0, x^{\prime}, v^{\prime}\right)-\hat{v}_{1}^{\prime}\right|=\left|\int_{0}^{\tau} \beta^{\prime}\left(X^{+}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right) d s\right| \leq \tau\|\beta\|
$$

Thus the second term is bounded by

$$
C\|\beta\| \int_{0}^{P} \int_{\mathbf{R}} \int_{0}^{\infty} \int_{\mathbf{R}^{2}} \delta\left(x-X^{0}\right)\left|\partial_{v_{1}^{\prime}} \mu_{+}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right)\right| \tau e^{-\operatorname{Im} \omega \tau}\left|E\left(x^{\prime}\right)\right| d v^{\prime} d \tau d x^{\prime} d x
$$

This expression is identical to (44) except for the extra factor $\tau$ and is therefore estimated in exactly the same way. This proves Lemma 6, assuming Lemma 7.

Proof of Lemma 7. For notational simplicity, we prove only the case of + , as the case of - is the same. We split the integral into two major parts according to the time variable. Let

$$
\begin{equation*}
T=\min \left\{\frac{1}{2}\left|x-x^{\prime}\right|^{1 / 2}, \frac{1}{M}\left|x-x^{\prime}\right|\right\}\|\beta\|^{-1 / 2} \tag{47}
\end{equation*}
$$

where $M=\max \left\{4,4(P)^{1 / 2}\right\}$. We then split (43) as

$$
\int_{0}^{P} \int_{\mathbf{R}^{3}} \int_{0}^{\infty} d \tau d v^{\prime} d x^{\prime} d x=\int_{0}^{P} \int_{\mathbf{R}^{3}} \int_{T}^{\infty}+\int_{0}^{P} \int_{\mathbf{R}^{3}} \int_{0}^{T} \equiv L+S
$$

The large-time estimate $\boldsymbol{L}$. We further split the integral $L$ into $L_{1}+L_{2}$, where

$$
\begin{aligned}
L_{1} & =\int_{\mathbf{R}^{3}} \int_{\left\{\left|x-x^{\prime}\right| \geq M^{2} / 4\right\} \cap[0, P]} \int_{T}^{\infty} d \tau d x d x^{\prime} d v^{\prime} \\
L_{2} & =\int_{\mathbf{R}^{3}} \int_{\left\{\left|x-x^{\prime}\right|<M^{2} / 4\right\} \cap[0, P]} \int_{T}^{\infty} d \tau d x d x^{\prime} d v^{\prime}
\end{aligned}
$$

We first consider $L_{1}$. Since $|x| \leq P$ and $\left|x-x^{\prime}\right| \geq 2 P$, we are in the untrapped region and it follows that $\left|x-x^{\prime}\right| \geq P / 2+\left|x^{\prime}\right| / 2$. Hence

$$
T \geq \frac{1}{2}\left|x-x^{\prime}\right|^{1 / 2}\|\beta\|^{-1 / 2} \geq c\left(\left|x^{\prime}\right|+1\right)^{1 / 2}\|\beta\|^{-1 / 2}
$$

We now employ the exponential decay of $e^{-\operatorname{Im} \omega \tau}$ as

$$
\begin{align*}
& L_{1} \leq \int_{\mathbf{R}^{3}} \int_{c\left(\left|x^{\prime}\right|+1\right)^{1 / 2}\|\beta\|^{-1 / 2}}^{\infty} e^{-\operatorname{Im} \omega \tau}\left|E\left(x^{\prime}\right)\right| \\
& \times\left\{\int_{0}^{P}\left[\delta\left(x-X^{+}\right)\left|\partial_{v_{1}^{\prime}} \mu_{+}\left(e^{\prime}, v_{2}^{\prime}\right)\right|+\delta\left(x-X^{0}\right)\left|\partial_{v_{1}^{\prime}} \mu_{+}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right)\right|\right] d x\right\} d \tau d v^{\prime} d x^{\prime} \\
& \leq C \int_{\mathbf{R}} \int_{\left.c \|\left|x^{\prime}\right|+1\right]^{1 / 2}\|\beta\|^{-1 / 2}}^{\infty} e^{-\operatorname{Im} \omega \tau}\left|E\left(x^{\prime}\right)\right| \int_{\mathbf{R}^{2}}\left[\left|\partial_{v_{1}^{\prime}} \mu_{+}\left(e^{\prime}, v_{2}^{\prime}\right)\right|+\left|\partial_{v_{1}^{\prime}} \mu_{+}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right)\right|\right] d v^{\prime} d \tau d x^{\prime} \\
& \leq C \int_{\mathbf{R}} e^{\left.-c| | x^{\prime} \mid+1\right]^{1 / 2}\|\beta\|^{-1 / 2}}\left|E\left(x^{\prime}\right)\right| d x^{\prime} \leq C \int_{\mathbf{R}}\left[\left|x^{\prime}\right|+1\right]^{-2}\|\beta\|^{2}\left|E\left(x^{\prime}\right)\right| d x^{\prime} \\
& =C\|\beta\|^{2} \sum_{n} \int_{2 n P}^{2(n+1) P}\left[1+\left|x^{\prime}\right|\right]^{-2}\left|E\left(x^{\prime}\right)\right| d x^{\prime} \leq C\|\beta\|^{2}|E|_{1}, \tag{48}
\end{align*}
$$

since $\int\left[\left|\partial_{v_{1}^{\prime}} \mu_{+}\left(e^{\prime}, v_{2}^{\prime}\right)\right|+\left|\partial_{v_{1}^{\prime}}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right)\right|\right] d v$ is finite because of the decay rate in (11).
For $L_{2}$, we have $\left|x-x^{\prime}\right| \leq M^{2} / 4$ bounded. Given $x$ and $v_{2}^{\prime}$, pick any $v_{1}^{\prime}$ such that $X^{+}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)=x$. We thus have

$$
x-x^{\prime}=\int_{0}^{\tau} \hat{V}_{1}^{+}\left(\theta, x^{\prime}, v^{\prime}\right) d \theta .
$$

By the mean value theorem,

$$
\hat{\mathcal{V}}_{10}=\frac{x-x^{\prime}}{\tau}=\frac{1}{\tau} \int_{0}^{\tau} \hat{V}_{1}^{+}\left(\theta ; 0, x^{\prime}, v^{\prime}\right) d \theta=\hat{V}_{1}^{+}\left(s ; 0, x^{\prime}, v^{\prime}\right)
$$

for some $s \in[0, \tau]$. Thus $\mathcal{V}_{10}=V_{1}^{+}$and $\mathcal{V}_{20}=v_{2}^{\prime}=V_{2}^{+}$, so that

$$
\left\langle\mathcal{V}_{0}\right\rangle=\left\langle V^{+}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right\rangle .
$$

But by energy conservation along the trajectory, we have

$$
\left\langle v^{\prime}\right\rangle+\beta\left(x^{\prime}\right)=\left\langle V^{+}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right\rangle+\beta\left(X^{+}\left(s ; 0, x^{\prime}, v^{\prime}\right)\right) .
$$

Therefore

$$
\begin{equation*}
\left|\left\langle v^{\prime}\right\rangle-\left\langle\mathcal{V}_{0}\right\rangle\right| \leq 2\|\beta\| . \tag{49}
\end{equation*}
$$

Since $\tau \geq T=\frac{1}{4}\left|x-x^{\prime}\right|\|\beta\|^{-1 / 2}$ in the integral $L_{2}$, we have

$$
\left|\hat{\mathcal{V}}_{10}\right|=\left|\frac{x-x^{\prime}}{\tau}\right| \leq 4\|\beta\|^{1 / 2}
$$

so that

$$
\left\langle v^{\prime}\right\rangle \leq 2\|\beta\|+\left\langle\mathcal{V}_{0}\right\rangle=2\|\beta\|+\sqrt{\frac{1+v_{2}^{\prime 2}}{1-\hat{\mathcal{V}}_{0}^{2}}} \leq(1+C\|\beta\|) \sqrt{1+{v_{2}^{\prime}}^{2}} .
$$

We deduce that $\sqrt{1+{v_{1}^{\prime}}^{2}+{v_{2}^{\prime}}^{2}}-\sqrt{1+{v_{2}^{\prime}}^{2}} \leq C\|\beta\| \sqrt{1+{v_{2}^{\prime}}^{2}}$, so that

$$
{v_{1}^{\prime}}^{2} \leq C\|\beta\|\left[\sqrt{1+{v_{1}^{\prime}}^{2}+{v_{2}^{\prime}}^{2}} \sqrt{1+{v_{2}^{\prime}}^{2}}+1+{v_{2}^{\prime}}^{2}\right] \leq \frac{C}{2}\|\beta\|\left[v_{1}^{\prime 2}+5\left({v_{2}^{\prime}}^{2}+1\right)\right]
$$

and

$$
\left|v_{1}^{\prime}\right| \leq C\|\beta\|^{1 / 2} \sqrt{1+{v_{2}^{\prime}}^{2}} \equiv m
$$

Therefore, employing the smallness of $v_{1}^{\prime}$ and the boundedness of $x^{\prime}$, we get the term $L_{2}$ bounded by

$$
\int_{0}^{\infty} \int_{-C}^{C} \int_{\mathbf{R}} \int_{-m}^{m}\left\{\int_{0}^{P}\left|\partial_{e} \mu_{+}\right|\left|\hat{v}_{1}^{\prime}\right| \delta\left(x-X^{+}\right) d x\right\}\left|E\left(x^{\prime}\right)\right| e^{-\operatorname{Im} \omega \tau} d v_{1}^{\prime} d v_{2}^{\prime} d x^{\prime} d \tau
$$

plus the same term with $X^{+}$replaced by $X^{0}$. Therefore, we get the bound

$$
\begin{aligned}
& C|E|_{1} \int_{0}^{\infty} \int_{\mathbf{R}} \int_{-m}^{m}\left\langle v_{2}^{\prime}\right\rangle^{-\tilde{\gamma}-\gamma} d v_{1}^{\prime} d v_{2}^{\prime} e^{-\operatorname{Im} \omega \tau} d \tau \\
& \leq C|E|_{1}\|\beta\|^{1 / 2} \int_{0}^{\infty} e^{-\operatorname{Im} \omega \tau} d \tau \leq C\|\beta\|^{1 / 2}|E|_{1}
\end{aligned}
$$

since $\tilde{\gamma}+\gamma>1$. Combining this with (48), we have the large-time estimate

$$
\begin{equation*}
L=L_{1}+L_{2} \leq C|E|_{1}\|\beta\|^{1 / 2} \tag{50}
\end{equation*}
$$

The small-time estimate $\boldsymbol{S}$. Now in (43) we consider the case $\tau \leq T$. Since

$$
0 \leq \tau \leq \frac{1}{2}\left|x-x^{\prime}\right|^{1 / 2}\|\beta\|^{-1 / 2}
$$

we have

$$
\left|\frac{x-x^{\prime}}{\tau}\right| \geq 2\left|x-x^{\prime}\right|^{1 / 2}\|\beta\|^{1 / 2} \geq 4 \tau\|\beta\| \geq 4\left|\frac{1}{\tau} \int_{0}^{\tau} \int_{0}^{\theta} \beta^{\prime}\left(X^{+}(s)\right) d s d \theta\right|
$$

Now for any $v^{\prime}$ such that $x=X^{+}\left(\tau ; 0, x^{\prime}, v^{\prime}\right)$, we have the trajectory equation

$$
x=x^{\prime}+\hat{v}_{1}^{\prime} \tau \pm \int_{0}^{\tau} \int_{0}^{\theta}\left\langle V^{+}\right\rangle^{-3} \beta^{\prime}\left(X^{+}\right) d s d \theta
$$

Thus,

$$
\begin{align*}
& \left|\hat{v}_{1}^{\prime}\right| \geq\left|\frac{x-x^{\prime}}{\tau}\right|-\left|\frac{1}{\tau} \int_{0}^{\tau} \int_{0}^{\theta} \beta^{\prime}\left(X^{+}(s)\right) d s d \theta\right| \geq \frac{3}{4}\left|\frac{x-x^{\prime}}{\tau}\right| \geq 3\|\beta\|^{1 / 2} \\
& \left|\hat{v}_{1}^{\prime}\right| \leq\left|\frac{x-x^{\prime}}{\tau}\right|+\left|\frac{1}{\tau} \int_{0}^{\tau} \int_{0}^{\theta} \beta^{\prime}\left(X^{+}(s)\right) d s d \theta\right| \leq \frac{5}{4}\left|\frac{x-x^{\prime}}{\tau}\right| \tag{51}
\end{align*}
$$

We have used the fact $\tau \leq \frac{1}{4}\left|x-x^{\prime}\right|\|\beta\|^{-1 / 2}$ by the definition of $T$ in (47). Therefore, $v^{\prime}$ must lie in the untrapped region. Indeed, by (37), in the trapped region all the
velocities are bounded by $2\|\beta\|^{1 / 2}$ and this contradicts (51). By Lemma 5 , only one such $\mathcal{V}_{1+}$ exists. Hence,

$$
\int_{\mathbf{R}} \partial_{v_{1}^{\prime}} \mu_{+}\left(e^{\prime}, v_{2}^{\prime}\right) \delta\left(x-X^{+}\right) d v_{1}^{\prime}=\hat{\mathcal{V}}_{1+} \partial_{e} \mu_{+}^{\prime}\left(W_{+}, v_{2}^{\prime}\right) \mathcal{J}
$$

where $W_{+}=\left\langle\mathcal{V}_{+}\right\rangle-\beta\left(X^{+}\right)$and

$$
\mathcal{J}=\left\{\left.\left[\frac{\partial X^{+}}{\partial v_{1}^{\prime}}\right]\right|_{v_{1}^{\prime}=\mathcal{V}_{1+}}\right\}^{-1}
$$

In the free case, $\hat{\mathcal{V}}_{10}=\left(x-x^{\prime}\right) / \tau$, and $\left(\partial X_{0} / \partial v_{1}^{\prime}\right)^{-1}=\tau^{-1}\left\langle\mathcal{V}_{0}\right\rangle^{3}$. Therefore, by first integrating over the $v^{\prime}$ variable, we get the small-time integral equal to

$$
\begin{aligned}
& S=\int\left|E\left(x^{\prime}\right)\right| e^{-\operatorname{Im} \omega \tau}\left|\hat{\mathcal{V}}_{1+} \partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime}\right) \mathcal{J}-\hat{\mathcal{V}}_{10} \partial_{e} \mu_{+}\left(\left\langle\mathcal{V}_{0}\right\rangle, v_{2}^{\prime}\right) \tau^{-1}\left\langle\mathcal{V}_{0}\right\rangle^{3}\right| \\
& \leq \int\left|E\left(x^{\prime}\right)\right| e^{-\operatorname{Im} \omega \tau}\left|\partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime}\right)\left\{\mathcal{J}-\left(1+{v_{2}^{\prime}}^{2}\right)^{-1} \hat{\mathcal{V}}_{1+}\left(x-x^{\prime}\right)^{-1}\left\langle\mathcal{V}_{+}\right\rangle^{3}\right\}\right| \\
& +\int \frac{\left|E\left(x^{\prime}\right)\right|}{\left|x-x^{\prime}\right|\left(1+v_{2}^{\prime 2}\right)} e^{-\operatorname{Im} \omega \tau}\left|\partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime}\right) \hat{\mathcal{V}}_{1+}^{2}\left\langle\mathcal{V}_{+}\right\rangle^{3}-\partial_{e} \mu_{+}\left(\left\langle\mathcal{V}_{0}\right\rangle, v_{2}^{\prime}\right) \hat{\mathcal{V}}_{10}^{2}\left\langle\mathcal{V}_{0}\right\rangle^{3}\right|
\end{aligned}
$$

$(52) \equiv S_{1}+S_{2}$,
where $\int=\int_{0}^{P} \int_{\mathbf{R}} \int_{0}^{T} \int_{\mathbf{R}} d v_{2}^{\prime} d \tau d x^{\prime} d x$.
We now estimate $S_{1}$. In order to compute $\mathcal{J}$, we take the $v_{1}^{\prime}$ derivative in (38) to get (for $t>0$ )

$$
\begin{aligned}
0= & \frac{\partial X^{+}}{\partial v_{1}^{\prime}} \frac{\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right)+\beta\left(X^{+}\left(v^{\prime}\right)\right)}{\left\{\left[\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right)+\beta\left(X^{+}\left(v^{\prime}\right)\right)\right]^{2}-1-v_{2}^{2}\right\}^{1 / 2}} \\
& -\int_{x^{\prime}}^{X^{+}\left(v^{\prime}\right)}\left[\left(\left\langle v^{\prime}\right\rangle-\beta\left(x^{\prime}\right)+\beta(y)\right)^{2}-1-v_{2}^{2}\right]^{-3 / 2} \hat{v}_{1}^{\prime}\left(1+v_{2}^{2}\right) d y
\end{aligned}
$$

Put $v^{\prime}=\mathcal{V}_{+}\left(\tau, x, x^{\prime}\right)$, so that $X^{+}\left(\tau, 0, x^{\prime}, v^{\prime}\right)=x$ and

$$
\mathcal{J}^{-1}=\left(1-\left(1+v_{2}^{2}\right) A(x)^{-2}\right)^{1 / 2} \hat{\mathcal{V}}_{1+} Q\left(1+v_{2}^{2}\right)
$$

where $A(y)=\left\langle\mathcal{V}_{+}\left(\tau, x, x^{\prime}\right)\right\rangle-\beta\left(x^{\prime}\right)+\beta(y), \mathcal{V}_{+}=\mathcal{V}_{+}\left(\tau, x, x^{\prime}\right)$, and

$$
Q=\int_{x^{\prime}}^{x}\left(A(y)^{2}-1-v_{2}^{2}\right)^{-3 / 2} d y
$$

From (51), we have

$$
\begin{equation*}
\left|\hat{\mathcal{V}}_{1+}\right| \geq \frac{3}{4}\left|\frac{x-x^{\prime}}{\tau}\right| \geq 3\|\beta\|^{1 / 2} \tag{53}
\end{equation*}
$$

To estimate $Q$, notice that $\left|A(y)-\left\langle\mathcal{V}_{+}\right\rangle\right| \leq 2\|\beta\|$ and therefore $A(y)$ is comparable to $\left\langle\mathcal{V}_{+}\right\rangle$. Hence,

$$
\begin{aligned}
A^{2}-1-v_{2}^{2} & =\mathcal{V}_{1+}^{2}+\left(A-\left\langle\mathcal{V}_{+}\right\rangle\right)\left(A+\left\langle\mathcal{V}_{+}\right\rangle\right) \\
& \geq \mathcal{V}_{1+}^{2}-2\|\beta\|\left(2\left\langle\mathcal{V}_{+}\right\rangle+2\|\beta\|\right) \\
& \geq \mathcal{V}_{1+}^{2}-\frac{4}{3}\|\beta\|^{1 / 2}\left|\mathcal{V}_{1+}\right|-4\|\beta\|^{2} \\
& \geq \frac{5}{9} \mathcal{V}_{1+}^{2}-4\|\beta\|^{2} \geq \frac{1}{2} \mathcal{V}_{1+}^{2}
\end{aligned}
$$

by (53) and the smallness of $\beta$. Letting $g(A)=\left(A^{2}-1-v_{2}^{2}\right)^{-3 / 2}$, we have

$$
\left|g^{\prime}(A)\right|=3\left(A^{2}-{v_{2}^{\prime}}_{2}^{2}-1\right)^{-5 / 2} A \leq C\left|\mathcal{V}_{1+}\right|^{-5}\left\langle\mathcal{V}_{+}\right\rangle .
$$

Therefore, we have

$$
\left.\left.\left|Q\left(\tau, x, x^{\prime}\right)-\left(x-x^{\prime}\right)\right| \mathcal{V}_{1+}\right|^{-3}|\leq C\|\beta\|| \mathcal{V}_{1+}\right|^{-5}\left\langle\mathcal{V}_{+}\right\rangle\left|x-x^{\prime}\right|
$$

so that $Q$ is comparable to $\left(x-x^{\prime}\right)\left|\mathcal{V}_{1+}\right|^{-3}$ and

$$
\begin{aligned}
& \left.\left|Q^{-1}\left(\tau, x, x^{\prime}\right)-\left(x-x^{\prime}\right)^{-1}\right| \mathcal{V}_{1+}\right|^{3} \mid \\
& \leq C\|\beta\|\left|\mathcal{V}_{1+}\right|^{-5}\left\langle\mathcal{V}_{+}\right\rangle\left|x-x^{\prime}\right|\left\{\left(x-x^{\prime}\right)^{-1}\left|\mathcal{V}_{1+}\right|^{3}\right\}^{2} \\
& =C\|\beta\|\left|x-x^{\prime}\right|^{-1}\left|\mathcal{V}_{1+}\right|\left\langle\mathcal{V}_{+}\right\rangle .
\end{aligned}
$$

Also, inside $\mathcal{J}$ we have

$$
\left(1-\left(1+v_{2}^{2}\right) A^{-2}\right)^{-1 / 2}=\left\langle\mathcal{V}_{+}\right\rangle\left|\mathcal{V}_{1+}\right|^{-1}+O\left[\|\beta\|\left(1+v_{2}^{2}\right)\left|\mathcal{V}_{1+}\right|^{-3}\right] .
$$

We thus estimate $\mathcal{J}$ as

$$
\begin{aligned}
& \left|\mathcal{J}-\left(1+v_{2}^{2}\right)^{-1}\left\langle\mathcal{V}_{+}\right\rangle^{2} \mathcal{V}_{1+}\left(x-x^{\prime}\right)^{-1}\right| \\
& \left.=\left.\frac{1}{\left(1+v_{2}^{2}\right)}\left|\left(1-\left(1+v_{2}^{2}\right)^{-1} A^{-2}\right)^{-1 / 2} \cdot \hat{\mathcal{V}}_{1+}^{-1} Q^{-1}-\left\langle\mathcal{V}_{+}\right\rangle\right| \mathcal{V}_{1+}\right|^{-1} \cdot \hat{\mathcal{V}}_{1+}^{-1}\left|\mathcal{V}_{1+}\right|^{3}\left(x-x^{\prime}\right)^{-1} \right\rvert\, \\
& \leq C\|\beta\|\left|x-x^{\prime}\right|^{-1}\left|\hat{\mathcal{V}}_{1+}^{-1}\right|\left[1+\left\langle\mathcal{V}_{+}\right\rangle^{2}\left(1+v_{2}^{2}\right)^{-1}\right] \\
& \leq C\|\beta\|^{1 / 2} \tau^{-1} \hat{\mathcal{V}}_{1+}^{-1}\left\langle\mathcal{V}_{+}\right\rangle^{2}\left(1+v_{2}^{2}\right)^{-1} .
\end{aligned}
$$

In the last step, we have used the fact that $\tau\left|x-x^{\prime}\right|^{-1} \leq \frac{1}{4}\|\beta\|^{-1 / 2}$ from (47).
Moreover, from the trajectory equation and (51), (49) with $v^{\prime}=\mathcal{V}_{+}$, we have

$$
\frac{3}{4}\left|\frac{x-x^{\prime}}{\tau}\right| \leq\left|\hat{\mathcal{V}}_{1+}\right| \leq \frac{5}{4}\left|\frac{x-x^{\prime}}{\tau}\right|, \quad\left|\hat{\mathcal{V}}_{1+}-\hat{\mathcal{V}}_{10}\right| \leq \tau\|\beta\| .
$$

Using the energy conservation along the trajectory, we estimate $W_{+} \equiv\left\langle\mathcal{V}_{+}\right\rangle-\beta\left(x^{\prime}\right)$ as $\left|W_{+}-\left\langle\mathcal{V}_{+}\right\rangle\right| \leq\|\beta\|$. Since $\left\langle\mathcal{V}_{0}\right\rangle$ dominates $\|\beta\|$, we also have

$$
\begin{equation*}
c\left\langle\mathcal{V}_{0}\right\rangle \leq\left\langle\mathcal{V}_{+}\right\rangle \leq C\left\langle\mathcal{V}_{0}\right\rangle . \tag{54}
\end{equation*}
$$

We therefore estimate $S_{1}$ by

$$
\begin{aligned}
& \int_{0}^{P} \int_{x-\tau}^{x+\tau} \int_{0}^{T} \int_{\mathbf{R}}\left|E\left(x^{\prime}\right)\right| e^{-\operatorname{Im} \omega \tau}\left|\partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime}\right) \hat{\mathcal{V}}_{1+}\left\{\mathcal{J}-\left(1+v_{2}^{2}\right)^{-1} \hat{\mathcal{V}}_{1+}\left(x-x^{\prime}\right)^{-1}\left\langle\mathcal{V}_{+}\right\rangle^{3}\right\}\right| \\
& (55) \leq C \int_{0}^{P} \int_{x-\tau}^{x+\tau} \int_{0}^{T} \int_{\mathbf{R}} e^{-\operatorname{Im} \omega \tau}\left|\partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime}\right)\left[\|\beta\|^{1 / 2} \tau^{-1}\left\langle\mathcal{V}_{+}\right\rangle^{2}\right]\right| E\left(x^{\prime}\right) \mid\left(1+v_{2}^{\prime 2}\right)
\end{aligned}
$$

with the volume element $d v_{2}^{\prime} d \tau d x^{\prime} d x$. In this integral we have

$$
\left|\partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime}\right)\right|\left\langle\mathcal{V}_{+}\right\rangle^{2} \leq C\left\langle\mathcal{V}_{+}\right\rangle^{2-\gamma} \leq C\left\langle\mathcal{V}_{0}\right\rangle^{2-\gamma}
$$

with $\gamma>1$ so that

$$
S_{1} \leq C\|\beta\|^{1 / 2}|E|_{1}
$$

just as in (46).
From (54) and the decay condition in (11), we now estimate the main part of the integrand in $S_{2}$ as

$$
\begin{aligned}
J_{2} & \equiv\left|\partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime}\right) \hat{\mathcal{V}}_{1+}^{2}\left\langle\mathcal{V}_{+}\right\rangle^{3}-\partial_{e} \mu_{+}\left(\left\langle\mathcal{V}_{0}\right\rangle, v_{2}^{\prime}\right) \hat{\mathcal{V}}_{10}^{2}\left\langle\mathcal{V}_{0}\right\rangle^{3}\right| \\
& \leq\left|\left[\partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime}\right)-\partial_{e} \mu_{+}\left(\left\langle\mathcal{V}_{0}\right\rangle, v_{2}^{\prime}\right)\right] \hat{\mathcal{V}}_{1+}^{2}\left\langle\mathcal{V}_{+}\right\rangle^{3}\right| \\
& +\left|\partial_{e} \mu\left(W_{0}, v_{2}^{\prime}\right)\left[\hat{\mathcal{V}}_{10}^{2}\left\langle\mathcal{V}_{0}\right\rangle^{3}-\hat{\mathcal{V}}_{1+}^{2}\left\langle\mathcal{V}_{+}\right\rangle^{3}\right]\right| .
\end{aligned}
$$

Notice that

$$
\begin{aligned}
& \left|\hat{\mathcal{V}}_{10}^{2}\left\langle\mathcal{V}_{0}\right\rangle^{3}-\hat{\mathcal{V}}_{1+}^{2}\left\langle\mathcal{V}_{+}\right\rangle^{3}\right|=\left|\mathcal{V}_{10}^{2}\left\langle\mathcal{V}_{0}\right\rangle-\mathcal{V}_{1+}^{2}\left\langle\mathcal{V}_{+}\right\rangle\right| \\
& =\left|\left\langle\mathcal{V}_{0}\right\rangle-\left\langle\mathcal{V}_{+}\right\rangle\right|\left(\left\langle\mathcal{V}_{0}\right\rangle^{2}+\left\langle\mathcal{V}_{0}\right\rangle\left\langle\mathcal{V}_{+}\right\rangle+\left\langle\mathcal{V}_{+}\right\rangle^{2}-1-v_{2}^{\prime 2}\right) \\
& \leq C\left|\left\langle\mathcal{V}_{0}\right\rangle-\left\langle\mathcal{V}_{+}\right\rangle\right|\left\langle\mathcal{V}_{0}\right\rangle^{2} .
\end{aligned}
$$

By (49) and (11), we thus estimate the main part of the integrand in $S_{2}$ by

$$
\begin{aligned}
J_{2} & \leq\left\{\sup _{\theta \in\left[\left\langle\mathcal{V}_{0}\right\rangle, W_{+}\right]} \partial_{e e} \mu_{+}\left(\theta, v_{2}^{\prime}\right)\left|\left[W_{+}-\left\langle\mathcal{V}_{0}\right\rangle\right] \hat{\mathcal{V}}_{1+}^{2}\left\langle\mathcal{V}_{+}\right\rangle^{3}\right|\right. \\
& \left.+C\left|\partial_{e} \mu_{+}\left(\left\langle\mathcal{V}_{0}\right\rangle, v_{2}^{\prime}\right) \|\left\langle\mathcal{V}_{0}\right\rangle-\left\langle\mathcal{V}_{+}\right\rangle\right|\left\langle\mathcal{V}_{0}\right\rangle^{2}\right\} \\
& \leq C\|\beta\|\left\langle\mathcal{V}_{0}\right\rangle^{3-\gamma}\left\langle v_{2}^{\prime}\right\rangle^{-\tilde{\gamma}} .
\end{aligned}
$$

From the definition of $T$ in (47), we have $\left|x-x^{\prime}\right|^{-1} \leq \frac{1}{4 \tau}\|\beta\|^{-1 / 2}$. We plug this into $S_{2}$ in (52) to get

$$
\begin{aligned}
& S_{2}=\int_{0}^{P} \int_{0}^{T} \int_{x-\tau}^{x+\tau} \int_{\mathbf{R}} e^{-\operatorname{Im} \omega \tau} \frac{\left|E\left(x^{\prime}\right)\right|}{\left|x-x^{\prime}\right|\left(1+v_{2}^{\prime 2}\right)} \\
& \times \mid \partial_{e} \mu_{+}\left(W_{+}, v_{2}^{\prime} \hat{\mathcal{V}}_{1+}^{2}\left\langle\mathcal{V}_{+}\right\rangle^{3}-\partial_{e} \mu_{+}\left(\left\langle\mathcal{V}_{0}\right\rangle, v_{2}^{\prime}\right) \hat{\mathcal{V}}_{10}^{2}\left\langle\mathcal{V}_{0}\right\rangle^{3} \mid d v_{2}^{\prime} d x^{\prime} d \tau d x\right. \\
& \leq C\|\beta\|^{1 / 2} \int_{0}^{P} \int_{0}^{T} \int_{x-\tau}^{x+\tau} \int_{\mathbf{R}} e^{-\operatorname{Im} \omega \tau}\left|E\left(x^{\prime}\right)\right|\left\langle\mathcal{V}_{0}\right\rangle^{3-\gamma}\left\langle v_{2}^{\prime}\right\rangle^{-2-\tilde{\gamma}} \tau^{-1} d v_{2}^{\prime} d x^{\prime} d \tau d x \\
(56) & \leq C\|\beta\|^{1 / 2}|E|_{1},
\end{aligned}
$$

where we have again used (45) to integrate over $x$. Thus we deduce the small-time estimate

$$
\begin{equation*}
S \leq S_{1}+S_{2} \leq C\|\beta\|^{1 / 2}|E|_{1} . \tag{57}
\end{equation*}
$$

The lemma follows from (50) and (57).
Lemma 8. The same estimate as in Lemma 7 is valid if $\exp [-\operatorname{Im} \omega \tau]$ is replaced by $\tau^{m} \exp [-\operatorname{Im} \omega \tau]$ for any $m \geq 1$.

The proof is identical to the preceding one.
Now we are ready for our main theorem about the linear operator $\mathcal{C}$. Recall the definition of $\mathcal{C}(\omega, \beta)$ in (25). We shall write $P=2 P_{\beta}$. Furthermore, we define $\mathcal{C}(\omega, 0)$ from $L^{1}\left(\mathbf{R}_{P}\right)$ into itself by

$$
\begin{equation*}
\mathcal{C}(\omega, 0) E(x)=\int_{0}^{x} \rho^{0}(y) d y+\frac{1}{i \omega P} \int_{0}^{P} j_{1}^{0}(y) d y-\frac{1}{P} \int_{0}^{P} \int_{0}^{z} \rho^{0}(y) d y d z . \tag{58}
\end{equation*}
$$

We define the closely related operator $\mathcal{C}_{0}$ from $L^{1}\left(\mathbf{R}_{2 P_{0}}\right)$ to itself, to be given by the same formula but acting on functions in $L^{1}\left(\mathbf{R}_{2 P_{0}}\right)$ and with $P$ replaced by $2 P_{0}$.

Theorem 2 (growing mode for periodic BGK equilibria). Let $P=2 P_{\beta}$ and $\operatorname{Im} \omega>0$ and $\gamma>1$, and $\mu_{ \pm}$satisfy (11), (12), and (14). Then
(a) $\mathcal{C}(\omega, \beta)$ and $\mathcal{C}(\omega, 0)$ are compact operators from $L^{1}\left(\mathbf{R}_{P}\right)$ to $L^{1}\left(\mathbf{R}_{P}\right)$ such that

$$
\|\mathcal{C}(\omega, \beta)-\mathcal{C}(\omega, 0)\|_{L^{1}\left(\mathbf{R}_{P}\right) \rightarrow L^{1}\left(\mathbf{R}_{P}\right)} \leq C\|\beta\|_{C^{1}}^{1 / 2}
$$

where $\mathcal{C}(\omega, 0)$ is the unperturbed linearized operator. The constant $C$ is uniform for $\operatorname{Im} \omega>$ constant $>0$.
(b) $\mathcal{C}(\omega, \beta)$ is analytic in $\omega$ for $\operatorname{Im} \omega>0$.
(c) There exists $\eta>0$ such that if $\|\beta\|_{C^{1}}<\eta$, there exists a growing mode $\left[g^{ \pm}, E\right]$ with period $P$ for the linearized Vlasov-Maxwell system (19) around $\left[\mu_{ \pm}(\langle v\rangle \mp\right.$ $\left.\left.\beta(x), v_{2}\right), \beta^{\prime}\right]$.

Proof. By definition

$$
\begin{aligned}
(\mathcal{C}(\omega, \beta) E-\mathcal{C}(\omega, 0) E)(x) & =\int_{0}^{x}\left[\rho(y)-\rho^{0}(y)\right] d y+\frac{1}{i \omega P} \int_{0}^{P}\left[j_{1}(y)-j_{1}^{0}(y)\right] d y \\
& -\frac{1}{P} \int_{0}^{P} \int_{0}^{z}\left[\rho(y)-\rho^{0}(y)\right] d y d z
\end{aligned}
$$

By Lemma 6,

$$
|\mathcal{C}(\omega, \beta) E-\mathcal{C}(\omega, 0) E|_{1} \leq C\|\beta\|^{1 / 2}|E|_{1}
$$

where $C$ may depend on $P$ and $\omega$. Now by (32)

$$
\left|\partial_{x}\{\mathcal{C}(\omega, \beta) E\}\right|_{1}=|\rho|_{1} \leq C|E|_{1}
$$

and, by definition of $\mathcal{C}(\omega, \beta)$,

$$
|\mathcal{C}(\omega, \beta) E|_{1} \leq C|\rho|_{1}+C\left|j_{1}\right|_{1} /|\omega| \leq C|E|_{1}
$$

Since $W^{1,1}\left(\mathbf{R}_{P}\right)$ is compact in $L^{1}\left(\mathbf{R}_{P}\right), \mathcal{C}(\omega, \beta)$ is a compact operator. This proves (a).

For part (b), notice that $\mathcal{C}(\omega, \beta) E$ is given by an absolutely convergent integral, in which $\omega$ appears as $e^{i \omega \tau}$. The integral converges uniformly in each half-plane $\{\operatorname{Im} \omega \geq c>0\}$. By Lemma 8 with $m=1$ and by repeating the argument in part (a), we get

$$
\left\|\frac{d}{d \omega}[\mathcal{C}(\omega, \beta)-\mathcal{C}(\omega, 0)]\right\| \leq C\|\beta\|^{1 / 2}
$$

We thus deduce part (b).
To prove part (c), we define the dilation operator $G_{\beta}$ from $L^{1}\left(\mathbf{R}_{2 P_{0}}\right)$ to $L^{1}\left(\mathbf{R}_{P}\right)$ as $G_{\beta}: E(x) \rightarrow E(x / \lambda)$ where $\lambda=P_{\beta} / P_{0}$. Clearly $G_{\beta}$ is a one-to-one and bounded linear operator from $L^{1}\left(\mathbf{R}_{2 P_{0}}\right)$ to $L^{1}\left(\mathbf{R}_{P}\right)$. We claim that

$$
\left\|G_{\beta}^{-1} \mathcal{C}(\omega, \beta) G_{\beta}-\mathcal{C}_{0}\right\|_{L^{1} \rightarrow L^{1}} \leq C\|\beta\|^{1 / 2}
$$

for $\|\beta\|$ small.

Proof of the claim. Notice that

$$
\begin{aligned}
& \left\|G_{\beta}^{-1} \mathcal{C}(\omega, \beta) G_{\beta}-\mathcal{C}_{0}\right\| \\
& \leq\left\|G_{\beta}^{-1}\{\mathcal{C}(\omega, \beta)-\mathcal{C}(\omega, 0)\} G_{\beta}\right\|+\left\|G_{\beta}^{-1} \mathcal{C}(\omega, 0) G_{\beta}-\mathcal{C}_{0}\right\| \\
& \leq\left\|G_{\beta}^{-1}\right\|\|\mathcal{C}(\omega, \beta)-\mathcal{C}(\omega, 0)\|\left\|G_{\beta}\right\|+\left\|G_{\beta}^{-1} \mathcal{C}(\omega, 0) G_{\beta}-\mathcal{C}_{0}\right\| \\
& \leq C\|\beta\|^{1 / 2}+\left\|G_{\beta}^{-1} \mathcal{C}(\omega, 0) G_{\beta}-\mathcal{C}_{0}\right\|
\end{aligned}
$$

where we have used part (a). Now we consider $G_{\beta}^{-1} \mathcal{C}(\omega, 0) G_{\beta}$. Notice that by changing variables $x^{\prime \prime}=x^{\prime} / \lambda$ and $y=\lambda y^{\prime}$, we have by (28), (31), and (42)

$$
\begin{aligned}
G_{\beta}^{-1} \mathcal{C}(\omega, 0) G_{\beta} E(x) & =\int_{0}^{\lambda x} \int_{\mathbf{R}} E\left(x^{\prime} / \lambda\right) k_{0}\left(y, x^{\prime}\right) d x^{\prime} d y+\frac{1}{i \omega P} \int_{0}^{P} j_{1}^{0}\left(x^{\prime} / \lambda\right) d x^{\prime} \\
& -\frac{1}{P} \int_{0}^{P} \int_{0}^{z} \int_{\mathbf{R}} E\left(x^{\prime} / \lambda\right) k_{0}\left(y, x^{\prime}\right) d x^{\prime} d y d z \\
& =\int_{0}^{x} \int_{\mathbf{R}} E\left(x^{\prime \prime}\right) k_{0}\left(\lambda y^{\prime}, \lambda x^{\prime \prime}\right) d x^{\prime \prime} d y^{\prime}+\frac{1}{2 i \omega P_{0}} \int_{0}^{2 P_{0}} j_{1}^{0}\left(x^{\prime \prime}\right) d x^{\prime \prime} \\
& -\frac{1}{2 P_{0}} \int_{0}^{2 P_{0}} \int_{0}^{z} \int_{\mathbf{R}} E\left(x^{\prime \prime}\right) k_{0}\left(\lambda y^{\prime}, \lambda x^{\prime \prime}\right) d x^{\prime \prime} d y^{\prime} d z
\end{aligned}
$$

Therefore we have

$$
\left|\partial_{x}\left(G_{\beta}^{-1} \mathcal{C}(\omega, 0) G_{\beta} E\right)-\partial_{x}\left(\mathcal{C}_{0} E\right)\right|_{L^{1}} \leq \int_{0}^{2 P_{0}} \int_{\mathbf{R}}\left|E\left(x^{\prime}\right)\right|\left|k_{0}\left(\lambda x, \lambda x^{\prime}\right)-k_{0}\left(x, x^{\prime}\right)\right| d x^{\prime} d x
$$

We notice that

$$
k_{0}^{ \pm}\left(x, x^{\prime}, \omega\right)=\mp \int_{0}^{\infty} \hat{k}_{0}^{ \pm}\left(x, x^{\prime}, t\right) e^{i \omega t} d t
$$

where $\hat{k}_{0}^{ \pm}\left(x, x^{\prime}, t\right)=\int_{\mathbf{R}^{2}} \delta\left(x-x^{\prime}-\hat{v}_{1}^{\prime} t\right) \partial_{v_{1}^{\prime}} \mu_{ \pm}\left(\left\langle v^{\prime}\right\rangle, v_{2}^{\prime}\right) d v^{\prime}$. Hence,

$$
\begin{aligned}
& k_{0}^{ \pm}\left(\lambda x, \lambda x^{\prime}, \omega\right)=\mp \int_{0}^{\infty} \hat{k}_{0}^{ \pm}\left(\lambda x, \lambda x^{\prime}, t\right) e^{i \omega t} d t=\mp \int_{0}^{\infty} \hat{k}_{0}^{ \pm}\left(\lambda x, \lambda x^{\prime}, \lambda s\right) e^{i \omega \lambda s} \lambda d s \\
& =\mp \int_{0}^{\infty} \hat{k}_{0}^{ \pm}\left(x, x^{\prime}, s\right) e^{i \omega \lambda s} d s=k_{0}^{ \pm}\left(x, x^{\prime}, \lambda \omega\right)
\end{aligned}
$$

since $\hat{k}_{0}^{ \pm}\left(\lambda x, \lambda x^{\prime}, \lambda t\right)=\lambda^{-1} \hat{k}_{0}^{ \pm}\left(x, x^{\prime}, t\right)$. Therefore,

$$
\begin{aligned}
& k_{0}^{ \pm}\left(\lambda x, \lambda x^{\prime}, \omega\right)-k_{0}^{ \pm}\left(x, x^{\prime}, \omega\right)=k_{0}^{ \pm}\left(x, x^{\prime}, \lambda \omega\right)-k_{0}^{ \pm}\left(x, x^{\prime}, \omega\right) \\
& =\mp \int_{0}^{\infty} \hat{k}_{0}^{ \pm}\left(x, x^{\prime}, t\right)\left[e^{i \lambda \omega t}-e^{i \omega t}\right] d t \\
& \leq|\lambda-1| \int_{0}^{\infty}\left|\hat{k}_{0}^{ \pm}\left(x, x^{\prime}, t\right)\right||\omega t| e^{-\lambda^{*} t \operatorname{Im} \omega} d t
\end{aligned}
$$

where $\lambda^{*}=\max (\lambda, 1)$. Hence as in (44)-(46),

$$
\begin{aligned}
& \left|\partial_{x}\left(G_{\beta}^{-1} \mathcal{C}(\omega, 0) G_{\beta} E\right)-\partial_{x}\left(\mathcal{C}_{0} E\right)\right|_{L^{1}} \\
& \leq|\lambda-1||\omega| \int_{0}^{2 P_{0}} \int_{\mathbf{R}} \int_{0}^{\infty}\left|E\left(x^{\prime}\right)\right|\left|\hat{k}_{0}^{ \pm}\left(x, x^{\prime}, t\right)\right||t| e^{-\lambda^{*} t \operatorname{Im} \omega} d t d x^{\prime} d x \\
& \leq|\lambda-1| C|E|_{L^{1}\left(\mathbf{R}_{2 P_{0}}\right)} .
\end{aligned}
$$

The claim is proved.
We define for $0 \leq s \leq 1, T(\omega, s)=\mathcal{C}_{0}+s\left(G_{\beta}^{-1} \mathcal{C}(\omega, \beta) G_{\beta}-\mathcal{C}_{0}\right)$. By parts (a) and (b), $I-T(\omega, s)$ is a compact operator from $L^{1}\left(\mathbf{R}_{2 P_{0}}\right)$ to itself, is analytic in $\omega$, and is continuous in $s$. By Lemma $2, I-\mathcal{C}_{0}$ has a nontrivial nullspace, so that there is a pole $\omega_{0}$, fixed, of $\left(I-\mathcal{C}_{0}\right)^{-1}=(I-T(\omega, 0))^{-1}$ with $\operatorname{Im} \omega_{0}>0$. We choose $\epsilon_{0}>0$ so small that for $\left|\omega-\omega_{0}\right|=\epsilon_{0}$, the operator $(I-T(\omega, 0))$ is invertible and $\operatorname{Im} \omega>0$. If $\|\beta\|_{C^{1}}<\eta$ is small enough, then from the claim

$$
\|T(\omega, s)-T(\omega, 0)\| \leq s\left\|G_{\beta}^{-1} \mathcal{C}(\omega, \beta) G_{\beta}-\mathcal{C}_{0}\right\| \leq C \eta^{1 / 2}
$$

Hence $I-T(\omega, s)$ is also invertible on $\left|\omega-\omega_{0}\right|=\epsilon_{0}$ for all $0 \leq s \leq 1$. Since the poles of $(I-T(\omega, s))^{-1}$ are continuous in $s$, as is well known [St], there is a pole of $(I-T(\omega, 1))^{-1}$ in $\left|\omega-\omega_{0}\right|<\epsilon_{0}$. In particular, let $\omega_{\beta}$ be a pole of $(I-T(\omega, 1))^{-1}=\left(I-G_{\beta}^{-1} \mathcal{C}(\omega, \beta) G_{\beta}\right)$ in $\left|\omega-\omega_{0}\right|<\epsilon_{0}$. Then $\operatorname{Im} \omega_{\beta}>0$ and $G_{\beta}^{-1} \mathcal{C}\left(\omega_{\beta}, \beta\right) G_{\beta}$ has the eigenvalue 1 . Hence there exists an $E_{0} \neq 0$ and $E_{0} \in L^{1}\left(\mathbf{R}_{2 P_{0}}\right)$ such that $G_{\beta}^{-1} \mathcal{C}\left(\omega_{\beta}, \beta\right) G_{\beta} E_{0}=E_{0}$. Therefore

$$
\mathcal{C}\left(\omega_{\beta}, \beta\right) G_{\beta} E_{0}=G_{\beta} E_{0} .
$$

By Lemma 4, part (b), we complete the proof.
4. Properties of periodic eigenfunctions. The following lemma of Vidav [V, Sh] will be used to obtain the linearized estimate.

Lemma 9. Let $Y$ be a Banach space and $A$ be a linear operator that generates a strongly continuous semigroup on $Y$ such that $\left\|e^{-t A}\right\| \leq M e^{\alpha t}$ for all $t \geq 0$. Let $K$ be a compact operator from $Y$ to $Y$. Then $A+K$ generates a strongly continuous semigroup $e^{-t(A+K)}$, and the spectrum of $(-A-K)$ consists of a finite number of eigenvalues of finite multiplicity in $\{\operatorname{Re} \lambda>\delta\}$ for every $\delta>\alpha$. These eigenvalues can be labeled by

$$
\operatorname{Re} \lambda_{1} \geq \operatorname{Re} \lambda_{2} \geq \cdots \geq \operatorname{Re} \lambda_{n} \geq \delta
$$

Furthermore, for every $\Lambda>\operatorname{Re} \lambda_{1}$, there is a constant $C_{\Lambda}$ such that

$$
\left\|e^{-t(A+K)}\right\|_{L(Y, Y)} \leq C_{\Lambda} e^{\Lambda t}
$$

Applying this lemma and Lemma 3 to the linearized periodic Vlasov-Maxwell system $1 \frac{1}{4} \mathrm{~L}$ in (8), we deduce the following.

Lemma 10 (linear Vlasov-Maxwell). Let $\mu_{ \pm}$satisfy (11) and (12), and let $\beta$ be any solution of (4) of period $P$. Then for all $\delta>0$, the spectrum of $-\mathcal{L}$ in $\{\operatorname{Re} \lambda>\delta\}$ consists of a finite number of eigenvalues of finite multiplicity. If $\lambda_{1}$ denotes the eigenvalue of the maximal real part, and $\Lambda>\max \left\{0, \operatorname{Re} \lambda_{1}\right\}$, then there exists $C_{\Lambda}>0$ such that

$$
\left\|e^{-t \mathcal{L}} u_{0}\right\|_{m} \leq C_{\Lambda} e^{\Lambda t}\left\|u_{0}\right\|_{m}
$$

Proof. We apply the previous lemma to the space $Y=\mathcal{M}$ and the operator $\mathcal{L}=\mathcal{L}_{1}+\mathcal{L}_{2}$ given by (23). By (24) we may take any $\delta>0$.

Lemma 11 (regularity of eigenfunctions). Let $\mu_{ \pm}$satisfy (11) and (12), and let $\beta$ be any solution of (4) of period $P$. Let $\lambda$ be any eigenvalue of $-\mathcal{L}$ with $\operatorname{Re} \lambda>0$ and $\left[R_{ \pm}, E_{0}\right]$ its eigenfunction triple. Assume $\|\beta\|<(\operatorname{Re} \lambda)^{2}$. Then $R_{ \pm} \in W^{1,1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$ and there exists a constant $C$ depending only on $\lambda$ and $\mu_{ \pm}$such that

$$
\left|E_{0}\right|_{1,1}+\|R\|_{1,1} \leq C\|R\|_{1} .
$$

Proof. We begin with $u=\left[R_{ \pm}, E_{0}\right] \in \mathcal{M}$. We first claim that

$$
\begin{equation*}
R=-\int_{0}^{\infty} e^{-t \mathcal{A}} e^{-\lambda t} \mathcal{K}\left(E_{0}\right) d t \tag{59}
\end{equation*}
$$

In order to prove this, notice that $g(t)=e^{\lambda t} R$ and $E(t)=e^{\lambda t} E_{0}$ satisfy $\partial_{t} g+\mathcal{A} g=$ $-\mathcal{K} E$. Hence

$$
e^{\lambda t} R=e^{-(t-s) \mathcal{A}} e^{\lambda s} R+\int_{s}^{t} e^{-(t-\tau) \mathcal{A}} \mathcal{K} e^{\lambda \tau} E_{0} d \tau
$$

Letting $s \rightarrow-\infty$, we get

$$
e^{\lambda t} R=-\int_{-\infty}^{t} e^{-(t-\tau) \mathcal{A}_{ \pm}} \mathcal{K} E_{0} e^{\lambda \tau} d \tau=-\int_{0}^{\infty} e^{-\tau \mathcal{A}} \mathcal{K} E_{0} e^{\lambda(t-\tau)} d \tau
$$

which is the same as (59). The integral converges because $\operatorname{Re} \lambda>0$.
Since $\left[R_{ \pm}, E_{0}\right] \in \mathcal{M}$, we have $\partial_{x} E_{0}=\rho=\int\left(R_{+}-R_{-}\right) d v$ so that $E_{0} \in L^{1}\left(\mathbf{R}_{P}\right)$ and $\mathcal{K}\left(E_{0}\right) \in L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$. Writing $\exp (-t \mathcal{A})$ in terms of the characteristics as in the proof of Lemma $4(\mathrm{c})$, we see that $\exp (-t \mathcal{A})$ also maps $L^{1}$ into itself and $W^{1,1}$ into itself. So (59) implies that $R \in L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$. Hence $\rho \in L^{1}\left(\mathbf{R}_{P}\right)$ and

$$
\left|E_{0}\right|_{1,1} \leq C\|R\|_{1}
$$

Next we let $h(t)=\exp (-t \mathcal{A})\left(\mathcal{K} E_{0}\right)$. Since $\mathcal{K} E_{0} \in W^{1,1}$, it follows that $h(t) \in W^{1,1}$. Thus $\left(\partial_{t}+\mathcal{A}\right) h=0, h(0)=\mathcal{K} E_{0}$. Differentiating this equation with respect to $x$, we get

$$
\left(\partial_{t}+\mathcal{A}\right)\left(\partial_{x} h\right)=\left[\mathcal{A}, \partial_{x}\right] h=\left(\begin{array}{cc}
-\beta^{\prime \prime} & 0 \\
0 & \beta^{\prime \prime}
\end{array}\right) \partial_{v_{1}} h, \quad \partial_{x} h(0)=\partial_{x} \mathcal{K} E_{0}
$$

where $\left[\mathcal{A}, \partial_{x}\right]$ is the commutator. Hence

$$
\partial_{x} h(t)=e^{-t \mathcal{A}} \partial_{x} \mathcal{K} E_{0}+\int_{0}^{t} e^{-(t-\tau) \mathcal{A}}\left(\begin{array}{cc}
-\beta^{\prime \prime} & 0 \\
0 & \beta^{\prime \prime}
\end{array}\right) \partial_{v_{1}} h(\tau) d \tau
$$

Similarly,

$$
\begin{aligned}
& \partial_{v_{1}} h(t)=e^{-t \mathcal{A}} \partial_{v_{1}} \mathcal{K} E_{0}-\int_{0}^{t} e^{-(t-\tau) \mathcal{A}}\langle v\rangle^{-3}\left(1+v_{2}^{2}\right) \partial_{x} h(\tau) d \tau \\
& \partial_{v_{2}} h(t)=e^{-t \mathcal{A}} \partial_{v_{2}} \mathcal{K} E_{0}+\int_{0}^{t} e^{-(t-\tau) \mathcal{A}} v_{1} v_{2}\langle v\rangle^{-3} \partial_{x} h(\tau) d \tau
\end{aligned}
$$

Taking $L^{1}$-norms, we get

$$
\left\|\partial_{x} h(t)\right\|_{1}+\left\|\partial_{v} h(t)\right\|_{1} \leq\left(\left\|\partial_{x}\left(\mathcal{K} E_{0}\right)\right\|_{1}+\left\|\partial_{v}\left(\mathcal{K} E_{0}\right)\right\|_{1}\right) e^{t\|\beta\|_{C^{2}}^{1 / 2}}
$$

We put this estimate into the integrand of (59) to get

$$
\left\|\partial_{x} R\right\|_{1}+\left\|\partial_{v} R\right\|_{1} \leq\left(\int_{0}^{\infty} e^{\left[\|\beta\|_{C^{2}}^{1 / 2}-\lambda\right] t} d t\right)\left(\left\|\partial_{x} \mathcal{K} E_{0}\right\|_{1}+\left\|\partial_{v} \mathcal{K} E_{0}\right\|_{1}\right)
$$

By the definition of (21) of $\mathcal{K}$, the decay condition (11) on $\mu_{ \pm}$, and the boundedness of $\beta$, we deduce that $\mathcal{K} E_{0} \in W^{1,1}$, and we have the desired estimate.

Lemma 12. Let $\underline{u}$ be an eigenvector of $-\mathcal{L}$ with its eigenvalue $\lambda, \operatorname{Re} \lambda>0$. If $\lambda$ is not real, then there is a constant $\zeta>0$ such that for all $t>0$

$$
\left\|e^{-\mathcal{L} t}(\operatorname{Im} \underline{u})\right\|_{1} \geq \zeta e^{\operatorname{Re} \lambda t}\|\operatorname{Im} \underline{u}\|_{1}>0
$$

Proof. We prove it by contradiction. Notice that

$$
e^{-\mathcal{L} t}(\operatorname{Im} \underline{u})=\operatorname{Im}\left(e^{-\mathcal{L} t} \underline{u}\right)=e^{\operatorname{Re} \lambda t}(\sin [\operatorname{Im} \lambda t] \operatorname{Re} \underline{u}+\cos [\operatorname{Im} \lambda t] \operatorname{Im} \underline{u}) .
$$

If the lemma were false, by passing through a convergent subsequence of $\sin \left[\operatorname{Im} \lambda t_{n}\right]$, and $\cos \left[\operatorname{Im} \lambda t_{n}\right]$ with $n \rightarrow \infty$, we would have $a \operatorname{Im} \underline{u}+b \operatorname{Re} \underline{u}=0$, with $a^{2}+b^{2}=1$. Therefore either $\operatorname{Im} \underline{u}$ or $\operatorname{Re} \underline{u}$ would be a real eigenvector and $\lambda$ would be real, a contradiction.

Lemma 13 (pointwise estimate of eigenfunctions). Let $\mu_{ \pm}$satisfy (11), (12) and let $\beta$ be any solution of (4) of period $P$. Let $\left[R_{+}, R_{-}, E_{0}\right]$ be an eigenvector with $\|R\|_{1,1}+\left|E_{0}\right|_{1}=1$ with eigenvalue $\lambda$ satisfying $\operatorname{Re} \lambda>0$. Let $h(\cdot)$ satisfy $\left|h^{\prime}\right| \leq C_{1} h$ for some constant $C_{1}$. If

$$
\begin{equation*}
\left|\partial_{e} \mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right)\right| \leq C_{2} h(\langle v\rangle) \mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right) \tag{60}
\end{equation*}
$$

and $|\beta|_{C^{1}}$ is sufficiently small, then

$$
\left|R_{ \pm}(x, v)\right| \leq C_{3} h(\langle v\rangle) \mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right)
$$

where $C_{3}$ depends only on $C_{1}, C_{2}, \operatorname{Re} \lambda$, and $\left|\beta^{\prime}\right|_{\infty}$.
Proof. Omit the subscripts $\pm$. The eigenfunction satisfies

$$
\left[\hat{v}_{1} \partial_{x} \pm \beta^{\prime}(x) \partial_{v_{1}}\right] R \pm E_{0} \partial_{v_{1}} \mu=-\lambda R
$$

where $\mu=\mu_{ \pm}\left(\langle v\rangle \mp \beta^{\prime}(x), v_{2}\right)$. Then $S=(h \mu)^{-1} R$ satisfies

$$
\left[\hat{v}_{1} \partial_{x} \pm \beta^{\prime}(x) \partial_{v_{1}}\right] S \pm E_{0} \frac{\partial_{v_{1}} \mu}{h \mu} \pm \beta^{\prime} \frac{\partial_{v_{1}} h}{h} S=-\lambda S
$$

where we have used the fact that $\hat{v}_{1} \partial_{x} \mu_{ \pm} \pm \beta^{\prime} \partial_{v_{1}} \mu_{ \pm}=0$. As in (25), this may be written as

$$
S=\mp \int_{0}^{\infty} e^{-t \mathcal{A}} e^{-\lambda t}\left[E_{0} \frac{\partial_{v_{1}} \mu}{h \mu}+\beta^{\prime} \frac{\partial_{v_{1}} h}{h} S\right] d t
$$

Since $\exp (-t \mathcal{A})$ has norm one on $L^{\infty}$, for $\operatorname{Re} \lambda>0$ we have

$$
\begin{aligned}
\|S\|_{\infty} & \leq\left[\left|E_{0}\right|_{\infty}\left\|\frac{\partial_{v_{1}} \mu}{h \mu}\right\|_{\infty}+\left|\beta^{\prime}\right|_{\infty}\left\|\frac{\partial_{v_{1}} h}{h}\right\|_{\infty}\|S\|_{\infty}\right](\operatorname{Re} \lambda)^{-1} \\
& \leq\left[C_{2}\left|E_{0}\right|_{\infty}+C_{1}\left|\beta^{\prime}\right|_{\infty}\|S\|_{\infty}\right](\operatorname{Re} \lambda)^{-1}
\end{aligned}
$$

Since $\left|E_{0}\right|_{\infty} \leq\left|E_{0}\right|_{1,1} \leq C\|R\|_{1}$, the lemma thus follows if $\left|\beta^{\prime}\right|_{\infty}$ is small.
The following lemma gives an improved bound for a cut-off eigenfunction.
Lemma 14 (approximate eigenfunctions). Let $\left[R_{ \pm}, E_{0}\right]$ and $\beta$ be as in the preceding lemma. Let $h(s)$ be either $s^{\sigma}$ or $\exp (l s)$, for some $\sigma>0$ or $l>0$. Assume there are constants $C_{2}, C_{5}$, and $m_{0}>0$ such that for sufficiently large $s$,

$$
\begin{align*}
& \left|\partial_{e} \mu_{ \pm}\left(s, v_{2}\right)\right| \leq C_{2} h(s) \mu_{ \pm}\left(s, v_{2}\right)  \tag{61}\\
& \mu_{ \pm}\left(s, v_{2}\right) \leq C_{5} h^{\prime}(s)[h(s)]^{-\left(2+m_{0}\right)} s^{-1} \tag{62}
\end{align*}
$$

Then there exists $\delta_{0}>0$ such that for $0<\delta<\delta_{0}$, there exist approximate eigenfunctions $R_{ \pm}^{\delta} \in L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}\right), E_{0}^{\delta} \in L^{1}\left(\mathbf{R}_{P}\right)$ such that all of the following hold:

$$
\begin{align*}
& \delta\left|R_{ \pm}^{\delta}(x, v)\right| \leq \mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)  \tag{63}\\
& \left\|R_{ \pm}^{\delta}-R_{ \pm}\right\|_{1}+\left|E_{0}^{\delta}-E_{0}\right|_{1} \leq \delta^{m}  \tag{64}\\
& \int_{0}^{P} \int_{\mathbf{R}}\left(R_{+}^{\delta}-R_{-}^{\delta}\right) d v d x=0  \tag{65}\\
& \partial_{x} E_{0}^{\delta}=\int_{\mathbf{R}}\left(R_{+}^{\delta}-R_{-}^{\delta}\right) d v  \tag{66}\\
& \left\|R^{\delta}\right\|_{1,1} \leq C\|R\|_{1} \tag{67}
\end{align*}
$$

where $0<m<m_{0}$. Furthermore, there exists a disk $\Omega^{\delta}$ independent of $x$ such that $R^{\delta}(x, v)$ has support in $\mathbf{R} \times \Omega^{\delta}$.

Proof. We prove this lemma in two steps.
Step 1. Cut-off approximation. Let $\eta(\langle v\rangle)$ be a smooth cut-off function, $\eta(\langle v\rangle)=1$ for $\langle v\rangle \leq w, \eta(\langle v\rangle)=0$ for $\langle v\rangle \geq w+1$, with $w$ to be chosen later. Notice that (61) implies (60). By Lemma 13,

$$
\left|\eta(\langle v\rangle) R_{ \pm}(x, v)\right| \leq\left|R_{ \pm}(x, v)\right| \leq C_{3} h(\langle v\rangle) \mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)
$$

Define $w$ by the equation $\delta=\left[2 C_{3} h(w+1)\right]^{-1}$. Then $\delta \eta(v)\left|R_{ \pm}(x, v)\right| \leq \frac{1}{2} \mu_{ \pm}(\langle v\rangle \mp$ $\left.\beta(x), v_{2}\right)$ since $h$ is an increasing function. Now from (62) we have

$$
\mu_{ \pm}\left(s, v_{2}\right)=o\left[h^{\prime}(s)(h(s))^{-(2+m)}\right] s^{-1}
$$

as $s \rightarrow \infty$ uniformly in $v_{2}$. Hence

$$
\int_{0}^{P} \mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right) d x=o\left\{\frac{h^{\prime}(\langle v\rangle)}{[h(\langle v\rangle)]^{2+m}\langle v\rangle}\right\}
$$

as $\langle v\rangle \rightarrow \infty$. Integrating this equality, we get

$$
\int_{\langle v\rangle \geq w} \int_{0}^{P} h(\langle v\rangle) \mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right) d x d v=o\left\{\int_{\langle v\rangle \geq w} \int_{0}^{P} \frac{h^{\prime}(\langle v\rangle)}{[h(\langle v\rangle)]^{1+m}\langle v\rangle} d x d v\right\} \leq \delta^{m}
$$

for sufficiently small $\delta$, by the definition of $w$. Hence,

$$
\begin{aligned}
& \int_{\mathbf{R}^{2}} \int_{0}^{P}\left|\eta R_{ \pm}-R_{ \pm}\right| d x d v \leq \int_{\langle v\rangle \geq w} \int\left|R_{ \pm}\right| d x d v \\
& \leq C \int_{\langle v\rangle \geq w} \int_{0}^{P} h(\langle v\rangle) \mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right) d x d v \leq C_{6} \delta^{m}
\end{aligned}
$$

for sufficiently large $w$. Reducing $m$ slightly eliminates the constant $C_{6}$.
Step 2. Neutrality and Poisson conditions. We now further perturb the cut-off eigenfunctions. Let $0 \leq Q(v) \in C_{0}^{1}\left(\mathbf{R}^{2}\right), P \int Q(v) d v=1$. By Step 1, we define for every $\delta>0$,

$$
R_{+}^{\delta}=\eta R_{+}+a Q, \quad R_{-}^{\delta}=\eta R_{-}
$$

where $a$ is a complex number satisfying (65)

$$
\int_{0}^{P} \int_{\mathbf{R}}\left(R_{+}^{\delta}-R_{-}^{\delta}\right) d x d v=a+\int_{0}^{P} \int_{\mathbf{R}} \eta\left(R_{+}-R_{-}\right) d v d x=0
$$

By Step 1 and the neutrality condition (20),

$$
|a|=\left|\iint \eta\left(R_{+}-R_{-}\right) d x d v\right|=\left|\iint(1-\eta)\left(R_{+}-R_{-}\right) d x d v\right| \leq \delta^{m}
$$

We also deduce (63) from Step 1 because $\delta$ is sufficiently small and $\mu_{+}>0$. By an easy calculation and the bound on $a,\left\|R_{ \pm}^{\delta}\right\|_{1,1} \leq C \delta^{m}+C\left\|R_{ \pm}\right\|_{1,1} \leq C^{\prime}\|R\|_{1}$. The last inequality follows from Lemma 11 and the normalization. We finally define $E^{\delta}$ to satisfy

$$
\partial_{x} E_{0}^{\delta}=\int_{\mathbf{R}^{2}}\left(R_{+}^{\delta}-R_{-}^{\delta}\right) d v
$$

with the same average as $E_{0}: \int_{0}^{P} E_{0}^{\delta} d x=\int_{0}^{P} E_{0} d x$. Hence

$$
\left|E_{0}^{\delta}-E_{0}\right|_{1} \leq C\left|\partial_{x}\left[E_{0}^{\delta}-E_{0}\right]\right|_{1} \leq C \delta^{m}
$$

We deduce (64) and (67) for small $\delta$ and the lemma follows.
Remark. Conditions (61) and (62) are very general. They allow $\mu_{ \pm}$to go to zero at a polynomial, exponential, or even super-exponential rate but they exclude $\mu_{ \pm}$of compact support. An example is $\mu(s)=\exp \left[-s^{\alpha}\right]$ with $\alpha \geq 1$ and $h(s)=s^{\alpha-1}$. Another example is $\mu(s)=\exp [-\exp s]$ and $h(s)=\exp s$.
5. Nonlinear instability for periodic BGK waves. Let us abbreviate

$$
\begin{array}{ll}
f=\left[f_{+}, f_{-}\right], & \mu_{\beta}=\left[\mu_{+}\left(\langle v\rangle-\beta, v_{2}\right), \mu_{-}\left(\langle v\rangle+\beta, v_{2}\right)\right], \\
u=\left[f_{+}, f_{-}, E\right], & \nu_{\beta}=\left[\mu_{+}\left(\langle v\rangle-\beta, v_{2}\right), \mu_{-}\left(\langle v\rangle+\beta, v_{2}\right), \partial_{x} \beta\right] .
\end{array}
$$

We define the norm

$$
\begin{equation*}
\|u\|_{1}=\int_{\mathbf{R}^{2}} \int_{0}^{P}\left(\left|f_{+}\right|+\left|f_{-}\right|\right) d x d v+\int_{0}^{P}|E| d x \tag{68}
\end{equation*}
$$

Our goal is to show that the $P$-periodic BGK equilibrium $\nu_{\beta}$ is nonlinearly unstable under $\|\cdot\|_{1}$ with $P=2 P_{\beta}$.

LEMMA 15. Let $\mu_{ \pm}$satisfy (11), (12), (14), (61), and (62). Let $\left[f_{+}, f_{-}, E\right]$ be a $B V$ solution of the nonlinear Vlasov-Maxwell system as in Theorem 5 in the appendix. Let $\omega>0$ and $\|\beta\|_{C^{2}}<\omega^{2}$. Let $\delta>0$. Assume there are positive constants $\delta, T, b_{0}$, and $C_{0}$ such that

$$
\begin{align*}
& \left\|f(0)-\mu_{\beta}\right\|_{1,1} \leq b_{0} \delta \\
& \left\|f(t)-\mu_{\beta}\right\|_{1} \leq C_{0} \delta e^{\omega t} \tag{69}
\end{align*}
$$

for $0 \leq t \leq T$. Then there are positive constants $\theta$ and $D$ depending only on $b_{0}, C_{0}$, and $\omega$ such that

$$
\begin{equation*}
\left\|\partial_{x}\left[f(t)-\mu_{\beta}\right]\right\|_{m}+\left\|\partial_{v_{1}}\left[f(t)-\mu_{\beta}\right]\right\|_{m} \leq D \delta e^{\omega t} \tag{70}
\end{equation*}
$$

in $0 \leq t \leq \min \left\{T, \frac{1}{\omega} \ln (\theta / \delta)\right\}$. Here $m$ denotes the measure norm.
Proof. We let $L^{1}=L^{1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$ throughout this proof for notational simplicity. Without loss of generality (by a smooth approximation), we may assume $f_{ \pm} \in W^{1,1}$ so that the measure norms in (70) are replaced by $L^{1}$ norms. Taking the $x$ derivative of the Vlasov equation, we get

$$
\left(\partial_{t}+\hat{v}_{1} \partial_{x} \pm E \partial_{v_{1}}\right)\left(\partial_{x} f_{ \pm}\right) \pm \partial_{x} E \partial_{v_{1}} f_{ \pm}=0
$$

Taking the $x$-derivative of the stationary Vlasov equation for $\mu_{ \pm}$yields

$$
\hat{v}_{1} \partial_{x x} \mu_{ \pm} \pm \beta_{x x} \partial_{v_{1}} \mu_{ \pm} \pm \beta_{x} \partial_{x v_{1}} \mu_{ \pm}=0
$$

The difference of these two equations is

$$
\begin{align*}
& \left(\partial_{t}+\hat{v}_{1} \partial_{x} \pm E \partial_{v_{1}}\right)\left[\partial_{x}\left(f_{ \pm}-\mu_{ \pm}\right)\right] \\
& =\mp E_{x} \partial_{v_{1}}\left(f_{ \pm}-\mu_{ \pm}\right) \mp\left(\beta_{x x}-E_{x}\right) \partial_{v_{1}} \mu_{ \pm} \pm\left(E-\beta_{x}\right) \partial_{x v_{1}} \mu_{ \pm} \tag{71}
\end{align*}
$$

where $\mu_{ \pm}=\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)$. Notice that $\int\left(\left|\partial_{v_{1}} \mu_{ \pm}\right|+\left|\partial_{x} \partial_{v_{1}} \mu_{ \pm}\right|\right) d v$ is bounded in $x$ from (11). Now multiplying (71) by $\operatorname{sgn}\left[\partial_{x}\left(f_{ \pm}-\mu_{ \pm}\right)\right]$and integrating over $[0, P] \times \mathbf{R}^{2}$, we get for some $\epsilon>0$,

$$
\begin{aligned}
& \frac{d}{d t}\left\|\partial_{x}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1} \\
(72) & \leq\left|E_{x}\right|_{\infty}\left\|\partial_{v_{1}}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1}+C\left(\left|\beta_{x x}-E_{x}\right|_{1}+\left|\beta_{x}-E\right|_{1}\right) \\
& \leq\left(\left|\beta_{x x}\right|_{\infty}+\left|E_{x}-\beta_{x x}\right|_{\infty}\right)\left\|\partial_{v_{1}}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1}+C\left(\left|\beta_{x x}-E_{x}\right|_{1}+\left|\beta_{x}-E\right|_{1}\right) \\
& \leq\left(\left|\beta_{x x}\right|_{\infty}+\left\|\partial_{x}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1}\right)\left\|\partial_{v_{1}}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1}+C\left(\left\|f_{ \pm}-\mu_{ \pm}\right\|_{1}+\left|\beta_{x}-E\right|_{1}\right)
\end{aligned}
$$

since $E_{x}-\beta_{x x}$ has average zero.
Similarly, by taking the $v_{1}$ derivative of the Vlasov equation, we get

$$
\begin{aligned}
& \partial_{t} \partial_{v_{1}} f_{ \pm}+\hat{v}_{1} \partial_{v_{1}} \partial_{x} f_{ \pm} \pm E \partial_{v_{1}} \partial_{v_{1}} f_{ \pm}=-\langle v\rangle^{-3}\left(1+v_{2}^{2}\right) \partial_{x} f_{ \pm} \\
& \hat{v}_{1} \partial_{x} \partial_{v_{1}} \mu_{ \pm} \pm \beta_{x} \partial_{v_{1}} \partial_{v_{1}} \mu_{ \pm}=-\langle v\rangle^{-3}\left(1+v_{2}^{2}\right) \partial_{x} \mu_{ \pm}
\end{aligned}
$$

Taking the difference yields
(73) $\left(\partial_{t}+\hat{v}_{1} \partial_{x} \pm E \partial_{v_{1}}\right)\left(\partial_{v_{1}}\left[f_{ \pm}-\mu_{ \pm}\right]\right)=-\langle v\rangle^{-3}\left(1+v_{2}^{2}\right) \partial_{x}\left[f_{ \pm}-\mu_{ \pm}\right] \mp\left(E-\beta_{x}\right) \partial_{v_{1}} \partial_{v_{1}} \mu_{ \pm}$.

We also have

$$
\left\|\left(E-\beta_{x}\right) \partial_{v_{1}} \partial_{v_{1}} \mu_{ \pm}\right\|_{1} \leq C\left|E-\beta_{x}\right|_{1}
$$

We have used the fact that $\sup _{x} \int_{\mathbf{R}^{2}}\left|\partial_{v_{1}} \partial_{v_{1}} \mu_{ \pm}\right| d v<\infty$ by (11). Multiplying (73) by $\operatorname{sgn}\left(\partial_{v_{1}}\left(f_{ \pm}-\mu_{ \pm}\right)\right)$and integrating over $[0, P] \times \mathbf{R}$, we get

$$
\frac{d}{d t}\left\|\partial_{v_{1}}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1} \leq\left\|\partial_{x}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1}+C\left|E-\beta_{x}\right|_{1}
$$

With $D$ to be chosen later larger than $b_{0}$, define $T^{\prime}$ so that $\left[0, T^{\prime}\right]$ is the maximal interval in which (70) is valid. Since $\|\beta\|_{C^{2}}<\omega^{2}$, we may fix $0<\epsilon<\omega-\|\beta\|^{1 / 2}$. Then choose $\theta$ so small that $\|\beta\|+C_{1} \theta<(\omega-\epsilon)^{2}$ and define $T^{\prime \prime}$ by $\delta \exp \left(\omega T^{\prime \prime}\right)=\theta$. Then $T^{\prime \prime}, T$, and $\theta$ depend on $D$ but the other constants $C$ and $C_{\epsilon}$ (below) do not. Then

$$
\left\|\beta_{x x}\right\|_{\infty}+\left\|\partial_{x}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1}<(\omega-\epsilon)^{2}
$$

for $0 \leq t \leq \min \left\{T, T^{\prime}, T^{\prime \prime}\right\}$. Therefore, integrating (72) and plugging it into the above inequality, we have for $0 \leq t \leq \min \left\{T, T^{\prime}, T^{\prime \prime}\right\}$,

$$
\begin{aligned}
\frac{d}{d t}\left\|\partial_{v_{1}}\left[f_{ \pm}-\mu_{ \pm}\right]\right\|_{1} \leq & (\omega-\epsilon)^{2} \int_{0}^{t}\left\|\partial_{v_{1}}\left[f_{ \pm}(\tau)-\mu_{ \pm}\right]\right\|_{1} d \tau+\left\|f_{ \pm}(0)-\mu_{ \pm}\right\|_{1,1} \\
& +C \int_{0}^{t}\left\{\left\|f_{ \pm}(\tau)-\mu_{ \pm}\right\|_{1}+\left|E(\tau)-\beta_{x}\right|_{1}\right\} d \tau+C\left|E(t)-\beta_{x}\right|_{1}
\end{aligned}
$$

Because of the identity $\partial_{t}\left(E-\beta_{x}\right)=-j$, we have $\frac{d}{d t}\left|E-\beta_{x}\right|_{1} \leq\|f-\mu\|_{1}$, so that $\left|E(t)-\beta_{x}\right|_{1} \leq C \delta e^{\omega t}$ by (69). Letting $V(t)=\int_{0}^{t}\left\|\partial_{v_{1}}\left[f_{ \pm}(\tau)-\mu_{ \pm}\right]\right\|_{1} d \tau$, we therefore have by (69)

$$
V^{\prime \prime} \leq(\omega-\epsilon)^{2} V+\frac{1}{2} C \delta e^{\omega t}
$$

for some constant $C$. Multiplying by $2 V^{\prime}$ on both sides, we get

$$
\left[\left(V^{\prime}\right)^{2}\right]^{\prime} \leq\left[(\omega-\epsilon)^{2} V^{2}\right]^{\prime}+C \delta e^{\omega t} V^{\prime}
$$

Integrating over time, we get

$$
\begin{aligned}
\left(V^{\prime}\right)^{2} & \leq\left(V^{\prime}(0)\right)^{2}+(\omega-\epsilon)^{2} V^{2}+C \delta\left[e^{\omega t} V-\omega \int_{0}^{t} e^{\omega t} V(\tau) d \tau\right] \\
& \leq b_{0}^{2} \delta^{2}+(\omega-\epsilon)^{2} V^{2}+C \delta e^{\omega t} V \\
& \leq(\omega-\epsilon / 2)^{2} V^{2}+C_{\epsilon}^{2} \delta^{2} e^{2 \omega t}
\end{aligned}
$$

Taking the square root of both sides, we obtain $V^{\prime} \leq(\omega-\epsilon / 2) V+C_{\epsilon} \delta e^{\omega t}$. It follows from this inequality and (72) that

$$
\left\|\partial_{x}[f(t)-\mu]\right\|_{1}+\left\|\partial_{v_{1}}[f(t)-\mu]\right\|_{1} \leq C_{\epsilon}^{\prime} \delta e^{\omega t}
$$

in $\left[0, \min \left\{T, T^{\prime}, T^{\prime \prime}\right\}\right]$ for some constant $C_{\epsilon}^{\prime}$ independent of $D$. We choose $D>C_{\epsilon}^{\prime}$. Then $\min \left\{T, T^{\prime \prime}\right\} \leq T^{\prime}$ and the lemma follows.

We now are ready to prove the nonlinear instability of periodic BGK waves.
ThEOREM 3. Let $\mu_{ \pm}$satisfy (11), (12), (14), (61), and (62). Let $\beta$ be a solution of (4) of period $P_{\beta}$ with $\|\beta\|_{C^{2}} \leq \beta_{0}$, where $\beta_{0}$ is sufficiently small. Consider $1 \frac{1}{4} R V M$ with $P=2 P_{\beta}$. Then there exist positive constants $\epsilon_{0}$ and $C_{1}$ and a family of solutions $u^{\delta}(t)=\left[f_{ \pm}^{\delta}(t), E_{1}^{\delta}(t)\right]$ of $1 \frac{1}{4}$ RVM with $f_{ \pm}^{\delta} \geq 0$ defined for $\delta$ sufficiently small, such that

$$
\sum_{ \pm}\left\|f_{ \pm}^{\delta}(0)-\mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right)\right\|_{W^{1,1}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)}+\left|E_{1}^{\delta}(0)-\partial_{x} \beta\right|_{W^{1,1}\left(\mathbf{R}_{P}\right)} \leq \delta
$$

and

$$
\sup _{0 \leq t \leq C_{1}|\ln \delta|}\left\|u^{\delta}(t)-\nu_{\beta}\right\|_{1} \geq \epsilon_{0}
$$

Proof of Theorem 3. We are given nonnegative $\mu_{ \pm}$that satisfy (11), (12), (14), (61), and (62). Furthermore, $\beta$ is a solution of (4) of period $P_{\beta}$ with $\|\beta\|_{C^{2}}$ sufficiently small as in Lemma 1 and $\nu_{\beta}=\left[\mu_{\beta}, \beta_{x}\right]$. We must find a family of solutions $u^{\delta}(t)=$ $\left[f_{ \pm}^{\delta}(t), E^{\delta}(t)\right]$ of the nonlinear Vlasov-Maxwell system satisfying the conclusions of Theorem 5, such that

$$
\begin{align*}
& \left\|f^{\delta}(0)-\mu_{\beta}\right\|_{1,1}+\left|E^{\delta}(0)-\beta_{x}\right|_{1,1} \leq \delta, \\
& \sup _{0 \leq t<C_{1}|\ln \delta|}\left\|u^{\delta}(t)-\nu_{\beta}\right\|_{1} \geq \epsilon_{0}>0 \tag{74}
\end{align*}
$$

with $\|\cdot\|_{1}$ defined by (68).
By Lemma 1, the BGK equilibria exist because of (11), (12), and (14). By Theorem 2 and Lemma 11 and because of (11) and (12), we may choose $\Xi=\left[R_{+}, R_{-}, E_{0}\right]$
to be an eigenvector of $-\mathcal{L}$ satisfying (29) with $\|R\|_{1,1}+\left|E_{0}\right|_{1}=1$ such that its eigenvalue $\lambda$ has the largest (positive) real part. If $\lambda$ is not real, then $\|\operatorname{Im} \Xi\|_{1} \equiv r>0$ by Lemma 12. We choose an approximation $\Xi^{\delta}=\left[\operatorname{Im} R_{ \pm}^{\delta}, \operatorname{Im} E_{0}^{\delta}\right]$ to the imaginary part of $\Xi$ by Lemma 14. In case $\lambda$ is real we simply do not take the imaginary parts; but without loss of generality, we will assume $\lambda$ is not real.

We choose the family of solutions $u^{\delta}(t, x, v)=\left[f_{ \pm}^{\delta}(t, x, v), E^{\delta}(t, x)\right]$ by specifying the initial data $u^{\delta}(0, x, v)=\nu_{\beta}+\delta \Xi^{\delta}$. That is,

$$
f_{ \pm}^{\delta}(0, x, v)=\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)+\delta \operatorname{Im} R_{ \pm}^{\delta}(x, v), E^{\delta}(0, x)=\beta_{x}(x)+\delta \operatorname{Im} E_{0}^{\delta}(x)
$$

Because of $(63), f_{ \pm}^{\delta}(0, x, v) \geq 0$ for all $x, v$ and for all sufficiently small $\delta$. Because of Lemma 14, all of the conditions of Theorem 5 are satisfied. Note that

$$
\begin{equation*}
\left|\left\|u(0)-\nu_{\beta}\right\|_{1}-\delta r\right|=\delta\left(\left\|\Xi^{\delta}\right\|_{1}-r\right) \leq \delta\left\|\Xi-\Xi^{\delta}\right\|_{1} \leq \delta^{m+1} \leq \delta r / 2 \tag{75}
\end{equation*}
$$

by (64) for $\delta$ sufficiently small. By (67)

$$
\begin{align*}
\left\|f(0)-\mu_{\beta}\right\|_{1,1}+\left|E(0)-\beta_{x}\right|_{1} & =\delta\left\|\operatorname{Im} R^{\delta}\right\|_{1,1}+\delta\left|\operatorname{Im} E_{0}^{\delta}\right|_{1} \\
& \leq C \delta\left[\left\|\operatorname{Im} R^{\delta}\right\|_{1}+\left|\operatorname{Im} E_{0}^{\delta}\right|_{1}\right]=C \delta r \tag{76}
\end{align*}
$$

Let $u^{\delta}(t)=u(t)=\left[f_{+}(t), f_{-}(t), E(t)\right]$ denote the solution, where we drop the superscript $\delta$.

By the nonlinear Vlasov-Maxwell system

$$
\begin{equation*}
u(t)-\nu_{\beta}=\delta e^{-\mathcal{L} t} \Xi^{\delta}+\int_{0}^{t} e^{-\mathcal{L}(t-\tau)}\binom{\mp\left(E(\tau)-\beta_{x}\right) \partial_{v_{1}}\left(f_{ \pm}(\tau)-\mu_{ \pm}\right)}{0} d \tau \tag{77}
\end{equation*}
$$

We choose $\Lambda$ such that

$$
\begin{equation*}
\operatorname{Re} \lambda<\Lambda<\min (1+m, 2) \operatorname{Re} \lambda \tag{78}
\end{equation*}
$$

Let $\|\beta\|<(\operatorname{Re} \lambda)^{2}=\omega^{2}$. We define $S$ by

$$
\delta e^{\operatorname{Re} \lambda S}=\left\{\zeta r /\left(2 C_{\Lambda}\right)\right\}^{1 / m}
$$

Let $C_{\Lambda}$ be the constant in Lemma 10 and $\zeta$ be the constant in Lemma 12. Let

$$
\begin{equation*}
T=\sup \left\{s:\left\|u(t)-\nu_{\beta}-\delta e^{-\mathcal{L} t} \Xi^{\delta}\right\|_{1} \leq \frac{\zeta}{4} \delta e^{\operatorname{Re} \lambda t} r, \text { for } 0 \leq t \leq s\right\} \tag{79}
\end{equation*}
$$

For $0 \leq t \leq \min \{S, T\}$, from Lemma 10 and (64) and (78),

$$
\left\|e^{-\mathcal{L} t}\left(\operatorname{Im} \Xi-\Xi^{\delta}\right)\right\|_{1} \leq C_{\Lambda} e^{\Lambda t} \delta^{m} \leq C_{\Lambda} e^{\omega t}\left\{\delta e^{\omega t}\right\}^{m} \leq \frac{1}{2} \zeta r e^{\omega t}
$$

by choice of $S$. Hence, by (79) for such $t$,

$$
\begin{align*}
\left\|u(t)-\nu_{\beta}\right\|_{1} & \leq \delta e^{\operatorname{Re} \lambda t}\|\Xi\|_{1}+\delta\left\|e^{-\mathcal{L} t}\left(\operatorname{Im} \Xi-\Xi^{\delta}\right)\right\|_{1}+\frac{\zeta}{4} \delta e^{\operatorname{Re} \lambda t} r \\
& \leq(1+3 \zeta r / 4) \delta e^{\operatorname{Re} \lambda t} \tag{80}
\end{align*}
$$

Hence for such $t$, from

$$
\partial_{x}\left(E-\beta_{x}\right)=\rho-\beta_{x x}=\int_{\mathbf{R}^{2}}\left[\left(f_{+}-\mu_{+}\right)-\left(f_{-}-\mu_{-}\right)\right] d v
$$

we deduce

$$
\begin{align*}
\left|E(t)-\beta_{x}\right|_{\infty} & \leq \frac{1}{P}\left|E(t)-\beta_{x}\right|_{1}+\sum_{ \pm}\left\|f_{ \pm}(t)-\mu_{ \pm}\right\|_{1} \\
& \leq C\left\|u(t)-\nu_{\beta}\right\|_{1} \leq C \delta e^{t \operatorname{Re\lambda }} \tag{81}
\end{align*}
$$

By Lemma 15 , there exist $D$ and $\theta>0$ such that if $\delta e^{\operatorname{Re} T^{*}}=\theta$ and $0 \leq t \leq$ $\min \left\{T, S, T^{*}\right\}$, then

$$
\left\|\partial_{v_{1}}\left[f(t)-\mu_{\beta}\right]\right\|_{m} \leq D \delta e^{\operatorname{Re} \lambda t}
$$

We may assume $\theta \leq\left\{\zeta r /\left(2 C_{\Lambda}\right)\right\}^{1 / m}$ so that $T^{*} \leq S$. Hence for such $t$, by Lemma 10 and (77) and (81),

$$
\begin{align*}
& \left\|u(t)-\nu_{\beta}-\delta e^{-\mathcal{L} t} \Xi^{\delta}\right\|_{1} \\
& \leq C \int_{0}^{t} e^{\Lambda(t-\tau)}\left|E(\tau)-\partial_{x} \beta\right|_{\infty} \sum_{ \pm}\left\|\partial_{v_{1}}\left[f_{ \pm}(\tau)-\mu_{ \pm}\right]\right\|_{m} d \tau \\
& \leq C \int_{0}^{t} e^{\Lambda(t-\tau)}\left(\delta e^{\tau \operatorname{Re} \lambda}\right)^{2} d \tau \leq C_{2}\left(\delta e^{\operatorname{Re} \lambda t}\right)^{2} \tag{82}
\end{align*}
$$

since $\Lambda<2 \operatorname{Re} \lambda$, with a constant $C_{2}$ independent of $\theta, \delta$, and $t$. Thus for $0 \leq t \leq$ $\min \left\{T, T^{*}\right\}$, we also have

$$
\begin{align*}
\left\|u(t)-\nu_{\beta}\right\|_{1} & \geq \delta\left\|e^{-\mathcal{L} t} \Xi^{\delta}\right\|_{1}-\left\|u(t)-\nu_{\beta}-\delta e^{-\mathcal{L} t} \Xi^{\delta}\right\|_{1} \\
& \geq \delta\left\|e^{-\mathcal{L} t} \operatorname{Im} \Xi\right\|_{1}-\delta\left\|e^{-\mathcal{L} t}\left(\operatorname{Im} \Xi-\Xi^{\delta}\right)\right\|_{1}-C_{2}\left(\delta e^{\operatorname{Re} \lambda t}\right)^{2}  \tag{83}\\
& \geq \frac{1}{2} \delta r \zeta e^{\operatorname{Re} \lambda t}-C_{2}\left(\delta e^{\operatorname{Re} \lambda t}\right)^{2}
\end{align*}
$$

by Lemma 12 and as in (80).
If $T<T^{*}$, then by (82) with $t=T$, we have

$$
\begin{aligned}
\left\|u(T)-\nu_{\beta}-\delta e^{-\mathcal{L} T} \Xi^{\delta}\right\|_{1} & \leq C_{2}\left(\delta e^{\operatorname{Re} \lambda T}\right)^{2} \\
& <C_{2}\left(\delta e^{\operatorname{Re} \lambda T}\right) \theta<\frac{\zeta}{4} r \delta e^{T \operatorname{Re} \lambda}
\end{aligned}
$$

by also choosing $0<\theta<\frac{\zeta r}{4 C_{2}}$. This contradicts (79). Therefore $T^{*} \leq T$. By (83) with $t=T^{*}$, we have

$$
\left\|u\left(T^{*}\right)-\nu_{\beta}\right\|_{1} \geq \frac{r \zeta}{2} \delta e^{\omega T^{*}}-C_{2}\left(\delta e^{\omega T^{*}}\right)^{2}=\frac{r \zeta}{2} \theta-C_{2} \theta^{2}>\frac{r \zeta}{4} \theta
$$

since $0<\theta<\frac{r \zeta}{4 C_{2}}$.
6. Instability of oscillatory-tail solutions. In this section, we study the instabilities of oscillatory-tail solutions of (1). A major difficulty lies in the unboundedness of the spatial variable, so that the plane wave growing mode does not decay as $x \rightarrow \infty$. They do not belong in any $L^{p}$ space, and they correspond to continuous spectrum. We shall overcome this by employing the finite propagation speed property of the relativistic model. We approximate the original problem on the whole line by the asymptotic periodic problem.

Consider a plasma which consists of electrons and ions in one space dimension with orthogonal electric and magnetic fields $\left(E_{1}, E_{2}, 0\right)$ and ( $0,0, B$ ). By normalizing all the physical constants to be one, we derive the $1 \frac{1}{2}$-dimensional RVM system as

$$
\begin{align*}
& \partial_{t} f_{ \pm}+\hat{v}_{1} \partial_{x} f_{ \pm} \pm\left[E_{1}+\hat{v}_{2} B\right] \partial_{v_{1}} f_{ \pm} \pm\left[E_{2}-\hat{v}_{1} B\right] \partial_{v_{2}} f_{ \pm}=0 \\
& \partial_{t} E_{1}=-j_{1}, \quad \partial_{x} E_{1}=\rho,  \tag{84}\\
& \partial_{t} E_{2}=-\partial_{x} B-j_{2}, \quad \partial_{t} B=-\partial_{x} E_{2}
\end{align*}
$$

Here $f_{ \pm}\left(t, x, v_{1}, v_{2}\right)$ are the microscopic distribution functions for ions $(+)$ and electrons $(-)$ at time $t$, position $x$, and momentum $\left(v_{1}, v_{2}\right)$. The relativistic velocity is $\hat{v}=\frac{v}{\sqrt{1+|v|^{2}}}$. The charge and current densities are defined by

$$
\rho=\int_{\mathbf{R}^{2}}\left[f_{+}-f_{-}\right] d v_{1} d v_{2}, \quad j_{k}=\int_{\mathbf{R}^{2}} \hat{v}_{k}\left[f_{+}-f_{-}\right] d v_{1} d v_{2}
$$

for $k=1,2$.
For the well-posedness of (84) see Theorem 4 in the appendix. For any interval $A \subset \mathbf{R}$, define the norm

$$
\|u\|_{A}=\sum_{ \pm}\left\|f_{ \pm}\right\|_{1,1}+|E|_{1}+\left|E_{2}\right|_{1}+|B|_{1}
$$

where the $x$-norms are taken over the interval $A$. Recalling $\Gamma$ and $\Gamma_{0}$ in (6) and (5), we have a lemma.

Lemma 16. Let $I$ be the interval $I=[a-b, a+b]$. Then for all $b$,

$$
\lim _{a \rightarrow-\infty}\left\|\Gamma-\Gamma_{0}\right\|_{I}=0
$$

Proof of Lemma 16. We write $\left\|\Gamma-\Gamma_{0}\right\|_{L^{1}(I)}=I_{1}+I_{2}+I_{3}$ where we abbreviate $\mu_{ \pm}=\mu_{ \pm}\left(\langle v\rangle \mp \Phi(x), v_{2} \pm \Psi(x)\right)$,

$$
\begin{aligned}
& I_{1}=\sum_{ \pm} \int_{\mathbf{R}^{2}} \int_{I}\left|\mu_{ \pm}-\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right| d x d v, \\
& I_{2}=\int_{I}\left\{\left|\partial_{x}(\Phi-\beta)\right|+\left|\partial_{x} \Psi\right|\right\} d x \\
& I_{3}=\sup _{x \in I}\left|\int_{\mathbf{R}^{2}}\left\{\mu_{+}-\mu_{+}\left(\langle v\rangle-\beta(x), v_{2}\right)-\mu_{-}+\mu_{-}\left(\langle v\rangle+\beta(x), v_{2}\right)\right\} d v\right| .
\end{aligned}
$$

By (7) it follows immediately that $\lim _{a \rightarrow-\infty} I_{2}=0$. By the decay assumption on $\mu_{ \pm}$ in (11),

$$
\begin{aligned}
\Delta= & \left|\mu_{ \pm}\left(\langle v\rangle \mp \Phi(x), v_{2} \pm \Psi(x)\right)-\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right| \\
\leq & C\left\langle\langle v\rangle \mp \beta(x) \pm \theta_{1}\right\rangle^{-\gamma}\left\langle v_{2} \pm \theta_{2}\right\rangle^{-\tilde{\gamma}}|\Phi(x)-\beta(x)| \\
& +C\left\langle\langle v\rangle \mp \beta(x) \pm \theta_{1}\right\rangle^{-\gamma}\left\langle v_{2} \pm \theta_{2}\right\rangle^{-\tilde{\gamma}}|\Psi(x)|,
\end{aligned}
$$

where $\theta_{1}$ lies between 0 and $\Phi(x)-\beta(x)$, and $\theta_{2}$ between 0 and $\Psi(x)$. Hence

$$
\Delta \leq C\langle v\rangle^{-\gamma}\left\langle v_{2}\right\rangle^{-\tilde{\gamma}}(|\Phi(x)-\beta(x)|+|\Psi(x)|)
$$

By assumption (11), these factors of $v$ are integrable over $\mathbf{R}^{2}$. Hence

$$
\begin{equation*}
\int_{\mathbf{R}^{2}} \Delta d v \leq C|\Phi(x)-\beta(x)|+C|\Psi(x)| \tag{85}
\end{equation*}
$$

so that, by $(7), \lim _{a \rightarrow-\infty}\left(I_{1}+I_{3}\right)=0$.
Now we write $\left\|\mid \Gamma-\Gamma_{0}\right\|\left\|_{I}=\right\| \Gamma-\Gamma_{0} \|_{L^{1}(I)}+I_{4}+I_{5}$, where

$$
\begin{aligned}
I_{4} & =\sum_{ \pm} \int_{\mathbf{R}^{2}} \int_{I} \sum_{|\sigma|=1}\left|\partial^{\sigma}\left\{\mu_{ \pm}-\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right\}\right| d x d v \\
I_{5} & =\int_{I}\left\{\left|\partial_{x}(\Phi-\beta)\right|+\left|\partial_{x} \Psi\right|\right\} d x
\end{aligned}
$$

Now

$$
I_{5} \leq 2 b \sup _{I}\left\{\left|\partial_{x}(\Phi-\beta)\right|+\left|\partial_{x} \Psi\right|\right\} \rightarrow 0
$$

provided $a$ is chosen sufficiently near $-\infty$. This takes care of $I_{5}$. Now $I_{4}$ consists of several terms. The first one is estimated as

$$
\begin{aligned}
\left|\partial_{v_{1}}\left\{\mu_{ \pm}-\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right\}\right| & \leq\left|\partial_{e} \mu_{ \pm}-\left(\partial_{e} \mu_{ \pm}\right)\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right| \\
& \leq C\langle v\rangle^{-\gamma}\left\langle v_{2}\right\rangle^{-\tilde{\gamma}}(|\Phi-\beta|+|\Psi|)
\end{aligned}
$$

in the same way as we treated $\Delta$ above. Similarly, by (11), the second term is

$$
\begin{aligned}
\left|\partial_{v_{2}}\left\{\mu_{ \pm}-\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right\}\right| & \leq \sup \left(\left|\partial_{e}^{2} \mu\right|+\left|\partial_{e} \partial_{v_{2}} \mu\right|+\left|\partial_{v_{2}}^{2} \mu\right|\right)(|\Phi-\beta|+|\Psi|) \\
& \leq C\langle v\rangle^{-\gamma}\left\langle v_{2}\right\rangle^{-\tilde{\gamma}}(|\Phi-\beta|+|\Psi|)
\end{aligned}
$$

The third term is

$$
\begin{aligned}
& \left|\partial_{x}\left\{\mu_{ \pm}-\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right\}\right| \\
& =\left|\mp \Phi^{\prime}(x) \partial_{e} \mu_{ \pm} \pm \Psi^{\prime}(x) \partial_{v_{2}} \mu_{ \pm} \pm \beta^{\prime}(x) \partial_{e} \mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right| \\
& \leq\left|\Phi^{\prime}-\beta^{\prime}\right| \sup \left|\partial_{e} \mu_{ \pm}\right|+\left|\Psi^{\prime}\right| \sup \left|\partial_{v_{2}} \mu_{ \pm}\right| \\
& +\left|\beta^{\prime}\right||\Phi-\beta| \sup \left|\partial_{e}^{2} \mu_{ \pm}\right|+\left|\beta^{\prime}\right|\left|\Psi^{\prime}\right| \sup \left|\partial_{e} \partial_{v_{2}} \mu_{ \pm}\right| \\
& \leq C\langle v\rangle^{-\gamma}\left\langle v_{2}\right\rangle^{-\tilde{\gamma}}\left\{\left|\Phi^{\prime}-\beta^{\prime}\right|+\left|\Psi^{\prime}\right|+|\Phi-\beta|+|\Psi|\right\} .
\end{aligned}
$$

These terms are treated in the same way as (85) to obtain

$$
I_{4} \leq \int_{I}\left\{\left|\Phi^{\prime}-\beta^{\prime}\right|+\left|\Psi^{\prime}\right|+|\Phi-\beta|+|\Psi|\right\} d x \rightarrow 0
$$

provided $a \rightarrow-\infty$. This proves the lemma.
Proof of the main theorem. We will break the $x$-axis into certain intervals. Let $N$ be a positive integer and $\delta=\exp \left[-N P / C_{1}\right]$, where $C_{1}$ will be chosen later. We also choose a number $a$ near $-\infty$ and define intervals

$$
I=\{x:|x-a| \leq(N+2) P\}, \quad J=\{x:|x-a| \leq(N+1) P\}
$$

and $K=\{x:|x-a| \leq P / 2\}$. In Theorem 3 on periodic equilibria, we constructed, for some $\epsilon_{0}>0$, a family of periodic initial data

$$
u_{P}^{\delta}(0, x, v)=\left[f_{P+}^{\delta}, f_{P-}^{\delta}, E_{P 1}^{\delta}, 0,0\right]
$$

with $f_{P \pm}^{\delta} \geq 0, E_{2}^{\delta}=0, B^{\delta}=0$. This family is defined for all sufficiently small $\delta>0$ and satisfies

$$
\begin{equation*}
\epsilon_{0}<\sup _{0 \leq t \leq C_{1}|\ln \delta|}\left\|u_{P}^{\delta}(t)-\Gamma_{0}\right\|_{L^{1}[0, P]} \tag{86}
\end{equation*}
$$

but

$$
\begin{equation*}
\left\|u_{P}^{\delta}(0)-\Gamma_{0}\right\|_{W^{1,1}[0, P]}<\delta . \tag{87}
\end{equation*}
$$

We now define nonperiodic initial data for (84) as

$$
\begin{equation*}
u^{\delta}(0)=u_{P}^{\delta}(0) \quad \text { for } x \in J, \quad u^{\delta}(0)=\Gamma \quad \text { for } x \notin I . \tag{88}
\end{equation*}
$$

In the transition zones $L^{ \pm}=\{(N+1) P< \pm(x-a)<(N+2) P\}$, we define the initial data $u^{\delta}(0)=\left[f_{ \pm}^{\delta}(0), E_{1}^{\delta}(0), 0, B^{\delta}(0)\right]$ as follows. It is consistent with (88) to define $E_{2}^{\delta}(0, x) \equiv 0$. We define $B^{\delta}(0, x)$ as the linear interpolate between 0 and $\partial_{x} \Psi$. We define $\bar{f}_{ \pm}^{\delta}(0, x, v)$ as the linear interpolate between $f_{ \pm P}^{\delta}(0)$ and $\mu_{ \pm}(\langle v\rangle \mp$ $\left.\Phi(x), v_{2} \pm \Psi(x)\right)$. By Theorem 3 and the decay of $\mu_{ \pm}$as in (11),

$$
\begin{align*}
& \left\|\bar{f}_{ \pm}^{\delta}(0, x, v)-\mu_{ \pm}\left(\langle v\rangle \mp \beta(x), v_{2}\right)\right\|_{W^{1,1}(L)}+\left|B^{\delta}(0, x)\right|_{L^{1}(L)} \\
& \leq C \delta+C\left\|\Gamma-\Gamma_{0}\right\|_{L} . \tag{89}
\end{align*}
$$

We then define for $x \in L^{+}$

$$
f_{ \pm}^{\delta}(0, x, v)=\bar{f}_{ \pm}^{\delta}(0, x, v)+\alpha_{ \pm} Q(x, v),
$$

where $0 \leq Q \in C_{c}^{\infty}\left(L^{+} \times \mathbf{R}^{2}\right)$ with $\int_{L^{+}} \int_{\mathbf{R}^{2}} Q=1$. The constants $\alpha_{ \pm} \geq 0$ are chosen so that
(90) $\int_{L^{+}} \int_{\mathbf{R}^{2}}\left[f_{+}^{\delta}(0)-f_{-}^{\delta}(0)\right] d v d x=\Phi^{\prime}(a+(N+2) P)-E_{1 P}^{\delta}(0, a+(N+1) P)$.

This requires
$\alpha_{+}-\alpha_{-}=-\int_{L^{+}} \int_{\mathbf{R}^{2}}\left[\bar{f}_{+}^{\delta}(0)-\bar{f}_{-}^{\delta}(0)\right] d v d x+\Phi^{\prime}(a+(N+2) P)-E_{1 P}^{\delta}(0, a+(N+1) P)$
so that by (89)

$$
\begin{aligned}
&\left|\alpha_{+}-\alpha_{-}\right| \leq C \delta+C\left\|\Gamma-\Gamma_{0}\right\|_{L}+\left|\int_{L^{+}} \int_{\mathbf{R}^{2}}\left[\mu_{+}\left(\langle v\rangle-\beta, v_{2}\right)-\mu_{-}\left(\langle v\rangle+\beta, v_{2}\right)\right] d v d x\right| \\
&+\left|\Phi^{\prime}(b+P)-\beta^{\prime}(b+P)\right|+\left|\beta^{\prime}(b)-E_{1 P}^{\delta}(0, b)\right|,
\end{aligned}
$$

where $b=a+(N+1) P$. The integral vanishes because of the periodicity of $\beta(x)$. By (87) and (7) we deduce

$$
\begin{equation*}
\left|\alpha_{+}-\alpha_{-}\right| \leq C \delta+C\left\|\Gamma-\Gamma_{0}\right\|_{L} . \tag{91}
\end{equation*}
$$

Therefore from (89) and (91) we have

$$
\begin{equation*}
\left\|f_{ \pm}^{\delta}(0)-\mu_{ \pm}\left(\langle v\rangle \mp \beta, v_{2}\right)\right\|_{W^{1,1}\left(L^{+}\right)} \leq C \delta+C\left\|\Gamma-\Gamma_{0}\right\|_{L} . \tag{92}
\end{equation*}
$$

We then define $E_{1}^{\delta}(0, x)$ in $L^{+}$as

$$
E_{1}^{\delta}(0, x)=E_{1 P}^{\delta}(0, a+(N+1) P)+\int_{a+(N+1) P}^{x} \int_{\mathbf{R}^{2}}\left(f_{+}^{\delta}(0, y, v)-f_{-}^{\delta}(0, y, v)\right) d y d v
$$

It follows that $E_{1}^{\delta}(0, x)$ is continuous at $a+(N+2) P$ and that $\partial_{x} E_{1}^{\delta}(0, x)=\rho^{\delta}(0, x)$ for $x \in L^{+}$. Furthermore,

$$
\begin{aligned}
& E_{1}^{\delta}(0, x)-\partial_{x} \beta(x)=E_{1 P}^{\delta}(0, b)-\partial_{x} \beta(b) \\
& +\int_{b}^{x} \int_{\mathbf{R}^{2}}\left[f_{+}^{\delta}(0)-\mu_{+}\left(\langle v\rangle-\beta, v_{2}\right)-f_{-}^{\delta}(0)+\mu_{-}\left(\langle v\rangle+\beta, v_{2}\right)\right] d y d v
\end{aligned}
$$

so that by (87) we have

$$
\begin{equation*}
\left|E_{1}^{\delta}(0)-\partial_{x} \beta\right|_{L^{1}\left(L^{+}\right)} \leq C \delta \tag{93}
\end{equation*}
$$

We define these functions on $L^{-}$by the same method. Therefore, by (89), (92), and (93),

$$
\left\|u^{\delta}(0)-\Gamma_{0}\right\|_{L} \leq C \delta+C\left\|\Gamma-\Gamma_{0}\right\|_{L}
$$

where $C$ is independent of $N$ and $\delta$.
Then we have

$$
\left\|u^{\delta}(0)-\Gamma\right\|_{\mathbf{R}}=\left\|u^{\delta}(0)-\Gamma_{0}\right\|_{J}+\left\|u^{\delta}(0)-\Gamma_{0}\right\|_{L}+\left\|\Gamma-\Gamma_{0}\right\|_{I}
$$

By definition and by (87),

$$
\left\|u^{\delta}(0)-\Gamma_{0}\right\|_{J}=\left\|u_{P}^{\delta}(0)-\Gamma_{0}\right\|_{J}<C(N+1) \delta \leq C \delta|\ln \delta| .
$$

From the three preceding inequalities and Lemma 16, it follows that for $a$ sufficiently near $-\infty$,

$$
\left\|u^{\delta}(0)-\Gamma\right\|_{\mathbf{R}} \leq C \delta|\ln \delta|
$$

We claim that

$$
\begin{equation*}
\left\|u^{\delta}(0)-\Gamma\right\|_{W^{1,1}(\mathbf{R})}<C \delta|\ln \delta| \tag{94}
\end{equation*}
$$

Proof of the claim (94). It suffices to prove that

$$
\left|\partial_{x}\left[E_{1}^{\delta}(0)-\partial_{x} \Phi\right]\right|_{L^{1}}+\left|\partial_{x}\left[E_{2}^{\delta}(0)\right]\right|_{L^{1}}+\left|\partial_{x}\left[B^{\delta}(0)-\partial_{x} \Psi\right]\right|_{L^{1}}<C \delta|\ln \delta|
$$

Now $E_{2}^{\delta}(0, x) \equiv 0$. Next, $\partial_{x} E_{1}^{\delta}(0)=\rho^{\delta}(0)$ so that

$$
\left|\partial_{x}\left[E_{1}^{\delta}(0)-\partial_{x} \Phi\right]\right|_{L^{1}}=\int\left[f_{+}^{\delta}(0)-\mu_{+}-f_{-}^{\delta}(0)+\mu_{-}\right] d v
$$

where $\mu_{ \pm}=\mu_{ \pm}\left(\langle v\rangle \mp \Phi(x), v_{2} \pm \Psi(x)\right)$. Hence

$$
\left|\partial_{x}\left[E_{1}^{\delta}(0)-\partial_{x} \Phi\right]\right|_{L^{1}} \leq \sum_{ \pm}\left|f_{ \pm}^{\delta}-\mu_{ \pm}\right|_{1}<C \delta|\ln \delta|
$$

Finally, $\partial_{x}\left[B^{\delta}(0)-\partial_{x} \Psi\right]=-\partial_{x}^{2} \Psi$ in $J$, is equal to 0 outside $I$, and is equal to $\pm P^{-1} \partial_{x} \Psi(a \pm(N+1) P)$ in $L^{ \pm}$. Then

$$
\left|\partial_{x}\left[B^{\delta}(0)-\partial_{x} \Psi\right]\right|_{L^{1}} \leq \int_{J}\left|\partial_{x}^{2} \Psi\right| d x+\sum_{ \pm}\left|\partial_{x} \Psi(a \pm(N+1) P)\right|<C \delta|\ln \delta|
$$

by choosing $a$ sufficiently near $-\infty$. This proves (94).
We apply the existence theorem in the appendix to these initial data. By causality and because $N P=C_{1}|\ln \delta|$, we have on $K=[a-P / 2, a+P / 2]$ the inequality

$$
\sup _{0 \leq t \leq N P}\left\|u^{\delta}(t)-\Gamma_{0}\right\|_{L^{1}(K)}=\sup _{0 \leq t \leq C_{1}|\ln \delta|}\left\|u_{P}^{\delta}(t)-\Gamma_{0}\right\|_{L^{1}(K)}>\epsilon_{0}
$$

by (86). The instability of $\Gamma$ follows, since

$$
\sup _{0 \leq t \leq C_{1}|\ln \delta|}\left\|u^{\delta}(t)-\Gamma\right\|_{L^{1}(K)}>\epsilon_{0}-\left\|\Gamma-\Gamma_{0}\right\|_{L^{1}(K)} \geq \epsilon_{0} / 2
$$

by Lemma 16 for $a$ sufficiently near $-\infty$. Now let $\delta^{\prime}=\delta|\ln \delta|$. Then $\left|\ln \delta^{\prime}\right|>\frac{1}{2}|\ln \delta|$ so that

$$
\sup _{0 \leq t \leq 2 C_{1}\left|\ln \delta^{\prime}\right|}\left\|u_{P}^{\delta}(t)-\Gamma_{0}\right\|_{L^{1}(K)}>\epsilon_{0} .
$$

This proves Theorem 1 with $\delta$ replaced by $\delta^{\prime}$ and $C_{1}$ replaced by $2 C_{1}$.
7. Appendix. In this appendix we present the well-posedness theorems required in the body of the paper. We begin with the full $1 \frac{1}{2}$ RVM in (84) on the whole line.

THEOREM 4. Let $f_{ \pm}^{0} \in B V\left(\Omega_{x} \times \mathbf{R}^{2}\right)$, $f_{ \pm}^{0} \geq 0,\langle v\rangle^{l} f_{ \pm}^{0} \in L^{\infty}\left(\Omega_{x} \times \mathbf{R}^{2}\right)$ for $l>3, E^{0}, B^{0} \in W^{1, \infty}\left(\Omega_{x}\right)$, for every bounded open set $\Omega_{x} \in \mathbf{R}$ and $\partial_{x} E_{1}^{0}=$ $\int\left(f_{+}^{0}-f_{-}^{0}\right) d v$. Then there exists a unique solution $\left[f_{+}, f_{-}, E_{1}, E_{2}, B\right]$ to (84) with initial data $\left[f_{+}^{0}, f_{-}^{0}, E_{1}^{0}, E_{2}^{0}, B^{0}\right]$ such that, for any bounded open sets $\Omega_{x} \in \mathbf{R}$ and $\Omega_{t} \in \mathbf{R}, 0 \leq f_{ \pm} \in L^{\infty}\left(\Omega_{t} ; B V\left(\Omega_{x} \times \mathbf{R}^{2}\right)\right),\langle v\rangle^{l} f_{ \pm} \in L^{\infty}\left(\Omega_{t} ; L^{\infty}\left(\Omega_{x} \times \mathbf{R}^{2}\right)\right)$, E and $B \in L^{\infty}\left(\Omega_{t} ; W^{1, \infty}\left(\Omega_{x}\right)\right)$.

Remark. Greater regularity can be obtained with extra assumptions on the initial data.

Proof. By the method of [GSc], there is a unique global solution provided the initial data are smooth with compact support. So for existence we require only appropriate a priori bounds for smooth solutions. Notice that from the causality principle, we need only to estimate solutions locally in space. By the local energy identity over the dependent region of $[x-A, x+A]$, at time $t$, we have

$$
\begin{align*}
& \sum_{ \pm} \int_{x-A}^{x+A} \int_{R^{2}}\langle v\rangle f_{ \pm}(t, y, v) d v d y+\frac{1}{2} \int_{x-A}^{x+A}\left[|E(t, y)|^{2}+B(t, y)^{2}\right] d y \\
& +\sum_{ \pm} \int_{0}^{t} \int_{R^{2}}\left(\langle v\rangle \mp v_{1}\right)\left[f_{+}+f_{-}\right](\tau, x \mp A \mp[t-\tau], v) d v d \tau  \tag{95}\\
\leq & \sum_{ \pm} \int_{x-A-t}^{x+A+t} \int_{R^{2}}\langle v\rangle f_{ \pm}(0, y, v) d y d v+\frac{1}{2} \int_{x-A-t}^{x+A+t}\left[|E(0, y)|^{2}+B(0, y)^{2}\right] d y
\end{align*}
$$

It then follows that $f_{ \pm} \in L^{\infty}\left(\Omega_{t} ; L^{1}\left(\Omega_{x} \times \mathbf{R}^{2}\right)\right)$ for every $\Omega_{t}$ and $\Omega_{x}$, and $E, B \in$ $L_{l o c}^{\infty}\left(L_{l o c}^{2}\right)$. Moreover, $\rho \in L_{l o c}^{\infty}\left(L_{l o c}^{1}\right)$ so that $E_{1} \in L_{l o c}^{\infty}\left(W_{l o c}^{1,1}\right)$ from $\partial_{x} E_{1}=\rho$.

Next we employ the representation formulas for $E_{2}$ and $B$ (equations (13) and (14) of [GSc]):

$$
\begin{align*}
E_{2}(t, x)= & \frac{1}{2}\left[E_{2}(0, x-t)+E_{2}(0, x+t)+B(0, x-t)-B(0, x+t)\right] \\
& -\int_{0}^{t}\left[j_{2}(\tau, x-t+\tau)+j_{2}(\tau, x+t-\tau)\right] d \tau \tag{96}
\end{align*}
$$

$$
\begin{aligned}
B(t, x)= & \frac{1}{2}\left[E_{2}(0, x-t)-E_{2}(0, x+t)+B(0, x-t)+B(0, x+t)\right] \\
& -\int_{0}^{t}\left[j_{2}(\tau, x-t+\tau)-j_{2}(\tau, x+t-\tau)\right] d \tau
\end{aligned}
$$

Since $\langle v\rangle \pm v_{1} \geq\left|\hat{v}_{2}\right|$, it follows from (95) with $A=0$ that

$$
\left|\int_{0}^{t} j_{2}(\tau, x \mp(t-\tau)) d \tau\right| \leq C \int_{0}^{t} \int_{\mathbf{R}^{2}}\left(\langle v\rangle \mp v_{1}\right)\left[f_{+}+f_{-}\right](\tau, x \mp(t-\tau), v) d v d \tau
$$

is bounded locally in $x$ and $t$. Therefore (96) implies that $E_{2}(t, x)$ and $B(t, x)$ are pointwise bounded locally in $x$ and $t$.

To obtain the weighted estimates for $f_{ \pm}$, we multiply the Vlasov equations by $\langle v\rangle^{l}$ to get

$$
\left\{\partial_{t}+\hat{v}_{1} \partial_{x} \pm(E+\hat{v} \times B) \cdot \nabla_{v}\right\}\left(\langle v\rangle^{l} f_{ \pm}\right)= \pm l\langle v\rangle^{l-1} \hat{v} \cdot E f_{ \pm}
$$

where $E+\hat{v} \times B=\left[E_{1}+\hat{v}_{2} B, E_{2}-\hat{v}_{1} B, 0\right], \nabla_{v} f_{ \pm}=\left[\partial_{v_{1}} f_{ \pm}, \partial_{v_{2}} f_{ \pm}, 0\right]$, and we have used the fact that $\hat{v} \times B \cdot \nabla_{v}\left(\langle v\rangle^{l}\right)=0$. By the standard $L^{\infty}$ estimate for $\langle v\rangle^{l} f_{ \pm}$along the backward trajectory $\frac{d x}{d t}=\hat{v}_{1}, \frac{d v}{d t}= \pm[E+\hat{v} \times B]$, we have

$$
\begin{aligned}
& \sup _{\mathbf{R}^{2}}\left\{\langle v\rangle^{l} f_{ \pm}(t, x, v)\right\} \leq \sup _{[x-t, x+t] \times \mathbf{R}^{2}}\left\{\langle v\rangle^{l} f_{ \pm}(0, y, v)\right\} \\
& +l \int_{0}^{t} \sup _{[x-(t-\tau), x+(t-\tau)] \times \mathbf{R}^{2}}\left\{|E(\tau, y)|\langle v\rangle^{l} f_{ \pm}(\tau, y, v)\right\} d \tau .
\end{aligned}
$$

Since $E$ is bounded on bounded sets, we obtain

$$
\langle v\rangle^{l} f_{ \pm}(t) \in L^{\infty}\left(\Omega_{t} \times \Omega_{x} \times \mathbf{R}^{2}\right)
$$

for all $\Omega_{t}$ and $\Omega_{x}$. Since $l>2$, we deduce

$$
|\rho(t, x)|=\left|\int_{\mathbf{R}^{2}}\left(f_{+}-f_{-}\right) d v\right| \leq \sum_{ \pm} \int \sup _{\mathbf{R}^{2}}\left\{\langle v\rangle^{l}\left|f_{ \pm}(t, x, v)\right|\right\}\langle v\rangle^{-l} d v
$$

is also bounded on bounded sets. Since $\partial_{x} E_{1}=\rho$, it follows that $E_{1} \in L_{l o c}^{\infty}\left(W_{l o c}^{1, \infty}\right)$.
In order to estimate the derivatives of $E_{2}$ and $B$, it suffices by (96) to estimate $\partial_{x} \int_{0}^{t} j_{2}(\tau, x \mp t \pm \tau) d \tau$. To this end, we use the splitting method of Lemma 3 of [GSc]. Define $T_{ \pm}=\partial_{t} \pm \partial_{x}$ and $S=\partial_{t}+\hat{v}_{1} \partial_{x}$. From Lemma 3 of [GSc], we obtain

$$
\begin{aligned}
& \partial_{x} \int_{0}^{t} j_{2}(\tau, x-t+\tau) d \tau=\int_{0}^{t} \int \frac{\hat{v}_{2}}{1-\hat{v}_{1}}\left(T_{+}-S\right)\left[\left(f_{+}-f_{-}\right)(\tau, x-t+\tau, v)\right] d v d \tau \\
& =I^{+}+I^{-}
\end{aligned}
$$

Notice that $T_{+} f_{+}(\tau, x-t+\tau, v)=\frac{d}{d \tau} f_{+}(\tau, x-t+\tau, v)$ and $S f_{+}=-\nabla_{v}\left\{(E+\hat{v} \times B) f_{+}\right\}$. By integrating along a side of the dependent triangle, we estimate $I^{+}$as

$$
\begin{aligned}
I^{+}= & \int_{0}^{t} \frac{d}{d \tau} \int \frac{\hat{v}_{2}}{1-\hat{v}_{1}} f_{+}(\tau, x-t+\tau, v) d v d \tau \\
& +\int_{0}^{t} \int \frac{\hat{v}_{2}}{1-\hat{v}_{1}} \nabla_{v}\left([E+\hat{v} \times B] f_{+}\right)(\tau, x-t+\tau, v) d v d \tau \\
= & \int \frac{\hat{v}_{2}}{1-\hat{v}_{1}} f_{+}(t, x, v) d v-\int \frac{\hat{v}_{2}}{1-\hat{v}_{1}} f_{+}(0, x-t, v) d v \\
& -\int_{0}^{t} \int \nabla_{v}\left(\frac{\hat{v}_{2}}{1-\hat{v}_{1}}\right)\left([E+\hat{v} \times B] f_{+}\right)(\tau, x-t+\tau, v) d v d \tau
\end{aligned}
$$

Since $\left.\left\lvert\, \frac{\hat{v}_{2}}{1-\hat{v}_{1}}\right.\right) \mid \leq\langle v\rangle$, we get $\left|\frac{\hat{v}_{2}}{1-\hat{v}_{1}} f_{+}(t, x, v)\right| \leq C\langle v\rangle^{-l+1}$ on bounded sets, thereby bounding the first term in $I^{+}$. Notice that

$$
\partial_{v_{1}}\left(\frac{\hat{v}_{2}}{1-\hat{v}_{1}}\right)=\frac{v_{2}}{\langle v\rangle\left(\langle v\rangle-v_{1}\right)}=O(1)
$$

and

$$
\partial_{v_{2}}\left(\frac{\hat{v}_{2}}{1-\hat{v}_{1}}\right)=-\frac{1}{\langle v\rangle}\left[\frac{v_{1}}{\langle v\rangle-v_{1}}-\frac{1}{\left(\langle v\rangle-v_{1}\right)^{2}}\right]=O(\langle v\rangle)
$$

since $\langle v\rangle-v_{1} \geq \frac{1}{2\langle v\rangle}$. Since $E$ and $B$ are also bounded locally and $\langle v\rangle^{l} f_{ \pm}$is bounded locally in $x$ and in $t$, it follows that the last term in $I^{+}$is bounded by

$$
C \int_{0}^{t} \int_{\mathbf{R}^{2}}\langle v\rangle^{1-l} d v d \tau<\infty
$$

because $l>3$. It follows that $I^{+}$is locally bounded and therefore so are $\left|\partial_{x} E\right|$ and $\left|\partial_{x} B\right|$.

Finally, we take derivatives of the Vlasov equation with respect to $x, v_{1}$, and $v_{2}$ to obtain

$$
\begin{aligned}
& L_{ \pm} \partial_{x} f_{ \pm}=\mp\left(\partial_{x} E+\hat{v} \times \partial_{x} B\right) \cdot \nabla_{v} f_{ \pm} \\
& L_{ \pm} \partial_{v_{1}} f_{ \pm}=-\frac{1+v_{2}^{2}}{\langle v\rangle^{3}} \partial_{x} f_{ \pm} \mp \frac{\partial(\hat{v})}{\partial v_{1}} \times B \cdot \nabla_{v} f \\
& L_{ \pm} \partial_{v_{2}} f_{ \pm}=-\frac{v_{1} v_{2}}{\langle v\rangle^{3}} \partial_{x} f_{ \pm} \mp \frac{\partial(\hat{v})}{\partial v_{2}} \times B \cdot \nabla_{v} f
\end{aligned}
$$

where $L_{ \pm}=\partial_{t}+\hat{v}_{1} \partial_{x} \pm(E+\hat{v} \times B) \cdot \nabla_{v}$. Let us also denote $\|\partial f\|_{1, A}=\sum_{ \pm} \int_{|x| \leq A} \int\left(\left|\partial_{x} f_{ \pm}\right|+\right.$ $\left.\left|\nabla_{v} f_{ \pm}\right|\right) d v d x$. Then these equations directly lead to the local $L^{1}$ estimate

$$
\begin{aligned}
& \|\partial f(t)\|_{1, A} \leq\|\partial f(0)\|_{1, A+t} \\
& +C \int_{0}^{t}\left(1+\left|\partial_{x} E(\tau)\right|_{\infty, A+t-\tau}+\left|\partial_{x} B(\tau)\right|_{\infty, A+t-\tau}\right)\|\partial f(\tau)\|_{1, A+t-\tau} d \tau
\end{aligned}
$$

Since $E$ and $B$ are locally bounded in $W^{1, \infty}$, Gronwall's inequality implies the boundedness of $\|\partial f(t)\|_{1, A}$ for bounded $t$ and $A$. Upon passage to the limit we obtain $f_{ \pm} \in L^{\infty}\left(\Omega_{t} ; B V\left(\Omega_{x} \times \mathbf{R}^{2}\right)\right)$ for any $\Omega_{t}$ and $\Omega_{x}$.

The uniqueness proof is standard.
For $1 \frac{1}{4}$ RVM with periodic boundary conditions, we have the following theorem.
THEOREM 5. Let $f_{ \pm}^{0}\left(x, v_{1}, v_{2}\right)=f_{ \pm}^{0}\left(x, v_{1},-v_{2}\right)$. Let $f_{ \pm}^{0} \in B V\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right), f_{ \pm}^{0} \geq 0$, $\langle v\rangle^{l} f_{ \pm}^{0} \in L^{\infty}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)$ for some $l>2, E_{1}^{0} \in W^{1, \infty}\left(\mathbf{R}_{P}\right)$,

$$
\int_{0}^{P} \int_{\mathbf{R}^{2}}\left(f_{+}^{0}-f_{-}^{0}\right) d v d x=0, \quad \partial_{x} E_{1}^{0}=\int_{\mathbf{R}^{2}}\left(f_{+}^{0}-f_{-}^{0}\right) d v
$$

Then there exists a unique solution, of period $P$ in $x$, with initial data $\left[f_{+}^{0}, f_{-}^{0}, E_{1}^{0}\right]$ such that $f_{ \pm} \in L_{l o c}^{\infty}\left(\mathbf{R} ; B V\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)\right),\langle v\rangle^{l} f_{ \pm} \in L_{l o c}^{\infty}\left(\mathbf{R} ; L^{\infty}\left(\mathbf{R}_{P} \times \mathbf{R}^{2}\right)\right)$, and $E_{1} \in$ $L_{l o c}^{\infty}\left(\mathbf{R} ; W^{1, \infty}\left(\mathbf{R}_{P}\right)\right)$.

Proof. If $l>3$, let $u=\left[f_{+}, f_{-}, E_{1}, E_{2}, B\right]$ be the solution of $1 \frac{1}{2}$ RVM with the initial data $\left[f_{+}^{0}, f_{-}^{0}, E_{1}^{0}, 0,0\right]$. Let $\check{f}_{ \pm}\left(t, x, v_{1}, v_{2}\right)=f_{ \pm}\left(t, x, v_{1},-v_{2}\right)$. It is easy to verify
that $\left[\check{f}_{+}, \check{f}_{-}, E_{1},-E_{2},-B\right]$ is another solution of $1 \frac{1}{2} \mathrm{RVM}$ with the same initial data. By uniqueness in Theorem 4, they are equal. Therefore $f_{+}$and $f_{-}$are even functions of $v_{2}$, and $E_{2} \equiv B \equiv 0$. Thus Theorem 5 is a special case of Theorem 4. On the other hand, if $2<l \leq 3$, we can prove our theorem directly just as in Theorem 4 except that all the discussion of $E_{2}$ and $B$ can be eliminated.
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#### Abstract

We consider a simple model of the motions of a viscoelastic solid. The model consists of a two-by-two system of conservation laws including a strong relaxation term. We establish the existence of a BV-solution of this system for any positive value of the relaxation parameter. We also show that this solution is stable with respect to the perturbations of the initial data in $L^{1}$. By deriving the uniform bounds, with respect to the relaxation parameter, on the total variation of the solution, we obtain the convergence of the solutions of the relaxation system towards the solutions of a scalar conservation law as the relaxation parameter $\delta$ goes to zero. Due to the Lip ${ }^{+}$bound on the solutions of the relaxation system, an estimate on the rate of convergence towards equilibrium is derived. In particular, an $\mathcal{O}(\sqrt{\delta})$ bound on the $L^{1}$-error is established.
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1. Introduction. In this paper we study the following system of conservation laws:

$$
\begin{align*}
u_{t}+\sigma_{x} & =0  \tag{1.1}\\
(\sigma-f(u))_{t}+\frac{1}{\delta}(\sigma-\mu f(u)) & =0
\end{align*}
$$

where the parameters $\mu$ and $\delta$ satisfy $0<\mu<1$ and $0<\delta \ll 1$. Here $\mu$ is a fixed parameter, while we are, in particular, interested in the limit as the relaxation parameter $\delta$ tends to zero.

If $\delta \rightarrow 0$, we formally obtain the equilibrium relation

$$
\bar{\sigma}=\mu f(\bar{u}),
$$

and hence the equilibrium model

$$
\begin{equation*}
\bar{u}_{t}+\mu f(\bar{u})_{x}=0 . \tag{1.2}
\end{equation*}
$$

The purpose of this paper is to study the limit process rigorously. We will prove that under proper conditions on the initial data, the solutions of the nonequilibrium model converge to the solutions of the equilibrium model in $L^{1}$, uniformly in $\delta$ at a rate of $\mathcal{O}(\sqrt{\delta})$.

The system (1.1) arises in the modeling of motions of a viscoelastic solid, where the relaxation phenomenon presents the strength of memory. The Riemann problem for the system with $\delta=1$ is studied by Greenberg and Hsiao [4]. The zero relaxation limit

[^57]of this viscoelasticity model with vanishing memory is analyzed in the fundamental paper of Chen and Liu [1], where nonlinear stability in the zero relaxation limit is established for the model. This is achieved by first deriving energy estimates from proper construction of entropy pairs, and then applying the theory of compensated compactness. More recent results can be found in the paper by Chen, Levermore, and Liu [2]. In this paper, we will establish similar results, but in the BV-framework. For any positive values of the relaxation parameter, we will prove the existence of a BV-solution of the system. The bound on the total variation of the solution, and a proper stability estimate with respect to perturbations of the initial data in $L^{1}$, are both independent of the relaxation parameter. Furthermore, a uniform $\mathrm{Lip}^{+}$ bound, similar to Oleinik's entropy condition (cf. [12]), is obtained. By following the framework of Tadmor, Nessyahu, and Kurganov [15, 11, 6], this bound is used to establish an $\mathcal{O}(\sqrt{\delta})$ estimate for the $L^{1}$ difference between the solution of the relaxation system (1.1) and the solution of the equilibrium model (1.2).

Hyperbolic conservation laws with relaxation terms arise in modeling of many physical phenomena, such as chromatography, traffic modeling, water waves, and viscoelasticity (see, e.g., the book of Whitham [17]). General relaxation effect was analyzed by Liu [8], and the convergence was studied by Natalini [10]. For a system modeling chromatography, convergence and rate of convergence towards equilibrium are proved (cf., $[13,16]$ for the 1D case and [14] for the 2D case). Sharper estimates on the rate of convergence for this model have been recently derived by Kurganov and Tadmor [6]. The approach here resembles the techniques used in [6, 13, 16]. The same model problem is also studied independently by Yong [18] and Luo and Natalini [9]. However, these papers do not derive a rate for the convergence to equilibrium.

The structure of the paper is as follows. In section 2, we give the preliminaries for the model, and we also state the main results of the paper. Then the properties of the finite difference solutions are studied in section 3, where we establish the uniform bound, the TV bound, and the bound on the deviation from the equilibrium state. In section 4, we prove that the limit of the finite difference solution is the entropy solution of the system, and the stability in $L^{1}$ is then proved by Kruzkov-type arguments. Finally, the proof of the convergence of the solution of the nonequilibrium model towards the solution of the equilibrium model is given in section 5.
2. Preliminaries and statement of the main results. In this section, we will give the preliminaries of the paper and state the main result. Throughout this paper we will assume that the flux function $f=f(u)$ is a smooth function with the following properties:

$$
f(0)=0, \quad f^{\prime}(u)>0, \quad f^{\prime \prime}(u) \geq 0 \quad \text { for all } u \geq 0
$$

We introduce the variable $v=f(u)-\sigma$ such that $u=g(\sigma+v)$, where the function $g=f^{-1}$. Under the assumption that $u \geq 0$, we obtain a reformulation of the system (1.1):

$$
\begin{array}{r}
g(\sigma+v)_{t}+\sigma_{x}=0  \tag{2.1}\\
v_{t}=\frac{1}{\delta} R(\sigma, v)
\end{array}
$$

where $R(\sigma, v)=((1-\mu) \sigma-\mu v)$. The associated equilibrium model is

$$
\begin{equation*}
g\left(\frac{\bar{\sigma}}{\mu}\right)_{t}+\bar{\sigma}_{x}=0 \tag{2.2}
\end{equation*}
$$

We observe that the "reaction function" $R$ has the monotonicity property

$$
\begin{equation*}
R(\sigma, v)(\operatorname{sgn}(\sigma)-\operatorname{sgn}(v)) \geq 0 \tag{2.3}
\end{equation*}
$$

We seek solutions of (2.1) in the state space

$$
\begin{equation*}
\mathcal{S}=\{(\sigma, v): 0 \leq \sigma \leq \mu, 0 \leq v \leq 1-\mu\} \tag{2.4}
\end{equation*}
$$

and solutions of $(2.2)$ in $[0, \mu]$. For a scalar function $u(x)$, let $T V(u)$ denote the total variation defined as

$$
T V(u):=\sup _{h \neq 0} \int_{\mathbb{R}} \frac{|u(x+h)-u(x)|}{h} d x
$$

and the $L^{1}$ norm is defined as

$$
\|u\|_{L^{1}}:=\int_{\mathbb{R}}|u(x)| d x
$$

Furthermore, we define

$$
\operatorname{Lip}^{+}(u):=\max \left(0, \text { ess } \sup _{x \neq y} \frac{u(x)-u(y)}{x-y}\right)
$$

Let $p=R(\sigma, v)$ denote the residual. We assume the initial data $\left(\sigma^{0}, v^{0}\right)$ satisfies the following requirements:
i) $\left(\sigma^{0}(x), v^{0}(x)\right) \in \mathcal{S}, \quad \forall x \in \mathbb{R}$,
ii) $T V\left(\sigma^{0}\right)+T V\left(v^{0}\right) \leq M$,
iii) $\left\|p^{0}\right\|_{L^{1}} \leq M \delta$,
iv) $\sigma^{0}( \pm \infty)=v^{0}( \pm \infty)=0$,
v) $\operatorname{Lip}^{+}\left(\sigma^{0}\right) \leq M, \operatorname{Lip}^{+}\left(v^{0}\right) \leq M$.

Here, and throughout this paper, $M$ denotes a generic positive finite constant independent of $\delta$ and the grid parameters $(\Delta x, \Delta t)$. Let $G=G(\sigma, v, k, q)$ be defined as

$$
G(\sigma, v, k, q)=\frac{g(\sigma+v)-g(k+q)}{(\sigma+v)-(k+q)}
$$

and for any $T>0$, let $\mathcal{D}_{+}(T)$ be the set of all nonnegative $\mathcal{C}^{\infty}$-functions with compact support in $\mathbb{R} \times[0, T]$. Then the entropy solutions of (2.1) are defined as follows.

Definition 2.1. Let $\left(\sigma^{0}, v^{0}\right)$ be the initial data of (2.1) which satisfies the assumptions in (2.5). Then a pair of functions $(\sigma, v)$ is called the entropy solution of (2.1) with initial data $\left(\sigma^{0}, v^{0}\right)$ if the following requirements are satisfied:
i) $(\sigma, v) \in \mathcal{S}, \quad \forall(x, t) \in \mathbb{R} \times \mathbb{R}_{0}^{+}$,
ii) $T V(\sigma(\cdot, t))+T V(v(\cdot, t)) \leq M, \quad \forall t \geq 0$,
iii) $\|\sigma(\cdot, t)-\sigma(\cdot, \tau)\|_{L^{1}}+\|v(\cdot, t)-v(\cdot, \tau)\|_{L^{1}} \leq M|t-\tau|, \quad \forall t, \tau \geq 0$,
iv) $\operatorname{Lip}^{+}(\sigma(\cdot, t)) \leq M, \operatorname{Lip}^{+}(v(\cdot, t)) \leq M, \quad \forall t \geq 0$,
v) for any $(k, q) \in \mathcal{S}$ and any $\phi \in \mathcal{D}_{+}(T)$, the following inequality is valid for all $T>0$ :

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}}\left[G(\sigma, v, k, q)(|\sigma-k|+|v-q|) \phi_{t}+|\sigma-k| \phi_{x}\right] d x d t  \tag{2.6}\\
&+\int_{\mathbb{R}} G\left(\sigma^{0}, v^{0}, k, q\right)\left(\left|\sigma^{0}-k\right|+\left|v^{0}-q\right|\right) \phi(x, 0) d x \\
&-\int_{\mathbb{R}} G(\sigma(x, T), v(x, T), k, q)(|\sigma(x, T)-k|+|v(x, T)-q|) \phi(x, T) d x \\
&+M \int_{0}^{T} \int_{\mathbb{R}}[|v-q|-(v-q) \operatorname{sgn}(\sigma-k)] \phi d x d t \\
& \quad \geq \frac{1}{\delta} \int_{0}^{T} \int_{\mathbb{R}} G(\sigma, v, k, q) R(\sigma, v)[\operatorname{sgn}(\sigma-k)-\operatorname{sgn}(v-q)] \phi d x d t
\end{align*}
$$

Note that the entropy inequality in (2.6) is the weak formulation of an inequality of the form

$$
\mathcal{E}_{t}+\mathcal{F}_{x} \leq-\frac{1}{\delta} \mathcal{G}+M \mathcal{H}
$$

where

$$
\begin{aligned}
\mathcal{E} & =[G(\sigma, v, k, q)(|\sigma-k|+|v-q|)], \\
\mathcal{F} & =|\sigma-k|, \\
\mathcal{G} & =G(\sigma, v, k, q) R(\sigma, v)[\operatorname{sgn}(\sigma-k)-\operatorname{sgn}(v-q)], \\
\mathcal{H} & =|v-q|-(v-q) \operatorname{sgn}(\sigma-k) .
\end{aligned}
$$

Remarks. In order to motivate the weak entropy formulation above, let us assume that $(\sigma, v)$ and $(\bar{\sigma}, \bar{v})$ are two smooth solutions of the system (2.1). The errors, $\sigma-\bar{\sigma}$ and $v-\bar{v}$, will then be governed by the system

$$
\begin{aligned}
{[G((\sigma-\bar{\sigma})+(v-\bar{v}))]_{t}+(\sigma-\bar{\sigma})_{x} } & =0 \\
(v-\bar{v})_{t} & =\frac{1}{\delta} R
\end{aligned}
$$

where $G=G(\sigma, v, \bar{\sigma}, \bar{v})$ and $R=R(\sigma-\bar{\sigma}, v-\bar{v})$. The system can also be rewritten as

$$
\begin{aligned}
G_{t}(\sigma-\bar{\sigma})+G(\sigma-\bar{\sigma})_{t}+(\sigma-\bar{\sigma})_{x} & =-G_{t}(v-\bar{v})-\frac{1}{\delta} G R \\
G(v-\bar{v})_{t}+G_{t}(v-\bar{v}) & =G_{t}(v-\bar{v})+\frac{1}{\delta} G R
\end{aligned}
$$

By multiplying the first equation above by $\operatorname{sgn}(\sigma-\bar{\sigma})$ and the second one by $\operatorname{sgn}(v-\bar{v})$, and summing, we obtain

$$
\begin{align*}
& {[G(|\sigma-\bar{\sigma}|+|v-\bar{v}|)]_{t}+(|\sigma-\bar{\sigma}|)_{x}}  \tag{2.7}\\
& \quad=G_{t}[|v-\bar{v}|-(v-\bar{v}) \operatorname{sgn}(\sigma-\bar{\sigma})]-\frac{1}{\delta} G R(\operatorname{sgn}(\sigma-\bar{\sigma})-\operatorname{sgn}(v-\bar{v}))
\end{align*}
$$

If the function $G=G(x, t)$ satisfies a one-sided Lipschitz condition of the form

$$
\begin{equation*}
G_{t}(x, t) \leq M \tag{2.8}
\end{equation*}
$$

then clearly (2.7) implies that

$$
\begin{align*}
& {[G(|\sigma-\bar{\sigma}|+|v-\bar{v}|)]_{t}+(|\sigma-\bar{\sigma}|)_{x}}  \tag{2.9}\\
& \quad \leq M[|v-\bar{v}|-(v-\bar{v}) \operatorname{sgn}(\sigma-\bar{\sigma})]-\frac{1}{\delta} G R(\operatorname{sgn}(\sigma-\bar{\sigma})-\operatorname{sgn}(v-\bar{v}))
\end{align*}
$$

The weak entropy formulation above is motivated from this differential inequality.
We also note that since $G \geq 0$, it follows from (2.3) and (2.9) that

$$
[G(|\sigma-\bar{\sigma}|+|v-\bar{v}|)]_{t}+(|\sigma-\bar{\sigma}|)_{x} \leq 2 M|v-\bar{v}|
$$

This formal inequality indicates the continuous dependence result which will be established rigorously in this paper.

The motivation for the entropy formulation above relies on the one-sided bound (2.8).
Since

$$
G(\sigma, v, \bar{\sigma}, \bar{v})=\int_{0}^{1} g^{\prime}(\theta(\sigma+v)+(1-\theta)(\bar{\sigma}+\bar{v})) d \theta
$$

and

$$
\left(g^{\prime}(\sigma+v)\right)_{t}=-\frac{g^{\prime \prime}(\sigma+v)}{g^{\prime}(\sigma+v)} \sigma_{x} \leq M \sigma_{x}
$$

the bound (2.8) will follow from an estimate of the form

$$
\operatorname{Lip}^{+}(\sigma(\cdot, t)), \operatorname{Lip}^{+}(\bar{\sigma}(\cdot, t)) \leq M
$$

As we shall see below, this property for solutions of the system (2.1) will essentially follow from the corresponding assumption ( 2.5 v ) on the initial data. This ends our discussion on the motivation for the weak entropy formulation.

For the scalar equilibrium equation, the entropy solutions are defined in the sense of Kruzkov [5]. For a given $T>0$, the entropy solutions satisfy the following inequality for any $k \in \mathcal{S}$ and any $\phi \in \mathcal{D}_{+}(T)$,

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}}\left(\left|g\left(\frac{\bar{\sigma}}{\mu}\right)-g\left(\frac{k}{\mu}\right)\right| \phi_{t}+|\sigma-k| \phi_{x}\right) d x d t \\
& \quad+\int_{\mathbb{R}}\left[\left|g\left(\frac{\bar{\sigma}^{0}}{\mu}\right)-g\left(\frac{k}{\mu}\right)\right| \phi(x, 0)-\left|g\left(\frac{\bar{\sigma}(x, T)}{\mu}\right)-g\left(\frac{k}{\mu}\right)\right| \phi(x, T)\right] d x \geq 0
\end{aligned}
$$

Our main tool in analyzing the system will be a finite difference scheme derived from the formulation (2.1). Let $\Delta t$ and $\Delta x$ denote the steplengths in the $t$ and $x$ directions, respectively. We consider a semi-implicit difference scheme of the form

$$
\begin{array}{r}
\frac{g\left(\sigma_{j}^{n+1}+v_{j}^{n+1}\right)-g\left(\sigma_{j}^{n}+v_{j}^{n}\right)}{\Delta t}+\frac{\sigma_{j}^{n}-\sigma_{j-1}^{n}}{\Delta x}=0  \tag{2.10}\\
\frac{v_{j}^{n+1}-v_{j}^{n}}{\Delta t}=\frac{1}{\delta} R\left(\sigma_{j}^{n+1}, v_{j}^{n+1}\right)
\end{array}
$$

Here $\sigma_{j}^{n}$ and $v_{j}^{n}$ denote approximations of $\sigma(x, t)$ and $v(x, t)$ over the gridblocks

$$
B_{j}^{n}=\left[x_{j-1 / 2}, x_{j+1 / 2}\right) \times\left[t_{n}, t_{n+1}\right),
$$

where $x_{j}=j \Delta x$ and $t_{n}=n \Delta t$. Let $u_{m}=g(1)>0$, and let

$$
M_{f}=\max _{u \in\left[0, u_{m}\right]} f^{\prime}(u)=\left(\min _{\theta \in[0,1]} g^{\prime}(\theta)\right)^{-1}
$$

Throughout the paper we shall assume that the CFL-condition

$$
\begin{equation*}
\lambda M_{f} \leq 1 \tag{2.11}
\end{equation*}
$$

is satisfied, where $\lambda \equiv \Delta t / \Delta x$ is the mesh ratio which we assume to be a constant. The discrete initial data is taken to be the cell averages

$$
\sigma_{i}^{0}:=\frac{1}{\Delta x} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} \sigma^{0}(x) d x, \quad v_{i}^{0}:=\frac{1}{\Delta x} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} v^{0}(x) d x
$$

The total variation of a grid function $u_{i}$ is defined as

$$
T V(u):=\sum_{i}\left|u_{i}-u_{i-1}\right|,
$$

and the discrete $L^{1}$-norm is

$$
\|u\|_{L^{1}}:=\Delta x \sum_{i}\left|u_{i}\right|
$$

We assume that the following requirements are satisfied:
i) $\left(\sigma_{i}^{0}, v_{i}^{0}\right) \in \mathcal{S}, \quad \forall j$,
ii) $T V\left(\sigma^{0}\right)+T V\left(v^{0}\right) \leq M$,
iii) $\left\|p^{0}\right\|_{L^{1}} \leq M \delta$,
iv) $\sigma_{ \pm \infty}^{0}=v_{ \pm \infty}^{0}=0$,
v) $\sup _{j}\left(\sigma_{j}^{0}-\sigma_{j-1}^{0}\right) \leq M \Delta t, \sup _{j}\left(v_{j}^{0}-v_{j-1}^{0}\right) \leq M \Delta t, \quad \forall j$.

Note that the requirement (v) follows directly from the assumption in (2.5v).
The existence of an entropy solution of the Cauchy problem can be obtained based on the properties of the finite different solutions of the scheme (2.10). Furthermore, the well-posedness of the initial value problem, independent of $\delta$, is also proved.

ThEOREM 2.2. Let $\left(\sigma^{0}, v^{0}\right)$ be the initial data of (2.1) satisfying the conditions (2.5), and let $\left(\sigma_{i}^{0}, v_{i}^{0}\right)$ be the discrete initial data for scheme (2.10). Let ( $\sigma_{\Delta}, v_{\Delta}$ ) be the piecewise constant representation of the grid data $\left(\sigma_{i}^{n}, v_{i}^{n}\right)$ generated by scheme (2.10). Then the family $\left\{\left(\sigma_{\Delta}, v_{\Delta}\right)\right\}$ of approximate solutions converge in $\left(L_{l o c}^{1}(\mathbb{R} \times\right.$ $\left.\left.\mathbb{R}_{0}^{+}\right)\right)^{2}$ towards a pair of functions $(\sigma, v)$ as the grid parameters $(\Delta x, \Delta t)$ tend to zero. The limit is the unique entropy solution which satisfies the requirements in Definition 2.1, and the following bounds are valid:

$$
\begin{aligned}
& \|p(\cdot, t)\|_{L^{1}} \leq M \delta \\
& \operatorname{Lip}^{+}(\sigma(\cdot, t)) \leq M, \quad \operatorname{Lip}^{+}(v(\cdot, t)) \leq M
\end{aligned}
$$

Moreover, the solution is stable with respect to perturbations in initial data in the following sense: Let $(\bar{\sigma}, \bar{v})$ be another entropy solution of (2.1) with initial data $\left(\bar{\sigma}^{0}, \bar{v}^{0}\right)$. Then the following bound holds for all $t>0$ :

$$
\|\sigma(\cdot, t)-\bar{\sigma}(\cdot, t)\|_{L^{1}}+\|v(\cdot, t)-\bar{v}(\cdot, t)\|_{L^{1}} \leq \bar{M} e^{M t}\left[\left\|\sigma^{0}-\bar{\sigma}^{0}\right\|_{L^{1}}+\left\|v^{0}-\bar{v}^{0}\right\|_{L^{1}}\right]
$$

where $\bar{M}$ and $M$ are finite constants independent of $\delta$.
This theorem eventually leads to the main result of this paper, i.e., the convergence of the solutions of the nonequilibrium system towards the solutions of the equilibrium equation as $\delta$ tends to zero, and an estimate of the rate of convergence. The error estimates are derived by following the framework of Tadmor, Nessyahu, and Kurganov $[15,11,6]$. Hence, we estimate the Lip'-norm of the error. For any function $\phi \in L^{1}$ with $\int \phi=0$, we define

$$
\|\phi\|_{\text {Lip }^{\prime}}:=\sup _{\psi} \frac{\int_{\mathbb{R}} \phi \psi d x}{\|\psi\|_{W^{1, \infty}}}
$$

Here the supremum is taken over all smooth functions $\psi$ with compact support and

$$
\|\psi\|_{W^{1, \infty}}:=\max \left(\|\psi\|_{L^{\infty}},\|\psi\|_{L i p}\right)
$$

The following convergence result will be proved in section 5 .
ThEOREM 2.3. Let $\left(\sigma^{0}, v^{0}\right)$ and $\bar{\sigma}^{0}$ be the initial data for (2.1) and (2.2), respectively. We assume that the initial data $\left(\sigma^{0}, v^{0}\right)$ for the nonequilibrium system satisfies the requirements in (2.5) and that $\bar{\sigma}^{0}=\sigma^{0}$. Let $\left(\sigma_{\delta}, v_{\delta}\right)$ be the entropy solution of (2.1) with initial data $\left(\sigma^{0}, v^{0}\right)$ and $\bar{\sigma}$ the corresponding entropy solution of (2.2). For each $T>0$ there is a constant $M$, independent of $\delta$, such that

$$
\left\|u_{\delta}(\cdot, t)-\bar{u}(\cdot, t)\right\|_{L i p^{\prime}} \leq M \delta, \quad 0 \leq t \leq T
$$

where $u_{\delta}=g\left(\sigma_{\delta}+v_{\delta}\right)$ and $\bar{u}=g\left(\frac{\bar{\sigma}}{\mu}\right)$.
We note that the variables $\left(u_{\delta}, \sigma_{\delta}\right)$ and $(\bar{u}, \bar{\sigma})$ in the theorem above correspond to the solutions of the original models (1.1) and (1.2). The following corollary is a consequence of Theorem 2.3.

Corollary 2.4. Let $\left(u_{\delta}, \sigma_{\delta}\right)$ and $(\bar{u}, \bar{\sigma})$ be as stated in Theorem 2.3. For each $T>0$ there is a constant $M$, independent of $\delta$, such that for any $p \in[1, \infty)$

$$
\left\|u_{\delta}(\cdot, t)-\bar{u}(\cdot, t)\right\|_{L^{p}} \leq M \delta^{\frac{1}{2 p}}, \quad 0 \leq t \leq T
$$

Furthermore,

$$
\left\|\sigma_{\delta}(\cdot, t)-\bar{\sigma}(\cdot, t)\right\|_{L^{1}} \leq M \sqrt{\delta}, \quad 0 \leq t \leq T
$$

3. Existence of a weak solution. The purpose of this section is to use the finite difference scheme (2.10) to establish the existence of weak solutions of Cauchy problem for (2.1) (or (1.1)). We first show that the finite difference solution is well defined.

Lemma 3.1. Assume that $\left\{\sigma_{j}^{0}\right\}$ and $\left\{v_{j}^{0}\right\}$ for $j \in \mathcal{Z}$ are given. Then the solutions $\left\{\sigma_{j}^{n}\right\}$ and $\left\{v_{j}^{n}\right\}$ are uniquely determined by (2.10) for all $j \in \mathcal{Z}$ and $n \geq 0$.

Proof. Assume that $\left\{\sigma_{j}^{n}\right\}$ and $\left\{v_{j}^{n}\right\}$ are computed. Let

$$
r_{j}^{n}=g\left(\sigma_{j}^{n}+v_{j}^{n}\right)-\lambda\left(\sigma_{j}^{n}-\sigma_{j-1}^{n}\right) .
$$

The solutions $\left\{\sigma_{j}^{n+1}\right\}$ and $\left\{v_{j}^{n+1}\right\}$ then satisfy the linear system

$$
A\binom{\sigma_{j}^{n+1}}{v_{j}^{n+1}}=\binom{f\left(r_{j}^{n}\right)}{v_{j}^{n}}
$$

where the $2 \times 2$ matrix $A$ is given by

$$
A=\left(\begin{array}{cc}
1 & 1 \\
-(1-\mu) \frac{\Delta t}{\delta} & 1+\mu \frac{\Delta t}{\delta}
\end{array}\right)
$$

Since $\operatorname{det}(\mathrm{A})=1+\frac{\Delta t}{\delta}>0$, the results follows by induction.
The following results show that the state space $\mathcal{S}$ defined in (2.4), is an invariant region for the scheme (2.10).

Lemma 3.2. Assume $\left(\sigma_{j}^{0}, v_{j}^{0}\right) \in \mathcal{S}$ for all $j \in \mathcal{Z}$. Then $\left(\sigma_{j}^{n}, v_{j}^{n}\right) \in \mathcal{S}$ for all $j \in \mathcal{Z}$ and $n \geq 0$.

Proof. For given $\bar{\sigma}, \sigma_{L}$ and $\bar{v}$, let $(\sigma, v)$ be the unique solution of the system

$$
\begin{align*}
& g(\sigma+v)=g(\bar{\sigma}+\bar{v})-\lambda\left(\bar{\sigma}-\sigma_{L}\right)  \tag{3.1}\\
& \left(1+\frac{\Delta t}{\delta} \mu\right) v-\frac{\Delta t}{\delta}(1-\mu) \sigma=\bar{v}
\end{align*}
$$

This system defines functions $\sigma=\sigma\left(\bar{\sigma}, \sigma_{L}, \bar{v}\right)$ and $v=v\left(\bar{\sigma}, \sigma_{L}, \bar{v}\right)$. Furthermore, $\sigma_{j}^{n+1}=\sigma\left(\sigma_{j}^{n}, \sigma_{j-1}^{n}, v_{j}^{n}\right)$ and $v_{j}^{n+1}=v\left(\sigma_{j}^{n}, \sigma_{j-1}^{n}, v_{j}^{n}\right)$. Hence, the lemma can be established by studying the functions $\sigma$ and $v$.

Assume that $(\bar{\sigma}, \bar{v}) \in \mathcal{S}$ and $\sigma_{L} \in[0, \mu]$. By differentiating the system (3.1) with respect to $\bar{\sigma}$ and by using the CFL-condition (2.11), we obtain

$$
\begin{aligned}
g^{\prime}(\sigma+v)\left(\frac{\partial \sigma}{\partial \bar{\sigma}}+\frac{\partial v}{\partial \bar{\sigma}}\right) & =g^{\prime}(\bar{\sigma}+\bar{v})-\lambda>0 \\
\left(1+\frac{\Delta t \mu}{\delta}\right) \frac{\partial v}{\partial \bar{\sigma}} & =\frac{\Delta t}{\delta}(1-\mu) \frac{\partial \sigma}{\partial \bar{\sigma}}
\end{aligned}
$$

From this we easily conclude that $\frac{\partial \sigma}{\partial \bar{\sigma}}, \frac{\partial v}{\partial \bar{\sigma}}>0$, and by a similar calculation we also obtain $\frac{\partial \sigma}{\partial \sigma_{L}}, \frac{\partial v}{\partial \sigma_{L}}>0$.

Assume now that $\sigma_{L}=\bar{\sigma}$. Then we obtain from (3.1) that

$$
\sigma+v=\bar{\sigma}+\bar{v}
$$

and hence

$$
\frac{\partial \sigma}{\partial \bar{v}}+\frac{\partial v}{\partial \bar{v}}=1
$$

Furthermore, from the second equation of (3.1) we have

$$
\frac{\Delta t}{\delta} \mu \frac{\partial v}{\partial \bar{v}}=\left(1+\frac{\Delta t}{\delta}(1-\mu)\right) \frac{\partial \sigma}{\partial \bar{v}}
$$

and hence we can conclude that

$$
\frac{\partial \sigma}{\partial \bar{v}}(\bar{\sigma}, \bar{\sigma}, \bar{v})>0, \quad \frac{\partial v}{\partial \bar{v}}(\bar{\sigma}, \bar{\sigma}, \bar{v})>0
$$

From the monotonicity properties derived above we now have for $(\bar{\sigma}, \bar{v}) \in \mathcal{S}$ and $\sigma_{L} \in[0, \mu]$

$$
\sigma\left(\bar{\sigma}, \sigma_{L}, \bar{v}\right) \geq \sigma(0,0, \bar{v}) \geq \sigma(0,0,0)=0
$$

and

$$
\sigma\left(\bar{\sigma}, \sigma_{L}, \bar{v}\right) \leq \sigma(\mu, \mu, \bar{v}) \leq \sigma(\mu, \mu, 1-\mu)=\mu
$$

Similarly, we obtain

$$
0 \leq v\left(\bar{\sigma}, \sigma_{L}, \bar{v}\right) \leq 1-\mu
$$

and the invariance of $\mathcal{S}$ follows by induction.
We let $p_{j}^{n}$ denote the residual, i.e., $p_{j}^{n}=(1-\mu) \sigma_{j}^{n}-\mu v_{j}^{n}$.
Lemma 3.3. Assume that $\left\|p^{0}\right\|_{1}, T V\left(\sigma^{0}\right)$ and $T V\left(v^{0}\right)$ are finite. Then

$$
\begin{equation*}
T V\left(\sigma^{n}\right)+T V\left(v^{n}\right) \leq T V\left(\sigma^{0}\right)+T V\left(v^{0}\right) \tag{3.2}
\end{equation*}
$$

Furthermore, there is a constant $M_{1}$, depending only on $\mu, g, T V\left(\sigma^{0}\right)$, and $T V\left(v^{0}\right)$ such that

$$
\frac{\left\|p^{n}\right\|_{1}}{\delta} \leq \max \left(M_{1}, \frac{\left\|p^{0}\right\|_{1}}{\delta}\right)
$$

Proof. We first establish the total variation estimate. Let

$$
a_{j}^{n}=\frac{\left(\sigma_{j}^{n+1}+v_{j}^{n+1}\right)-\left(\sigma_{j}^{n}+v_{j}^{n}\right)}{g\left(\sigma_{j}^{n+1}+v_{j}^{n+1}\right)-g\left(\sigma_{j}^{n}+v_{j}^{n}\right)}
$$

It follows from the monotonicity of $g$ and the CFL-condition (2.11) that

$$
0 \leq \lambda a_{j}^{n} \leq 1
$$

Furthermore, the difference scheme (2.10) can be written in the form

$$
\begin{align*}
\sigma_{j}^{n+1} & =\sigma_{j}^{n}-\lambda a_{j}^{n}\left(\sigma_{j}^{n}-\sigma_{j-1}^{n}\right)-\frac{\Delta t}{\delta} R\left(\sigma_{j}^{n+1}, v_{j}^{n+1}\right)  \tag{3.3}\\
v_{j}^{n+1} & =v_{j}^{n}+\frac{\Delta t}{\delta} R\left(\sigma_{j}^{n+1}, v_{j}^{n+1}\right)
\end{align*}
$$

Hence, if we let

$$
\alpha_{j}^{n}=\sigma_{j+1}^{n}-\sigma_{j}^{n}, \quad \beta_{j}^{n}=v_{j+1}^{n}-v_{j}^{n}
$$

we obtain

$$
\begin{align*}
\alpha_{j}^{n+1} & =\alpha_{j}^{n}-\lambda a_{j+1}^{n} \alpha_{j}^{n}+\lambda a_{j}^{n} \alpha_{j-1}^{n}-\frac{\Delta t}{\delta} R\left(\alpha_{j}^{n+1}, \beta_{j}^{n+1}\right)  \tag{3.4}\\
\beta_{j}^{n+1} & =\beta_{j}^{n}+\frac{\Delta t}{\delta} R\left(\alpha_{j}^{n+1}, \beta_{j}^{n+1}\right)
\end{align*}
$$

By multiplying the first equation in (3.4) by $\operatorname{sgn}\left(\alpha_{j}^{n+1}\right)$, the second equation by $\operatorname{sgn}\left(\beta_{j}^{n+1}\right)$, using the monotonicity property (2.3), and by summation with respect to $j$, we obtain

$$
\sum_{j}\left(\left|\alpha_{j}^{n+1}\right|+\left|\beta_{j}^{n+1}\right|\right) \leq \sum_{j}\left(\left|\alpha_{j}^{n}\right|+\left|\beta_{j}^{n}\right|\right)
$$

and this is exactly the total variation bound.
From (3.3) it also follows that

$$
p_{j}^{n+1}=p_{j}^{n}-(1-\mu) \lambda a_{j}^{n}\left(\sigma_{j}^{n}-\sigma_{j-1}^{n}\right)-\frac{\Delta t}{\delta} p_{j}^{n+1}
$$

Therefore, it follows from the total variation estimate above that

$$
\left\|p^{n+1}\right\|_{1} \leq\left\|p^{n}\right\|_{1}+M_{1} \Delta t-\frac{\Delta t}{\delta}\left\|p^{n+1}\right\|_{1}
$$

and this implies that

$$
\frac{\left\|p^{n+1}\right\|_{1}}{\delta} \leq \max \left(M_{1}, \frac{\left\|p^{n}\right\|_{1}}{\delta}\right)
$$

This completes the proof of Lemma 3.3.
We recall that the initial data satisfies

$$
\left\|p^{0}\right\|_{1} \leq M \delta
$$

where $M$ is independent of $\delta$ and the grid parameters $\Delta t$ and $\Delta x$. Hence, by induction, we have

$$
\begin{equation*}
\left\|p^{n}\right\|_{1} \leq M \delta \quad \text { for all } n \geq 0 \tag{3.5}
\end{equation*}
$$

From the total variation estimate (3.2) and (3.5), we now obtain

$$
\left\|\sigma^{n+1}-\sigma^{n}\right\|_{1}+\left\|v^{n+1}-v^{n}\right\|_{1} \leq M \Delta t
$$

and hence we obtain $L^{1}$-Lipschitz continuity with respect to time, i.e.,

$$
\left\|\sigma^{n}-\sigma^{m}\right\|_{1}+\left\|v^{n}-v^{m}\right\|_{1} \leq M|n-m| \Delta t
$$

where $M$ is independent of $\delta$ and the grid parameters.
4. Entropy solutions and stability in $\boldsymbol{L}^{\mathbf{1}}$. The purpose of this section is to derive bounds for $\operatorname{Lip}^{+}(\sigma)$ and $\operatorname{Lip}^{+}(v)$, which can be used to obtain stability results with respect to perturbations of the initial data which are independent of the relaxation parameter $\delta$. The extra regularity results will technically be derived for the finite difference solutions $\left(\sigma_{j}^{n}, v_{j}^{n}\right)$.

Define coefficients $b_{j}^{n}$ by

$$
b_{j}^{n}=\frac{a_{j+1}^{n}-a_{j}^{n}}{\alpha_{j}^{n+1}+\beta_{j}^{n+1}+\alpha_{j}^{n}+\beta_{j}^{n}},
$$

where as above $\alpha_{j}^{n}=\sigma_{j+1}^{n}-\sigma_{j}^{n}$ and $\beta_{j}^{n}=v_{j+1}^{n}-v_{j}^{n}$. Observe that if we let $u_{j}^{n}=$ $g\left(\sigma_{j}^{n}+v_{j}^{n}\right)$, then

$$
a_{j}^{n}=\int_{0}^{1} f^{\prime}\left(u_{j}^{n}+\theta\left(u_{j}^{n+1}-u_{j}^{n}\right)\right) d \theta
$$

Hence, it follows from the monotonicity of $f^{\prime}$ and $f$ that there is a positive constant $M_{b}$ such that

$$
0<b_{j}^{n} \leq M_{b}
$$

We claim that for sufficiently small $\Delta t$ and $\delta$, the initial data $\left(\sigma_{j}^{0}, v_{j}^{0}\right)$ of (2.10) satisfies the following one-side bound:

$$
\begin{equation*}
\sup _{j}\left\{(1-\mu) \alpha_{j}^{0}, \mu \beta_{j}^{0}\right\} \leq(1-\mu) \mu^{2} \frac{\Delta t}{2 \delta+\mu \Delta t} \tag{4.1}
\end{equation*}
$$

Indeed, since $\alpha_{j}^{0} \leq \mu$ and $\beta_{j}^{0} \leq 1-\mu$ for all $j$, then by ( 2.12 v ), there exists a finite constant $M^{*}$ and a sufficiently small $\Delta t^{*}$ satisfying the relation $M^{*} \cdot \Delta t^{*} \leq 1$ such that

$$
\sup _{j}\left\{\alpha_{j}^{0}\right\} \leq M^{*} \Delta t \mu, \quad \sup _{j}\left\{\beta_{j}^{0}\right\} \leq M^{*} \Delta t(1-\mu)
$$

for all $\Delta t \leq \Delta t^{*}$. Then it follows that

$$
\sup _{j}\left\{(1-\mu) \alpha_{j}^{0}, \mu \beta_{j}^{0}\right\} \leq(1-\mu) \mu M^{*} \Delta t
$$

for all $\Delta t \leq \Delta t^{*}$. By choosing $\delta$ sufficiently small, i.e.,

$$
\delta \leq \frac{\mu\left(1-M^{*} \Delta t\right)}{2 M^{*}}
$$

the relation (4.1) follows.
In order to derive the proper results for the solution of the finite difference scheme, we will need a strengthened CFL-condition. We will assume throughout this section that

$$
\begin{equation*}
\lambda\left(M_{f}+(2+\mu) M_{b}\right) \leq 1 \tag{4.2}
\end{equation*}
$$

Lemma 4.1. Assume that the initial data $\left(\sigma_{j}^{0}, v_{j}^{0}\right)$ of (2.10) satisfies (4.1) for sufficiently small $\delta$ and $\Delta t$. Then

$$
\sup _{j}\left\{(1-\mu) \alpha_{j}^{n}, \mu \beta_{j}^{n}, 0\right\} \leq \sup _{j}\left\{(1-\mu) \alpha_{j}^{0}, \mu \beta_{j}^{0}, 0\right\}
$$

Proof. Define function $\alpha=\alpha\left(\bar{\alpha}, \bar{\beta}, \alpha_{L}\right)$ and $\beta=\beta\left(\bar{\alpha}, \bar{\beta}, \alpha_{L}\right)$ implicitly by

$$
\begin{align*}
& \alpha=\bar{\alpha}-\lambda a\left(\bar{\alpha}-\alpha_{L}\right)-\lambda b(\alpha+\beta+\bar{\alpha}+\bar{\beta}) \bar{\alpha}-\frac{\Delta t}{\delta}((1-\mu) \alpha-\mu \beta)  \tag{4.3}\\
& \beta=\bar{\beta}+\frac{\Delta t}{\delta}((1-\mu) \alpha-\mu \beta)
\end{align*}
$$

Here $a$ and $b$ are positive constants, bounded by $M_{f}$ and $M_{b}$, respectively.
Recall that it follows from (3.4) that if $a=a_{j}^{n}$ and $b=b_{j}^{n}$, then $\alpha_{j}^{n+1}=$ $\alpha\left(\alpha_{j}^{n}, \beta_{j}^{n}, \alpha_{j-1}^{n}\right)$ and $\beta_{j}^{n+1}=\beta\left(\alpha_{j}^{n}, \beta_{j}^{n}, \alpha_{j-1}^{n}\right)$. Recall also that Lemma 3.2 implies that $\left|\alpha_{j}^{n}\right| \leq \mu$ and $\left|\beta_{j}^{n}\right| \leq 1-\mu$.

We will first show that, under the assumptions that $|\bar{\alpha}|,\left|\alpha_{L}\right| \leq \mu,|\bar{\beta}| \leq 1-\mu$ and

$$
\begin{equation*}
\bar{\alpha} \leq \mu^{2} \frac{\Delta t}{2 \delta+\mu \Delta t} \tag{4.4}
\end{equation*}
$$

the functions $\alpha$ and $\beta$ are monotonically increasing in all three arguments. Observe that the second equation of (4.3) implies that

$$
\begin{equation*}
\beta=\frac{\delta}{\delta+\mu \Delta t} \bar{\beta}+\frac{(1-\mu) \Delta t}{\delta+\mu \Delta t} \alpha \tag{4.5}
\end{equation*}
$$

Hence we can eliminate $\beta$ from the first equation. We obtain the equation

$$
\begin{equation*}
c \alpha=r \tag{4.6}
\end{equation*}
$$

where

$$
c=c(\bar{\alpha})=1+\lambda b \frac{\delta+\Delta t}{\delta+\mu \Delta t} \bar{\alpha}+\frac{(1-\mu) \Delta t}{\delta+\mu \Delta t}=(1+\lambda b \bar{\alpha}) \frac{\delta+\Delta t}{\delta+\Delta t \mu}
$$

and

$$
r=r\left(\bar{\alpha}, \bar{\beta}, \alpha_{L}\right)=(1-\lambda a) \bar{\alpha}+\lambda a \alpha_{L}-\lambda b \bar{\alpha}^{2}-\lambda b \frac{2 \delta+\mu \Delta t}{\delta+\mu \Delta t} \bar{\alpha} \bar{\beta}+\frac{\mu \Delta t}{\delta+\mu \Delta t} \bar{\beta}
$$

Note that since $\bar{\alpha} \geq-\mu$, it follows that

$$
c \geq c(-\mu) \geq \frac{\delta+\Delta t}{\delta+\mu \Delta t}\left(1-\mu \lambda M_{b}\right)
$$

and hence (4.2) implies that $c>0$. Observe that

$$
\frac{\partial r}{\partial \alpha_{L}}=\lambda a>0
$$

which implies that $\frac{\partial \alpha}{\partial \alpha_{L}}>0$.
Similarly, by (4.2) and (4.4), we get

$$
\frac{\partial r}{\partial \bar{\beta}}=\frac{\mu \Delta t-\lambda b(2 \delta+\mu \Delta t) \bar{\alpha}}{\delta+\mu \Delta t} \geq \frac{\mu \Delta t}{\delta+\mu \Delta t}(1-\lambda b \mu) \geq 0
$$

which implies that

$$
\frac{\partial \alpha}{\partial \bar{\beta}} \geq 0
$$

Finally, we observe that

$$
\begin{aligned}
c \frac{\partial \alpha}{\partial \bar{\alpha}} & =\frac{\partial r}{\partial \bar{\alpha}}-\alpha \frac{d c}{d \bar{\alpha}} \\
& =(1-\lambda a)-2 \lambda b \bar{\alpha}-\lambda b \frac{2 \delta+\mu \Delta t}{\delta+\mu \Delta t} \bar{\beta}-\lambda b \frac{\delta+\Delta t}{\delta+\mu \Delta t} \alpha \\
& \geq(1-\lambda a)-2 \lambda b \mu-\lambda b \frac{2 \delta+\mu \Delta t}{\delta+\mu \Delta t}(1-\mu)-\lambda b \frac{\delta+\Delta t}{\delta+\mu \Delta t} \mu
\end{aligned}
$$

This implies that

$$
c \frac{\partial \alpha}{\partial \bar{\alpha}} \geq 1-\lambda(a+b(2+\mu))
$$

Hence, it follows from (4.2) that

$$
\frac{\partial \alpha}{\partial \bar{\alpha}} \geq 0
$$

We have therefore established that the function $\alpha$ is an increasing function in all three of its arguments. Furthermore, from (4.5) we easily derive that $\beta$ has the corresponding property. We now use induction to complete the proof. Assume that

$$
z^{n} \equiv \sup _{j}\left\{(1-\mu) \alpha_{j}^{n}, \mu \beta_{j}^{n}, 0\right\} \leq z^{0} .
$$

In particular, this implies that (cf. (4.4))

$$
\alpha_{j}^{n} \leq \mu^{2} \frac{\Delta t}{2 \delta+\mu \Delta t}
$$

Hence, the monotonicity property of $\alpha$ implies that

$$
\alpha_{j}^{n+1} \leq \alpha\left(\frac{z^{n}}{1-\mu}, \frac{z^{n}}{\mu}, \frac{z^{n}}{1-\mu}\right)
$$

Furthermore, since $z^{n} \geq 0$,

$$
c\left(\frac{z^{n}}{1-\mu}\right) \geq \frac{\delta+\Delta t}{\delta+\mu \Delta t}
$$

and

$$
r\left(\frac{z^{n}}{1-\mu}, \frac{z^{n}}{\mu}, \frac{z^{n}}{1-\mu}\right) \leq \frac{z^{n}}{1-\mu}+\frac{\Delta t z^{n}}{\delta+\mu \Delta t}=\frac{z^{n}}{1-\mu}\left(\frac{\delta+\Delta t}{\delta+\mu \Delta t}\right)
$$

We therefore obtain from (4.6) that

$$
\alpha_{j}^{n+1}=\frac{r\left(\frac{z^{n}}{1-\mu}, \frac{z^{n}}{\mu}, \frac{z^{n}}{1-\mu}\right)}{c\left(\frac{z^{n}}{1-\mu}\right)} \leq \frac{z^{n}}{1-\mu}
$$

Finally, from (4.5), we derive

$$
\beta_{j}^{n+1} \leq \beta\left(\frac{z^{n}}{1-\mu}, \frac{z^{n}}{\mu}, \frac{z^{n}}{1-\mu}\right) \leq \frac{\delta}{\delta+\mu \Delta t} \frac{z^{n}}{\mu}+\frac{(1-\mu) \Delta t}{\delta+\mu \Delta t} \frac{z^{n}}{1-\mu}=\frac{z^{n}}{\mu}
$$

Hence, we conclude that $z^{n+1} \leq z^{n}$.
Next we will show that the finite difference solution satisfies a "discrete entropy inequality." Recall that the initial data $\left(\sigma^{0}, v^{0}\right)$ satisfies a one-sided bound of the form (cf. (2.12v))

$$
\begin{equation*}
\sup _{j}\left\{\sigma_{j}^{0}-\sigma_{j-1}^{0}, v_{j}^{0}-v_{j-1}^{0}\right\} \leq M \Delta t \tag{4.7}
\end{equation*}
$$

where $M>0$ is a finite constant independent of $\delta$ and the mesh parameters. For $(\sigma, v),(k, q) \in \mathcal{S}$, we define

$$
G(\sigma, v, k, q)=\frac{g(\sigma+v)-g(k+q)}{(\sigma+v)-(k+q)}
$$

Hence,

$$
G(\sigma, v, k, q) \geq M_{f}^{-1}>0
$$

For a fixed $(k, q) \in \mathcal{S}$, let

$$
G_{j}^{n}=G\left(\sigma_{j}^{n}, v_{j}^{n}, k, q\right)
$$

where $\left\{\left(\sigma_{j}^{n}, v_{j}^{n}\right)\right\}$ denotes the solution of the difference scheme (2.10). Observe that it follows from (2.10) that

$$
G_{j}^{n+1}-G_{j}^{n}=-\lambda \frac{G_{j}^{n+1}-G_{j}^{n}}{\left(\sigma_{j}^{n+1}+v_{j}^{n+1}\right)-\left(\sigma_{j}^{n}+v_{j}^{n}\right)} \cdot \frac{f\left(u_{j}^{n+1}\right)-f\left(u_{j}^{n}\right)}{u_{j}^{n+1}-u_{j}^{n}}\left(\sigma_{j}^{n}-\sigma_{j-1}^{n}\right) .
$$

Therefore, since $f$ is increasing and $g$ is concave (because $g^{\prime \prime}=-f^{\prime \prime} /\left(f^{\prime}\right)^{3} \leq 0$ ), it follows that there is a positive constant $M$, depending only on $f$ (or $g$ ), such that

$$
\begin{equation*}
G_{j}^{n+1}-G_{j}^{n} \leq M \max \left(0, \sigma_{j}^{n}-\sigma_{j-1}^{n}\right) . \tag{4.8}
\end{equation*}
$$

Hence, we obtain from (4.8), (4.7), and Lemma 4.1 that

$$
\begin{equation*}
G_{j}^{n+1}-G_{j}^{n} \leq M \Delta t \tag{4.9}
\end{equation*}
$$

where $M>0$ is independent of $\delta$ and the mesh parameters.
Lemma 4.2. There is a positive constant $M$, independent of $\delta$ and the mesh parameters such that for any $(k, q) \in \mathcal{S}$ the solution of (2.10) satisfies

$$
\begin{aligned}
& G_{j}^{n+1}\left(\left|\sigma_{j}^{n+1}-k\right|+\left|v_{j}^{n+1}-q\right|\right) \\
& \quad \leq G_{j}^{n}\left(\left|\sigma_{j}^{n}-k\right|+\left|v_{j}^{n}-q\right|\right)-\lambda\left(\left|\sigma_{j}^{n}-k\right|-\left|\sigma_{j-1}^{n}-k\right|\right) \\
& \quad-\frac{\Delta t}{\delta} G_{j}^{n} R\left(\sigma_{j}^{n+1}, v_{j}^{n+1}\right)\left[\operatorname{sgn}\left(\sigma_{j}^{n+1}-k\right)-\operatorname{sgn}\left(v_{j}^{n+1}-q\right)\right] \\
& \quad+M \Delta t\left[\left|v_{j}^{n+1}-q\right|-\left(v_{j}^{n+1}-q\right) \operatorname{sgn}\left(\sigma_{j}^{n+1}-q\right)\right]
\end{aligned}
$$

where, as above, $G_{j}^{n}=G\left(\sigma_{j}^{n}, v_{j}^{n}, k, q\right)$.
Proof. Let $(k, q) \in \mathcal{S}$. From the first equation in (2.10) we directly obtain

$$
\begin{aligned}
G_{j}^{n+1}\left(\sigma_{j}^{n+1}\right. & -k)=G_{j}^{n}\left(\sigma_{j}^{n}-k\right)-\lambda\left(\sigma_{j}^{n}-\sigma_{j-1}^{n}\right) \\
& -\left(G_{j}^{n+1}-G_{j}^{n}\right)\left(v_{j}^{n+1}-q\right)-G_{j}^{n}\left(v_{j}^{n+1}-v_{j}^{n}\right) .
\end{aligned}
$$

Hence, by using the second equation of (2.10), this can be written in the form

$$
\begin{gather*}
G_{j}^{n+1}\left(\sigma_{j}^{n+1}-k\right)=G_{j}^{n}\left(\sigma_{j}^{n}-k\right)-\lambda\left[\left(\sigma_{j}^{n}-k\right)-\left(\sigma_{j-1}^{n}-k\right)\right]  \tag{4.10}\\
-\left(G_{j}^{n+1}-G_{j}^{n}\right)\left(v_{j}^{n+1}-q\right)-\frac{\Delta t}{\delta} G_{j}^{n} R_{j}^{n+1}
\end{gather*}
$$

where $R_{j}^{n+1}=R\left(\sigma_{j}^{n+1}, v_{j}^{n+1}\right)$.
The next step in the derivation is to multiply (4.10) by $\operatorname{sgn}\left(\sigma_{j}^{n+1}-k\right)$. Observe that since $0<\lambda \leq M_{f}^{-1} \leq G_{j}^{n}$, the inequality

$$
\begin{gathered}
\left\{G_{j}^{n}\left(\sigma_{j}^{n}-k\right)-\lambda\left[\left(\sigma_{j}^{n}-k\right)-\left(\sigma_{j-1}^{n}-k\right)\right]\right\} \operatorname{sgn}\left(\sigma_{j}^{n+1}-k\right) \\
\quad \leq G_{j}^{n}\left|\sigma_{j}^{n}-k\right|-\lambda\left(\left|\sigma_{j}^{n}-k\right|-\left|\sigma_{j-1}^{n}-k\right|\right)
\end{gathered}
$$

holds. Hence, from (4.10), we obtain

$$
\begin{align*}
G_{j}^{n+1} \mid \sigma_{j}^{n+1} & -k\left|\leq G_{j}^{n}\right| \sigma_{j}^{n}-k \mid-\lambda\left(\left|\sigma_{j}^{n}-k\right|-\left|\sigma_{j-1}^{n}-k\right|\right)  \tag{4.11}\\
& -\left[\left(G_{j}^{n+1}-G_{j}^{n}\right)\left(v_{j}^{n+1}-q\right)+\frac{\Delta t}{\delta} G_{j}^{n} R_{j}^{n+1}\right] \operatorname{sgn}\left(\sigma_{j}^{n+1}-k\right) .
\end{align*}
$$

Next, write the second equation of (2.10) in the form

$$
\begin{aligned}
G_{j}^{n+1}\left(v_{j}^{n+1}\right. & -q)=G_{j}^{n}\left(v_{j}^{n}-q\right)+\left(G_{j}^{n+1}-G_{j}^{n}\right)\left(v_{j}^{n+1}-q\right) \\
& +\frac{\Delta t}{\delta} G_{j}^{n} R_{j}^{n+1}
\end{aligned}
$$

Hence, if we multiply this equation by $\operatorname{sgn}\left(v_{j}^{n+1}-q\right)$ and add the result to (4.11) we obtain the inequality

$$
\begin{align*}
G_{j}^{n+1}\left(\mid \sigma_{j}^{n+1}\right. & -k\left|+\left|v_{j}^{n+1}-q\right|\right) \leq G_{j}^{n}\left(\left|\sigma_{j}^{n}-k\right|+\left|v_{j}^{n}-q\right|\right) \\
& -\lambda\left(\left|\sigma_{j}^{n}-k\right|-\left|\sigma_{j-1}^{n}-k\right|\right)  \tag{4.12}\\
& -\frac{\Delta t}{\delta} G_{j}^{n} R_{j}^{n+1}\left[\operatorname{sgn}\left(\sigma_{j}^{n+1}-k\right)-\operatorname{sgn}\left(v_{j}^{n+1}-q\right)\right] \\
& +\left(G_{j}^{n+1}-G_{j}^{n}\right)\left(v_{j}^{n+1}-q\right)\left[\operatorname{sgn}\left(v_{j}^{n+1}-q\right)-\operatorname{sgn}\left(\sigma_{j}^{n+1}-k\right)\right]
\end{align*}
$$

However, note that

$$
0 \leq\left(v_{j}^{n+1}-q\right)\left[\operatorname{sgn}\left(v_{j}^{n+1}-q\right)-\operatorname{sgn}\left(\sigma_{j}^{n+1}-k\right)\right]
$$

therefore, it follows from the one-sided bound (4.9) that

$$
\begin{gathered}
\left(G_{j}^{n+1}-G_{j}^{n}\right)\left(v_{j}^{n+1}-q\right)\left[\operatorname{sgn}\left(v_{j}^{n+1}-q\right)-\operatorname{sgn}\left(\sigma_{j}^{n+1}-k\right)\right] \\
\leq M \Delta t\left[\left|v_{j}^{n+1}-q\right|-\left(v_{j}^{n+1}-q\right) \operatorname{sgn}\left(\sigma_{j}^{n+1}-q\right)\right],
\end{gathered}
$$

and hence the desired inequality follows from (4.12).
Consider a real valued function $\mathcal{E}: \mathcal{S} \mapsto \mathbb{R}$ of the form

$$
\mathcal{E}(\sigma, v)=\mathcal{L}(g(\sigma+v))+\int_{\mathcal{S}} P(k, q) G(\sigma, v, k, q)(|\sigma-k|+|v-q|) d k d q
$$

Here, $\mathcal{L}$ is a linear function and $P: \mathcal{S} \mapsto \mathbb{R}$ is a smooth, nonnegative function. Define, correspondingly,

$$
\begin{aligned}
\mathcal{F}(\sigma) & =\mathcal{L}(\sigma)+\int_{\mathcal{S}} P(k, q)|\sigma-k| d k d q \\
\mathcal{G}(\bar{\sigma}, \bar{v}, \sigma, v) & =\int_{\mathcal{S}} P(k, q) G(\bar{\sigma}, \bar{v}, k, q) R(\sigma, v)[\operatorname{sgn}(\sigma-k)-\operatorname{sgn}(v-q)] d k d q \\
\mathcal{H}(v) & =\int_{\mathcal{S}} P(k, q)[|v-q|-(v-q) \operatorname{sgn}(\sigma-k)] d k d q
\end{aligned}
$$

It follows from (2.10) and by integrating the inequality of Lemma 4.2 that the solution of (2.10) satisfies the discrete entropy inequality

$$
\begin{align*}
\mathcal{E}\left(\sigma_{j}^{n+1}, v_{j}^{n+1}\right) & \leq \mathcal{E}\left(\sigma_{j}^{n}, v_{j}^{n}\right)-\lambda\left[\mathcal{F}\left(\sigma_{j}^{n}\right)-\mathcal{F}\left(\sigma_{j-1}^{n}\right)\right]  \tag{4.13}\\
& -\frac{\Delta t}{\delta} \mathcal{G}\left(\sigma_{j}^{n}, v_{j}^{n}, \sigma_{j}^{n+1}, v_{j}^{n+1}\right)+M \Delta t \mathcal{H}\left(v_{j}^{n+1}\right)
\end{align*}
$$

The properties of the entropy solutions of the system (2.1) will be derived from the corresponding properties of the finite difference solutions generated by the scheme (2.10). The convergence of the finite difference solutions is first established by a proper application of Helly's theorem, cf., e.g., [16].

Lemma 4.3. Suppose $\left(\sigma^{0}, v^{0}\right)$ is the initial data which satisfies all the assumptions in (2.12) and let $\left(\sigma^{N}, v^{N}\right)_{\Delta}$ be the piecewise constant representation of the data generated by the scheme (2.10). Then, as the mesh parameters $\Delta x$ and $\Delta t$ tend to zero, there is a subsequence of $\left(\sigma^{N}, v^{N}\right)_{\Delta}$, which converges in $\left(L_{\text {loc }}^{1}(\mathbb{R} \times \mathbb{R})\right)^{2}$ to a pair of functions $(\sigma, v)$. Furthermore, $\sigma(\cdot, t), v(\cdot, t) \in B V$, for all $t \geq 0$, and $(\sigma(x, y), v(x, t)) \in \mathcal{S}$ for $(x, t) \in \mathbb{R} \times \mathbb{R}_{0}^{+}$, and the following estimates hold:

1. $(\sigma(x, t), v(x, t)) \in \mathcal{S}, \quad \forall(x, t) \in \mathbb{R} \times \mathbb{R}_{0}^{+}$,
2. $T V(\sigma(\cdot, t))+T V(v(\cdot, t)) \leq T V\left(\sigma^{0}\right)+T V\left(v^{0}\right)$,
3. $\|p(\cdot, t)\|_{1} \leq M \delta$,
4. $\|\sigma(\cdot, t)-\sigma(\cdot, \tau)\|_{1}+\|v(\cdot, t)-v(\cdot, \tau)\|_{1} \leq M|t-\tau|$,
5. $\operatorname{Lip}^{+}(\sigma(\cdot, t)) \leq M \operatorname{Lip}^{+}\left(\sigma^{0}\right), \quad \operatorname{Lip}^{+}(v(\cdot, t)) \leq M \operatorname{Lip}{ }^{+}\left(v^{0}\right), \quad \forall t \geq 0$.

Here, $M$ is a constant independent of $t$ and $\delta$.
From the entropy inequality in (4.13), we derived that the limit solution is the entropy solution of (2.1).

LEMMA 4.4. The limit solution $(\sigma, v)$ constructed in Lemma 4.3 is the entropy solution of the system (2.1), which satisfies the following Kruzkov-type inequality:

$$
\begin{align*}
\int_{0}^{T} & \int_{\mathbb{R}}\left[G(\sigma, v, k, q)(|\sigma-k|+|v-q|) \phi_{t}+|\sigma-k| \phi_{x}\right] d x d t  \tag{4.14}\\
& +\int_{\mathbb{R}} G\left(\sigma^{0}, v^{0}, k, q\right)\left(\left|\sigma^{0}-k\right|+\left|v^{0}-q\right|\right) \phi(x, 0) d x \\
& -\int_{\mathbb{R}} G(\sigma(x, T), v(x, T), k, q)(|\sigma(x, T)-k|+|v(x, T)-q|) \phi(x, T) d x \\
& +M \int_{0}^{T} \int_{\mathbb{R}}[|v-q|-(v-q) \operatorname{sgn}(\sigma-k)] \phi d x d t \\
& \geq \frac{1}{\delta} \int_{0}^{T} \int_{\mathbb{R}} G(\sigma, v, k, q) R(\sigma, v)[\operatorname{sgn}(\sigma-k)-\operatorname{sgn}(v-q)] \phi d x d t
\end{align*}
$$

Here, $(k, q) \in \mathcal{S}$ and $\phi \in \mathcal{D}_{+}(T)$ is any test function with compact support. We recall that the function $G=G(\sigma, v, k, q)$ is defined as

$$
G(\sigma, v, k, q)=\frac{g(\sigma+v)-g(k+q)}{(\sigma+v)-(k+q)}
$$

Proof. Let $\phi \in \mathcal{D}_{+}(T)$ be a test function with compact support. We multiply the inequality in (4.13) by $\phi\left(x_{j}, t_{n}\right)$, then sum over $0 \leq n \leq N-1$ and $j \in \mathcal{Z}$, and apply summation by parts with respect to $n$ and $j$, and we obtain the following:

$$
\begin{aligned}
& \Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathcal{Z}}\left[\mathcal{E}\left(\sigma_{j}^{n+1}, v_{j}^{n+1}\right) \frac{\phi\left(x_{j}, t_{n+1}\right)-\phi\left(x_{j}, t_{n}\right)}{\Delta t}\right. \\
& \left.\quad+\mathcal{F}\left(\sigma_{j}^{n}\right) \frac{\phi\left(x_{j+1}, t_{n}\right)-\phi\left(x_{j}, t_{n}\right)}{\Delta x}\right] \\
& \quad+\Delta x \sum_{j \in \mathcal{Z}} \mathcal{E}\left(\sigma_{j}^{0}, v_{j}^{0}\right) \phi\left(x_{j}, t^{0}\right)-\Delta x \sum_{j \in \mathcal{Z}} \mathcal{E}\left(\sigma_{j}^{N}, v_{j}^{N}\right) \phi\left(x_{j}, t^{N}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \quad+\Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathcal{Z}} M \mathcal{H}\left(v_{j}^{n+1}\right) \phi\left(x_{j}, t_{n}\right) \\
& \geq \\
& \frac{1}{\delta} \Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathcal{Z}} \mathcal{G}\left(\sigma_{j}^{n}, v_{j}^{n}, \sigma_{j}^{n+1}, v_{j}^{n+1}\right) \phi\left(x_{j}, t_{n}\right) .
\end{aligned}
$$

Now, by letting $\Delta x, \Delta t \rightarrow 0$ in the previous inequality, we get

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}}\left[\mathcal{E}(\sigma, v) \phi_{t}+\mathcal{F}(\sigma) \phi_{x}+M \mathcal{H}(v) \phi\right] d x d t \\
&+\int_{\mathbb{R}}\left[\mathcal{E}\left(\sigma^{0}, v^{0}\right) \phi(x, 0)-\mathcal{E}(\sigma(x, T), v(x, T)) \phi(x, T)\right] d x \\
& \quad \geq \frac{1}{\delta} \int_{0}^{T} \int_{\mathbb{R}} \mathcal{G}(\sigma, v, \sigma, v) \phi d x d t
\end{aligned}
$$

Hence, by choosing a sequence of smooth function pairs $\left(\mathcal{E}_{\theta}, \mathcal{F}_{\theta}, \mathcal{G}_{\theta}, \mathcal{H}_{\theta}\right)$ such that, as $\theta \rightarrow 0$,

$$
\begin{aligned}
\mathcal{E}_{\theta} & \rightarrow G(\sigma, v, k, q)(|\sigma-k|+|v-q|) \\
\mathcal{F}_{\theta} & \rightarrow|\sigma-k| \\
\mathcal{G}_{\theta} & \rightarrow G(\sigma, v, k, q) R(\sigma, v)[\operatorname{sgn}(\sigma-k)-\operatorname{sgn}(v-q)] \\
\mathcal{H}_{\theta} & \rightarrow|v-q|-(v-q) \operatorname{sgn}(\sigma-k)
\end{aligned}
$$

uniformly, and we get the inequality (4.14) in Lemma 4.4 by the dominated convergence theorem.

The uniqueness and continuous dependence with respect to the initial data in $L^{1}$ is then obtained by the Kruzkov-type argument.

Lemma 4.5. Let $(\sigma, v)$ and $(\bar{\sigma}, \bar{v})$ be two entropy solutions of the system (2.1) with initial data $\left(\sigma^{0}, v^{0}\right)$ and $\left(\bar{\sigma}^{0}, \bar{v}^{0}\right)$, respectively. Then,

$$
\|\sigma(\cdot, t)-\bar{\sigma}(\cdot, t)\|_{L^{1}}+\|v(\cdot, t)-\bar{v}(\cdot, t)\|_{L^{1}} \leq \bar{M} e^{M t}\left[\left\|\sigma^{0}-\bar{\sigma}^{0}\right\|_{L^{1}}+\left\|v^{0}-\bar{v}^{0}\right\|_{L^{1}}\right]
$$

Proof. The uniqueness of the entropy solutions is proved by generalizing the arguments by Kruzkov [5] for scalar conservation laws. In this paper, only the sketch of the proof is given, and we refer to $[14,16]$ for the details in the proof.

For any $\theta \in(0,1]$, we introduce the mollifier function $\omega_{\theta}$ on $\mathbb{R}$ as

$$
\omega_{\theta}(x)=\frac{1}{\theta} \Omega\left(\frac{x}{\theta}\right)
$$

where $\Omega: \mathbb{R} \rightarrow \mathbb{R}$ is a nonnegative, symmetric $\mathcal{C}^{\infty}$-function with support in $[-1,1]$ and satisfying

$$
\int_{\mathbb{R}} \Omega(x) d x=1
$$

Let $T>0$. In (4.14), we choose $(k, q)=(\bar{\sigma}(y, \tau), \bar{v}(y, \tau))$ and $\phi(x, t)=\omega_{\theta}(x-$ $y) \omega_{\theta}(t-\tau)$ for solution $(\sigma, v)$, and integrate over $\mathbb{R} \times[0, T]$ with respect to $y$ and $\tau$, and we get an inequality. For the solution $(\bar{\sigma}, \bar{v})$, we perform a similar operation, but
where we reverse the role of the variable $(x, t)$ and $(y, \tau)$, we get another inequality. Now, adding these two inequalities, we get

$$
L(\theta)+\frac{1}{\delta} l(\theta) \leq R(\theta)+2 M r(\theta)
$$

where

$$
\begin{array}{r}
L(\theta)=\int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}} G(\sigma(x, T), v(x, T), \bar{\sigma}, \bar{v})(|\sigma(x, T)-\bar{\sigma}|+|v(x, T)-\bar{v}|) \\
\omega_{\theta}(x-y) \omega_{\theta}(T-\tau) d x d y d \tau \\
+\int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}} G(\bar{\sigma}(y, T), \bar{v}(y, T), \sigma, v)(|\bar{\sigma}(y, T)-\sigma|+|\bar{v}(y, T)-v|) \\
\omega_{\theta}(x-y) \omega_{\theta}(T-\tau) d x d y d \tau
\end{array}
$$

and

$$
\begin{array}{r}
R(\theta)=\int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}} G(\sigma(x, 0), v(x, 0), \bar{\sigma}, \bar{v})(|\sigma(x, 0)-\bar{\sigma}|+|v(x, 0)-\bar{v}|) \\
\omega_{\theta}(x-y) \omega_{\theta}(\tau) d x d y d \tau \\
+\int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}} G(\bar{\sigma}(y, 0), \bar{v}(y, 0), \sigma, v)(|\bar{\sigma}(y, 0)-\sigma|+|\bar{v}(y, 0)-v|) \\
\omega_{\theta}(x-y) \omega_{\theta}(\tau) d x d y d \tau \\
l(\theta)=\int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}} G(\sigma, v, \bar{\sigma}, \bar{v})[\operatorname{sgn}(\sigma-\bar{\sigma})-\operatorname{sgn}(v-\bar{v})] \\
{[R(\sigma, v)-R(\bar{\sigma}, \bar{v})] \omega_{\theta}(x-y) \omega_{\theta}(t-\tau) d x d t d y d \tau}
\end{array}
$$

and

$$
r(\theta)=2 \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|v-\bar{v}| \omega_{\theta}(x-y) \omega_{\theta}(t-\tau) d x d t d y d \tau
$$

First we note that $l(\theta)$ is non-negative. In order to estimate the turns $L(\theta)$ and $R(\theta)$, we introduce the function $\mathcal{N}(t)$ as
$\mathcal{N}(t)=\int_{\mathbb{R}} G(\sigma(x, t), v(x, t), \bar{\sigma}(x, t), \bar{v}(x, t))(|\sigma(x, t)-\bar{\sigma}(x, t)|+|v(x, t)-\bar{v}(x, t)|) d x$.
Note that the function $\mathcal{N}(t)$ is equivalent to

$$
A(t):=\|\sigma(\cdot, t)-\bar{\sigma}(\cdot, t)\|_{L^{1}}+\|v(\cdot, t)-\bar{v}(\cdot, t)\|_{L^{1}}
$$

in the sense that there exist two positive constants, $M_{1}, M_{2}$, such that

$$
\begin{equation*}
M_{1} A(t) \leq \mathcal{N}(t) \leq M_{2} A(t) \tag{4.15}
\end{equation*}
$$

Then, as $\theta \rightarrow 0$, we get(cf., e.g., [16])

$$
L(\theta) \rightarrow \mathcal{N}(T), \quad R(\theta) \rightarrow \mathcal{N}(0)
$$

and

$$
r(\theta) \rightarrow 2 M \int_{0}^{T}\|v(\cdot, t)-\bar{v}(\cdot, t)\|_{L^{1}} d t
$$

Combining these estimates we conclude, in the limit case as $\theta \rightarrow 0$, that

$$
\mathcal{N}(T) \leq \mathcal{N}(0)+M \int_{0}^{T} \mathcal{N}(t) d t
$$

where $M$ is a finite constant independent of $\delta$. Thus, it follows that

$$
\mathcal{N}(T) \leq \mathcal{N}(0) e^{M T}
$$

and again, using (4.15), we get

$$
\|\sigma(\cdot, t)-\bar{\sigma}(\cdot, t)\|_{L^{1}}+\|v(\cdot, t)-\bar{v}(\cdot, t)\|_{L^{1}} \leq \bar{M} e^{M t}\left[\left\|\sigma^{0}-\bar{\sigma}^{0}\right\|_{L^{1}}+\left\|v^{0}-\bar{v}^{0}\right\|_{L^{1}}\right]
$$

where $\bar{M}$ and $M$ are finite constants independent of $\delta$. This completes the proof of Theorem 2.2.
5. Rate of convergence towards equilibrium: Proof of Theorem 2.3 and Corollary 2.4. We recall that Lemma 4.3 establishes bounds, uniformly with respect to $\delta$, on the solutions $\left(\sigma_{\delta}, v_{\delta}\right)$ of the non-equilibrium model (1.1) or (2.1). By combining these estimates with standard compactness arguments we could have concluded, more or less directly, that these solutions converge to a solution of the equilibrium model (1.2) or (2.2) as the relaxation parameter $\delta$ tends to zero. However, we are not only interested in convergence, but also in a rate of convergence. Hence, in order to prove the error estimates in Theorem 2.3 and Corollary 2.4, we shall follow the work of Tadmor [15] and Kurganov and Tadmor [6]. First we observe that the entropy solutions of (1.1) are weak solutions of a scalar equation with an "error term."

Lemma 5.1. Let $(u, \sigma)$ (resp., $(\sigma, v))$ be the entropy solutions of (1.1) (resp., (2.1)). Then the solutions $u$ are weak solutions of the following "error equation"

$$
u_{t}+\mu f(u)_{x}=-R(\sigma, v)_{x}
$$

in the sense that the following integral equation holds for all test functions $\phi \in \mathcal{D}_{+}(T)$ :

$$
\begin{aligned}
\int_{0}^{T} & \int_{\mathbb{R}}\left(u \phi_{t}+\mu f(u)_{x} \phi_{x}\right) d x d t+\int_{\mathbb{R}}[u(x, 0) \phi(x, 0)-u(x, T) \phi(x, T)] d x \\
& =-\int_{0}^{T} \int_{\mathbb{R}} R(\sigma, v) \phi_{x} d x d t
\end{aligned}
$$

In addition, $u$ satisfies the Lip ${ }^{+}$bound

$$
\operatorname{Lip}^{+}(u(\cdot, t)) \leq M, \quad \forall t \geq 0
$$

Proof. Let $(\sigma, v)$ be the entropy solutions of (2.1). Then they satisfy the Kruzkovtype inequality given in (2.6). Choosing $\left(k=\sigma_{m}, q=v_{m}\right)$, where $\sigma_{m}=\min (\sigma)$ and $v_{m}=\min (v)$, (one can use, e.g., $k=q=0$ ), the last terms on the left-hand side and the right-hand side are 0 . Using the definition of $G$, the relation $u=g(\sigma+v)$, and the fact that $(k, q)$ are constants, we get

$$
\int_{0}^{T} \int_{\mathbb{R}}\left[u \phi_{t}+\sigma \phi_{x}\right] d x d t+\int_{\mathbb{R}}(u(x, 0) \phi(x, 0)-u(x, T) \phi(x, T)) \geq 0
$$

Similarly, by choosing $\left(k=\sigma_{M}, q=v_{M}\right)$, where $\sigma_{M}=\max (\sigma)$ and $v_{M}=\max (v)$ (e.g., $k=\mu, q=1-\mu$ ), we get

$$
\int_{0}^{T} \int_{\mathbb{R}}\left[u \phi_{t}+\sigma \phi_{x}\right] d x d t+\int_{\mathbb{R}}(u(x, 0) \phi(x, 0)-u(x, T) \phi(x, T)) \leq 0 .
$$

These two inequalities lead to

$$
\int_{0}^{T} \int_{\mathbb{R}}\left[u \phi_{t}+\sigma \phi_{x}\right] d x d t+\int_{\mathbb{R}}[u(x, 0) \phi(x, 0)-u(x, T) \phi(x, T)]=0
$$

Furthermore, using the relation

$$
\sigma-\mu f(u)=\sigma-\mu(\sigma+v)=(1-\mu) \sigma-\mu v=R(\sigma, v),
$$

we get the weak formulation in Lemma 5.1, and thus $u$ is a weak solution of the error equation. Finally, the $\mathrm{Lip}^{+}$bound follows from the monotonicity of the function $g$.

Let $T>0$ be given and define $E=-R_{x}=-p_{x}$. Hence, $u=u_{\delta}$ is a weak solution of the inhomogeneous equation

$$
u_{t}+\mu f(u)_{x}=E,
$$

and $\bar{u}$ is a solution of the corresponding homogeneous equation (1.2). Furthermore, these solutions satisfy an Oleinik condition of the form

$$
\operatorname{Lip}^{+}(u(\cdot, t)), \operatorname{Lip}^{+}(\bar{u}(\cdot, t) \leq M, \quad \forall t \geq 0 .
$$

Since the flux function $f$ is convex, we can therefore conclude from the arguments in Kurganov and Tadmor [6] that the following stability estimate holds:

$$
\|u(\cdot, t)-\bar{u}(\cdot, t)\|_{\text {Lip }^{\prime}} \leq M \sup _{0 \leq \tau \leq t}\|E(\cdot, \tau)\|_{\text {Lip }^{\prime}}, \quad 0 \leq t \leq T .
$$

From Lemma 4.3 we obtain that

$$
\|E(\cdot, t)\|_{\text {Lip }^{\prime}} \leq\|p(\cdot, t)\|_{L^{1}} \leq M \delta .
$$

This completes the proof of Theorem 2.3.
The $L^{p}$ estimate in Corollary 2.4 can be proved by interpolation between the Lip'-error estimate in Theorem 2.3 and the BV-boundness of the error, exactly in the same way as is done in Nessyahu and Tadmor [11]. We therefore omit the details.

The $L^{1}$ estimate for $\sigma-\bar{\sigma}$ follows from the $L^{1}$ estimate for $u-\bar{u}$. To be precise, since $\bar{\sigma}=\mu f(\bar{u})$, we have

$$
\begin{aligned}
\|\sigma-\bar{\sigma}\|_{L^{1}} & =\|\sigma-\mu f(u)+\mu f(u)-\bar{\sigma}\|_{L^{1}} \leq\|\sigma-\mu f(u)\|_{L^{1}}+\|\mu(f(u)-f(\bar{u}))\|_{L^{1}} \\
& \leq\|p\|_{L^{1}}+M\|u(\cdot, t)-\bar{u}(\cdot, t)\|_{L^{1}} \\
& \leq M \sqrt{\delta}
\end{aligned}
$$

which gives the second estimate in Corollary 2.4.
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#### Abstract

We prove existence of $W^{k, \infty}(\Omega)$ solutions to some differential problems related to nonlinear partial differential equations and systems of order $k \geq 1$. The results will be proved by means of Baire's lemma.


Key words. quasi-convexity, almost everywhere solutions, systems of PDEs
AMS subject classification. 35G30
PII. S0036141098336121

1. Introduction. In this paper we deal with the existence of almost everywhere (a.e.) solutions to differential problems of the following kind:

$$
\left\{\begin{array}{l}
F\left(x, D^{[k-1]} u(x), D^{k} u(x)\right)=0, \quad \text { a.e. } x \in \Omega  \tag{1.1}\\
u \in \phi+W_{0}^{k, \infty}(\Omega)
\end{array}\right.
$$

where $k$ is an integer greater than or equal to 1 (for notations and definitions see the next section) and $F$ is a given function which must satisfy certain coercivity conditions; in particular our hypotheses will rule out functions $F$ which are linear with respect to the higher-order derivatives $D^{k} u$. We shall prove the following theorem.

THEOREM 1.1. Let $\Omega \subset \mathbb{R}^{n}$ be an open Lipschitz set. Let $F: \Omega \times \cdots \times\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s} \rightarrow$ $\mathbb{R}$ be a continuous function, quasi-convex and coercive in a rank-1 direction (see Definition 2.3) with respect to the last variable. Let $\phi: \bar{\Omega} \rightarrow \mathbb{R}$ be a $C^{k}(\bar{\Omega})$ function such that

$$
F\left(x, D^{[k-1]} \phi(x), D^{k} \phi(x)\right) \leq 0 \quad \forall x \in \bar{\Omega}
$$

Then there exists a function $u \in \phi+W_{0}^{k, \infty}(\Omega)$ such that

$$
\begin{equation*}
F\left(x, D^{[k-1]} u(x), D^{k} u(x)\right)=0, \quad \text { a.e. } x \in \Omega \tag{1.2}
\end{equation*}
$$

As we already said, the definition of quasi-convexity is discussed in section 2. Note however that quasi-convexity in the context of Theorem 1.1 is equivalent to the usual convexity in the first-order case $k=1$.

Theorem 1.1 extends to the higher-order case $k \in \mathbb{N}$ an analogous result recently proved by Dacorogna and Marcellini in the first-order case $k=1$ (see [7], [6], [8] and [9]) and in the second-order case $k=2$ (see [10]). We will use the same techniques based on Baire category method, exploited by Dacorogna and Marcellini to study vector valued problems and originally introduced by Cellina in [3] in the context of ordinary differential inclusions (see also De Blasi and Pianigiani [11], [12] and Bressan and Flores [2]).

We should refer also to some previous research for the first- and second-order cases in the context of viscosity solutions (see, for example, Crandall and Lions [4];

[^58]see also [10] for some other references). We should also mention the recent works by Müller and Svërak, [21] and [22] using the method of convex integration introduced by Gromov [14].

A main difficulty in considering $k \geq 2$ instead of $k=1$ is the loss of approximating a given $W^{k, \infty}(\Omega)$ function $u$ by a sequence of piecewise polynomials of degree $k$. In our context of higher-order $k \in \mathbb{N}$, the main tool to apply Baire category method is the density argument obtained in Lemma 3.1. Other parts are treated in similar ways to [10].

If we consider for a moment the case $k=4$ and $F=F\left(D^{4} u(x)\right)$, it is evident that we can't deal with a linear function $F$; in fact the problem

$$
\left\{\begin{array}{l}
\Delta^{2} u(x)-1=0,  \tag{1.3}\\
u \in \phi+W_{0}^{4, \infty}(\Omega)
\end{array} \quad \text { a.e. } x \in \Omega\right.
$$

(here $\Delta^{2}$ denotes the bilaplacian operator) is over determined, while we shall provide a solution, for example, to the problem

$$
\left\{\begin{array}{l}
\left|\Delta^{2} u(x)\right|-1=0,  \tag{1.4}\\
u \in \phi+W_{0}^{4, \infty}(\Omega)
\end{array}\right.
$$

Actually we shall deal only with coercive functions $F$ (see Definition 2.3), such as $F\left(D^{4} u(x)\right)=\left|\Delta^{2} u(x)\right|$ in the previous example (1.4). In section 6 we shall deal more generally with $k$-order systems of the type

$$
\left\{\begin{array}{l}
F_{i}\left(x, D^{[k-1]} u(x), D^{k} u(x)\right)=0, \quad \text { a.e. } x \in \Omega, \quad i=1, \ldots, N, \\
u \in \phi+W_{0}^{k, \infty}(\Omega)
\end{array}\right.
$$

and we will prove an existence theorem for such systems.
2. Notation and definitions. If $v \in \mathbb{R}^{n}$ and $k \in \mathbb{N}$ we denote by $v^{\otimes_{k}}$ the tensor product $\overbrace{v \otimes \cdots \otimes v}^{k \text {-times }}$. The symbol $\left(\left(\mathbb{R}^{n}\right)^{\otimes k}\right.$
tensors of the space $\left(\mathbb{R}^{n}\right)^{\otimes_{k}} \equiv \underbrace{\mathbb{R}^{n} \otimes \cdots \otimes \mathbb{R}^{n}}_{k \text {-times }}$.

If $\Omega \subset \mathbb{R}^{n}$ is a Lebesgue measurable set, the symbol $|\Omega|$ will denote its $n$-dimensional Lebesgue measure. If $u: \Omega \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a weakly $k$-differentiable function we denote $D^{k} u=\left(D^{\alpha} u\right)_{|\alpha|=k}$ and $D^{[k]} u=\left(u, D u, \ldots, D^{k} u\right)$.

If $\psi$ is a $C^{0}(\bar{\Omega})$ function, let $\|\psi\|_{\infty, \Omega} \equiv \sup _{x \in \Omega}|\psi(x)|$, while if $\phi \in C^{l}(\bar{\Omega})$, let $\|\phi\|_{l, \infty, \Omega} \equiv \sum_{i=0}^{l} \sup _{x \in \Omega}\left|D^{i} \psi(x)\right|$.

The following definitions of convexity are known extensions for the higher-order case $k>1$ of analogous convexity conditions for the first-order vector valued case (see Morrey [19], [20], Meyers [17], Dacorogna [5], and Ball, Currie, and Olver [1]).

Definition 2.1. We say that $\Lambda \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}$ is a rank-1 tensor if there exist $\mu \in \mathbb{R}, v \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
\Lambda=\mu v^{\otimes_{k}} \tag{2.1}
\end{equation*}
$$

We remark that in Definition 2.1 we can always assume that the Euclidean norm of $v,|v|$ is 1 .

DEFINITION 2.2. We say that a function $F:\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s} \rightarrow \mathbb{R}$ is quasi-convex if

$$
\begin{gather*}
\int_{\Omega} F\left(A+D^{k} \phi(x)\right) d x \geq|\Omega| F(A) \quad \forall A \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}  \tag{2.2}\\
\forall \Omega \subset \mathbb{R}^{n} \text { open bounded set and } \forall \phi \in C_{0}^{\infty}(\Omega) .
\end{gather*}
$$

Definition 2.3. Let $Y$ be a metric space. We say that a function $F: Y \times$ $\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s} \rightarrow \mathbb{R}$ is coercive in a rank-1 direction $\Lambda$ if for any bounded subset $B$ of $Y \times\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}$ there exist $m, q \in \mathbb{R}$, with $m>0$ such that

$$
\begin{equation*}
F(y, \xi+t \Lambda) \geq m|t|-q \quad \forall t \in \mathbb{R}, \forall(y, \xi) \in B \tag{2.3}
\end{equation*}
$$

Definition 2.4. We denote $P_{\varepsilon}(\Omega)$ the class of the functions $u \in W^{k, \infty}(\Omega)$ such that there exist $\Omega_{0}, \Omega_{j}, j \in \mathbb{N}$ open Lipschitz pairwise disjoint subsets of $\Omega$ such that

$$
\begin{aligned}
& \left|\Omega_{0}\right|<\varepsilon, \\
& \bigcup_{j \geq 0}^{\Omega_{j}}=\bar{\Omega} \\
& D^{k} u=\xi_{j}, \quad \text { a.e. } x \in \Omega_{j} \quad \forall j \in \mathbb{N} .
\end{aligned}
$$

Most of the proofs will be carried out by means of Baire's lemma (see, e.g., Kolmogorov and Fomin [16]).

LEMMA 2.5 (Baire's lemma). If $V$ is a complete metric space and $V^{m}, m \in \mathbb{N}$ are open dense subsets of $V$, then also $\bigcap_{m \in \mathbb{N}} V^{m}$ is dense in $V$.
3. The main approximation lemma. We begin with a fundamental technical lemma.

Lemma 3.1. Let $\Omega \subset \mathbb{R}^{n}$ be an open Lipschitz set. Let $t \in[0,1]$ and let $A$, $B \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}$ be such that $\operatorname{rank}\{A-B\}=1$. Let $\phi: \Omega \rightarrow \mathbb{R}$ be such that $D^{k} \phi(x)=$ $t A+(1-t) B=B+t(A-B)$ for every $x \in \Omega$. Then for any $\varepsilon>0$ there exist $a$ function $u \in \phi+W_{0}^{k, \infty}(\Omega)$ and two open Lipschitz disjoint subsets of $\Omega, \Omega_{A}$ and $\Omega_{B}$, such that

$$
\begin{gather*}
\left\|\Omega_{A}|-t| \Omega\right\| \leq \varepsilon, \quad\left\|\Omega_{A}|-(1-t)| \Omega\right\| \leq \varepsilon  \tag{3.1}\\
\|u-\phi\|_{k-1, \infty}<\varepsilon  \tag{3.2}\\
D^{k} u(x)= \begin{cases}A, & x \in \Omega_{A} \\
B, & x \in \Omega_{B}\end{cases}  \tag{3.3}\\
\operatorname{dist}\left(D^{k} u(x), \operatorname{co}(A, B)\right) \leq \varepsilon, \quad \text { a.e. } x \in \Omega \tag{3.4}
\end{gather*}
$$

Proof. We divide the proof into several steps.

1. Let us assume that $A-B=\mu e_{1}^{\otimes k}$, where $e_{1}=(1,0, \ldots, 0)$ is the first vector of the canonical basis of $\mathbb{R}^{n}$.
2. We can write $\Omega$ as the disjoint union of cubes whose faces are parallel to the coordinates axes and of a set of small measure. If we define $u=\phi$ in this set, then up to homotheties and translations we can always assume that $\Omega=(0,1)^{n}$.
3. Let $\Omega_{\varepsilon} \subset \subset \Omega$ be such that $\left|\Omega \backslash \Omega_{\varepsilon}\right|<\varepsilon$ and let $\eta \in C_{0}^{k}(\Omega)$ be such that

$$
\begin{aligned}
& 0 \leq \eta(x) \leq 1 \quad \forall x \in \Omega \\
& \eta(x)=1 \quad \forall x \in \Omega_{\varepsilon} \\
& \left|D^{l} \eta(x)\right| \leq \frac{L}{\varepsilon^{l}} \quad \forall l=1, \ldots, k \text { and } \forall x \in \Omega \backslash \Omega_{\varepsilon}
\end{aligned}
$$

We now define a new function $v:(0,1) \rightarrow \mathbb{R} \quad v: x_{1} \rightarrow v\left(x_{1}\right)$. Let $\delta>0, x_{1} \in(0,1)$ and let $I, J \subset(0,1)$ be such that $I$ and $J$ are the disjoint union of open disjoint intervals and

$$
\begin{aligned}
& I \cap J=\emptyset, \quad \bar{I} \cup \bar{J}=[0,1] \\
& |I|=t, \quad|J|=1-t
\end{aligned}, \begin{aligned}
& (1-t) \mu x_{1} \in I \\
& v^{(k)}\left(x_{1}\right)=\left\{\begin{array}{l}
\left(1-t \mu x_{1} \in J,\right. \\
\left|v^{l}\left(x_{1}\right)\right|<\delta \quad \forall x_{1} \in(0,1) \text { and } \forall l=1, \ldots, k
\end{array}\right.
\end{aligned}
$$

Now let us define $u(x)=u\left(x_{1}, x^{\prime}\right)=\phi(x)+\eta(x) v\left(x_{1}\right)=\eta(x)\left(v\left(x_{1}\right)+\phi(x)\right)+(1-$ $\eta(x)) \phi(x)$ and set

$$
\begin{aligned}
& \Omega_{A} \equiv\left\{x \in \Omega_{\varepsilon}: x_{1} \in I\right\} \\
& \Omega_{B} \equiv\left\{x \in \Omega_{\varepsilon}: x_{1} \in J\right\}
\end{aligned}
$$

Then the function $u$ satisfies all the requests of our thesis:

$$
D_{i_{1}, \ldots, i_{n}} u=D_{i_{1}, \ldots, i_{n}} \phi+\sum_{\substack{l_{s}+m_{s}=i_{s} \\ s=1, \ldots, n}} D_{l_{1}, \ldots, l_{n}} \eta D_{m_{1}, \ldots, m_{n}} v .
$$

If $x \in \Omega_{A}$ we have

$$
\begin{aligned}
& D_{l_{1}, \ldots, l_{n}} \eta=0 \text { whenever } l_{1}+\cdots+l_{n}>0 \\
& D_{m_{1}, \ldots, m_{n}} v=(1-t) \mu \delta_{1 m_{1}}, \ldots, \delta_{1 m_{n}} \text { whenever } m_{1}+\cdots+m_{n}=k
\end{aligned}
$$

hence,

$$
D^{k} u=D^{k} \phi+(1-t) \mu e_{1}^{\otimes_{k}}=B+t(A-B)+(1-t)(A-B)=A
$$

while, if $x \in \Omega_{B}$ we have

$$
\begin{aligned}
& D_{l_{1}, \ldots, l_{n}} \eta=0 \text { whenever } l_{1}+\cdots+l_{n}>0 \\
& D_{m_{1}, \ldots, m_{n}} v=-t \mu \delta_{1 m_{1}}, \ldots, \delta_{1 m_{n}}, \text { whenever } m_{1}+\cdots+m_{n}=k
\end{aligned}
$$

hence,

$$
D^{k} u=D^{k} \phi-t \mu e_{1}^{\otimes_{k}}=B+t(A-B)-t(A-B)=B
$$

To obtain (3.3) we only need to choose $\delta<C(n, k) \min \left\{1, \varepsilon, \ldots, \varepsilon^{k}\right\}$.
Now let us prove inequality (3.4):

$$
\begin{aligned}
& D^{k} \phi(x)=t A+(1-t) B \in \operatorname{co}(A, B), \\
& D^{k} \phi+D^{k} v= \begin{cases}t A+(1-t) B+(1-t)(A-B)=A, & x_{1} \in I, \\
t A+(1-t) B-t(A-B)=B, & x_{1} \in J,\end{cases}
\end{aligned}
$$

which belong to $\operatorname{co}(A, B)$. But

$$
\begin{aligned}
D_{i_{1}, \ldots, i_{n}} u= & D_{i_{1}, \ldots, i_{n}} \phi+\sum_{\substack{l_{s}+m_{s}=i_{s} \\
s=1, \ldots, n}} D_{l_{1}, \ldots, l_{n}} \eta D_{m_{1}, \ldots, m_{n}} v \\
= & \eta D_{i_{1}, \ldots, i_{n}} \phi+(1-\eta) D_{i_{1}, \ldots, i_{n}} \phi+\eta D_{i_{1}, \ldots, i_{n}} v \\
& +\sum_{\substack{l_{1}+\ldots+l_{n}>0 \\
l_{s}+m_{s}=i_{s}}} D_{l_{1}, \ldots, l_{n}} \eta D_{m_{1}, \ldots, m_{n}} v,
\end{aligned}
$$

which means

$$
D^{k} u=\eta\left(D^{k} \phi+D^{k} v\right)+(1-\eta) D^{k} \phi+P_{k}
$$

where

$$
\left(P_{k}\right)_{i_{1}, \ldots, i_{n}}=\sum_{\substack{l_{s}+m_{s}=i_{s} \\ l_{1}+\cdots+l_{s}>0}} D_{l_{1}, \ldots, l_{s}} \eta D_{m_{1}, \ldots, m_{n}} v
$$

Therefore

$$
\operatorname{dist}\left(D^{k} u, \operatorname{co}(A, B)\right) \leq\left\|P_{k}\right\|_{\infty} \leq C(n, k) L \max \left\{\varepsilon^{-1}, \ldots, \varepsilon^{-k+1}\right\} \delta
$$

We choose

$$
\delta \leq(C(n, k))^{-1} \min \left\{\varepsilon^{2}, \ldots, \varepsilon^{k}\right\}
$$

and obtain inequality (3.4).
4. Let us see why Lemma 3.1 holds also when $v \neq e_{1}$. Let us define a matrix $R$ in the following way. We define $r_{i 1}=v^{i} \forall i=1, \ldots, n$. We can choose the other elements of $R$ in such a way that $R$ is an orthogonal matrix and $v=R e_{1}$, hence $A-B=\mu\left(R e_{1}\right)^{\otimes_{k}}$. If $\phi: \bar{\Omega} \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a $C^{k}$ function, we define $\bar{\phi}: R^{t} \Omega \rightarrow$ $\mathbb{R} \quad \widetilde{\phi}: y \rightarrow \phi(R y)$. If we compute the partial derivatives of order $k$ we have

$$
\frac{\partial^{k} \widetilde{\phi}}{\partial y_{j_{1}}, \ldots, \partial y_{j_{k}}}(y)=\sum_{i_{1}, \ldots, i_{k}=1}^{n} \frac{\partial^{k} \phi}{\partial x_{i_{1}}, \ldots, \partial x_{i_{k}}}(R y) r_{i_{1} j_{1}}, \ldots, r_{i_{k} j_{k}}
$$

But, since $D^{k} \phi(x)=\mu v^{\otimes_{k}}=\mu\left(R e_{1}\right)^{\otimes_{k}}$, we get

$$
\left(D^{k} \phi\right)_{i_{1}, \ldots, i_{k}}(x)=\mu r_{i_{1} 1}, \ldots, r_{i_{k} 1}
$$

Therefore

$$
\begin{aligned}
\frac{\partial^{k} \tilde{\phi}}{\partial y_{j_{1}}, \ldots, \partial y_{j_{k}}}(y) & =\sum_{i_{1}, \ldots, i_{k}=1}^{n} \mu r_{i_{1} 1}, \ldots, r_{i_{k} 1} r_{i_{1} j_{1}}, \ldots, r_{i_{k} j_{k}} \\
& =\sum_{i_{1}, \ldots, i_{k}=1}^{n} \mu\left(R^{t}\right)_{1 i_{1}}, \ldots,\left(R^{t}\right)_{1 i_{k}}(R)_{i_{1} j_{1}}, \ldots,(R)_{i_{k} j_{k}} \\
& =\mu \delta_{1 j_{1}}, \ldots, \delta_{1 j_{k}}=\mu\left(e_{1}^{\otimes k}\right)_{j_{1}, \ldots, j_{k}}
\end{aligned}
$$

which means

$$
D^{k} \widetilde{\phi}(y)=\mu\left(e_{1}\right)^{\otimes_{k}}
$$

So, applying the previous steps, we can find a function $\widetilde{\sim} \widetilde{\sim}$ and two open disjoint Lipschitz subsets $\widetilde{\Omega}_{\widetilde{A}}$ and $\widetilde{\Omega}_{\widetilde{B}}$ that solve the problem in $\widetilde{\Omega}$ for the datum $\widetilde{\phi}$ and the tensors $\widetilde{A}$ and $\widetilde{B}$ defined as follows:

$$
\begin{aligned}
(\widetilde{A})_{j_{1}, \ldots, j_{k}} & =\sum_{i_{1}, \ldots, i_{k}=1}^{n}(A)_{i_{1}, \ldots, i_{k}} r_{i_{1} j_{1}}, \ldots, r_{i_{k} j_{k}} \\
(\widetilde{B})_{j_{1}, \ldots, j_{k}} & =\sum_{i_{1}, \ldots, i_{k}=1}^{n}(B)_{i_{1}, \ldots, i_{k}} r_{i_{1} j_{1}}, \ldots, r_{i_{k} j_{k}}
\end{aligned}
$$

The function $u: \Omega \rightarrow \mathbb{R} u: x \rightarrow \widetilde{u}\left(R^{t} x\right)$ and the sets $\Omega_{A} \equiv R \widetilde{\Omega}_{\widetilde{A}}$ and $\Omega_{B} \equiv R \widetilde{\Omega}_{\widetilde{B}}$ will satisfy the thesis of the lemma.
4. A model case. Now we give a first existence result which holds when $F$ depends only on the highest-order derivatives and when the boundary datum $\phi$ is a polynomial.

THEOREM 4.1. Let $\Omega \subset \mathbb{R}^{n}$ be an open Lipschitz set. Let $F:\left(\left(\mathbb{R}^{n}\right)^{\otimes k}\right)_{s} \rightarrow \mathbb{R}$ be a quasi-convex function, coercive in a rank-1 direction $\Lambda$. Let $\phi: \bar{\Omega} \rightarrow \mathbb{R}$ be a polynomial of degree less than or equal to $k$ such that $F\left(D^{k} \phi(x)\right)=F\left(\xi_{0}\right) \leq 0$. Then there exists a function $u \in \phi+W_{0}^{k, \infty}(\Omega)$ such that $F\left(D^{k} u(x)\right)=0$, a.e. $x \in \Omega$.

Proof. We can assume that $\Omega$ is bounded and that $F\left(\xi_{0}\right)<0$, otherwise $u=\phi$ is a solution to our problem.

For $r>0$ we define

$$
K=\left\{\eta \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: \eta=\xi+t \Lambda, \quad \xi \in \overline{B\left(\xi_{0}, r\right)}, \quad t \in \mathbb{R}: m|t|-q \leq 0\right\}
$$

$K$ is a convex compact set and

$$
\left\{\eta \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: \eta=\xi+t \Lambda, \quad \xi \in \overline{B\left(\xi_{0}, r\right)}, \quad F(\eta) \leq 0\right\} \subset K
$$

Let

$$
\begin{aligned}
V=\left\{u \in \phi+W_{0}^{k, \infty}(\Omega):\right. & \exists \varepsilon_{l} \downarrow 0 \exists u_{l} \in P_{\varepsilon_{l}} \text { such that } \\
& \left\|u-u_{l}\right\|_{k-1, \infty, \Omega} \leq \varepsilon, \\
& D^{k} u_{l}(x) \in \operatorname{int} K, \text { a.e. } x \in \Omega, \\
& F\left(D^{k} u_{l}(x)\right)<0, \text { a.e. } x \in \Omega, \\
& \left.u_{l} \in u+W_{0}^{k, \infty}(\Omega)\right\} .
\end{aligned}
$$

Since $\phi$ is in $V, V$ is nonempty and $\left(V, C^{k-1}(\bar{\Omega})\right)$ is a complete metric space. But $K$ is bounded, hence $V$ is bounded in $W_{0}^{k, \infty}(\Omega)$ : Let $u \in V$ and let $u_{l}$ be a sequence approximating $u$; since $\left\|D^{k} u_{l}\right\|_{\infty} \leq C$ there exists a function $g \in L^{\infty}\left(\Omega,\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}\right)$ such that $D^{k} u_{l}$ converges (up to a subsequence) to $g$ in the weak*-topology of $L^{\infty}$. We want to prove that $g=D^{k} u_{l}$ a.e. Let $g_{s}$ be one of the components of $g$ ( $s$ is a multi-index). Let $s=\left(s_{1}, s^{\prime}\right), s_{1} \in \mathbb{N}$ and let $\psi \in C_{0}^{1}(\Omega)$. Then

$$
\begin{array}{r}
\int_{\Omega} \psi g_{s} d x=\lim _{l \rightarrow \infty} \int_{\Omega} \psi D_{s} u_{l} d x=\lim _{l \rightarrow \infty}-\int_{\Omega}\left\langle\frac{\partial \psi}{\partial x_{s_{1}}}, D_{s^{\prime}} u_{l}\right\rangle d x \\
-\int_{\Omega}\left\langle\frac{\partial \psi}{\partial x_{s_{1}}}, D_{s^{\prime}} u\right\rangle d x=\int_{\Omega} \psi D_{s} u d x
\end{array}
$$

which implies $g(x)=D^{k} u(x)$, a.e. $x \in \Omega$.
Therefore $u_{l}$ converges to $u$ in the weak*topology of $W_{0}^{k, \infty}(\Omega)$. Let $\eta \in C_{0}^{\infty}(\Omega)$ be a nonnegative function; by the quasi-convexity of $F$ (see Meyers [18], Fusco [13], and Guidorzi and Poggiolini [15]) we have

$$
0 \geq \liminf _{l \rightarrow \infty} \int_{\Omega} F\left(D^{k} u_{l}(x)\right) \eta(x) d x \geq \int_{\Omega} F\left(D^{k} u(x)\right) \eta(x) d x
$$

which implies

$$
F\left(D^{k} u(x)\right) \leq 0, \quad \text { a.e. } x \in \Omega
$$

and therefore

$$
V \subset\left\{u \in \phi+W_{0}^{k, \infty}(\Omega): F\left(D^{k} u(x)\right) \leq 0, \text { a.e. } x \in \Omega\right\}
$$

For each $m \in \mathbb{N}$ let us consider the set

$$
V^{m}=\left\{u \in V: \int_{\Omega} F\left(D^{k} u(x)\right) \geq \frac{-1}{m}\right\}
$$

$V^{m}$ is an open subset of $V$, indeed by quasi-convexity of $F, V \backslash V^{m}$ is closed (see again [18], [13], [15]).

We want to prove that $V^{m}$ is also a dense subset of $\left(V, C^{k-1}(\Omega)\right)$. Let $v \in V$; by definition there exist $\varepsilon>0$ and $v_{\varepsilon}$ such that

$$
\begin{aligned}
& v_{\varepsilon} \in P_{\varepsilon}(\Omega) \\
& D^{k} v_{\varepsilon}(x) \in \operatorname{int} K, \text { a.e. } x \in \Omega \\
& F\left(D^{k} v_{\varepsilon}(x)\right)<0, \text { a.e. } x \in \Omega \\
& v_{\varepsilon} \in \phi+W_{0}^{k, \infty}(\Omega) \\
& \left\|v_{\varepsilon}-v\right\|_{k-1, \infty, \Omega}<\frac{\varepsilon}{2}
\end{aligned}
$$

These mean that there exist $\Omega_{0}, \Omega_{j}, j \in \mathbb{N}$ open Lipschitz pairwise disjoint subsets of $\Omega$ such that

$$
\begin{aligned}
& \bigcup_{j \geq 0} \overline{\Omega_{j}}=\bar{\Omega}, \\
& \left|\Omega_{0}\right| \leq \varepsilon, \\
& D^{k} v_{\varepsilon}(x)=\xi_{j} \in \operatorname{int} K, \quad \text { a.e. } x \in \Omega, \\
& F\left(\xi_{j}\right)<0 \quad \forall j \in N .
\end{aligned}
$$

For each $j \in \mathbb{N}$ let us consider the application $\tau_{j}: t \in \mathbb{R} \rightarrow \xi_{j}+t \Lambda \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}$. Since $F\left(\xi_{j}+t \Lambda\right) \geq m|t|-q \quad \forall t \in \mathbb{R}$ and $F\left(\xi_{j}\right)<0$, there exist $t_{1}, t_{2}, t_{1}<0<t_{2}$, such that

$$
F\left(\tau_{j}\left(t_{1}\right)\right)=F\left(\tau_{j}\left(t_{2}\right)\right)=0
$$

and therefore, there exist $\tilde{t_{1}}, \tilde{t_{2}}, t_{1}<\tilde{t_{1}}<0<\tilde{t_{2}}<t_{2}$, such that

$$
\begin{array}{cl}
F\left(\tau_{j}\left(\widetilde{t_{1}}\right)\right)>-\varepsilon, & F\left(\tau_{j}\left(\widetilde{t_{2}}\right)\right)>-\varepsilon, \\
\tau_{j}\left(\widetilde{t_{1}}\right) \in \operatorname{int} K, & \tau_{j}\left(\widetilde{t_{2}}\right) \in \operatorname{int} K . \tag{4.2}
\end{array}
$$

Moreover, since $\tau_{j}\left(\widetilde{t_{2}}\right)-\tau_{j}\left(\widetilde{t_{1}}\right)=\left(\widetilde{t_{2}}-\widetilde{t_{1}}\right) \Lambda$ is a rank- 1 tensor, we can apply Lemma 3.1 in the open Lipschitz set $\Omega_{j}$ to the tensors $A_{j}=\tau_{j}\left(\widetilde{t_{1}}\right)$ and $B_{j}=\tau_{j}\left(\widetilde{t_{2}}\right)$ with the boundary value $v_{\varepsilon}$.

There exist $\Omega_{j}^{1}, \Omega_{j}^{2} \subset \Omega_{j}$, and a function $v_{e}^{j}$ such that

$$
\begin{aligned}
& \left|\Omega_{j} \backslash\left(\Omega_{j}^{1} \cup \Omega_{j}^{2}\right)\right|<\varepsilon 2^{-j}, \\
& v_{\varepsilon}^{j} \in v_{\varepsilon}+W_{0}^{k, \infty}\left(\Omega_{j}\right), \\
& D^{k} v_{\varepsilon}^{j}(x)=\xi_{j}+\widetilde{t_{1}} \Lambda, \text { a.e. } x \in \Omega_{j}^{1}, \\
& D^{k} v_{\varepsilon}^{j}(x)=\xi_{j}+\widetilde{t_{2}} \Lambda, \text { a.e. } x \in \Omega_{j}^{2} \\
& \left\|v_{\varepsilon}^{j}-v_{\varepsilon}\right\|_{k-1, \infty, \Omega_{j}}<\varepsilon 2^{-j}, \\
& D^{k}\left(v_{\varepsilon}^{j}(x)\right) \in \operatorname{int} K, \text { a.e. } x \in \Omega_{j}, \\
& F\left(D^{k}\left(v_{\varepsilon}^{j}(x)\right)\right)<0, \text { a.e. } x \in \Omega_{j} .
\end{aligned}
$$

If we define

$$
u_{\varepsilon}(x)=\left\{\begin{array}{ll}
v_{\varepsilon}(x), & x \in \Omega_{0}, \\
v_{\varepsilon}^{j}(x), & x \in \Omega_{j},
\end{array} \quad j \in \mathbb{N},\right.
$$

we have $u_{\varepsilon} \in P_{2 \varepsilon}(\Omega),\left\|u_{\varepsilon}-v_{\varepsilon}\right\|_{k-1, \infty, \Omega}<\varepsilon$; we need to show that $u_{\varepsilon} \in V^{m}$ :

$$
\begin{aligned}
\int_{\Omega} F\left(D^{k} u_{\varepsilon}(x)\right) d x & =\int_{\Omega_{0}} F\left(D^{k} v_{\varepsilon}(x)\right) d x \\
& +\sum_{j \in \mathbb{N}}\left[\int_{\Omega_{j}^{1} \cup \Omega_{j}^{2}} F\left(D^{k} v_{\varepsilon}^{j}(x)\right) d x+\int_{\Omega_{j} \backslash\left(\Omega_{j}^{1} \cup \Omega_{j}^{2}\right)} F\left(D^{k} v_{\varepsilon}^{j}(x)\right) d x\right] \\
& \geq-\left|\Omega_{0}\right| C-\sum_{j \in \mathbb{N}}\left[\varepsilon\left|\Omega_{j} \backslash\left(\Omega_{j}^{1} \cup \Omega_{j}^{2}\right)\right|-C \varepsilon 2^{-j}\right] \\
& \geq-\varepsilon[C+|\Omega|+C] \geq \frac{-1}{m}
\end{aligned}
$$

for $\varepsilon>0$ sufficiently small. To conclude our proof we only must apply Baire's lemma: the subsets $V^{m}$ are open and dense in the complete metric space $V$, therefore $\bigcap_{m \in \mathbb{N}} V^{m}$ is also dense in $V$. Let $u \in \bigcap_{m \in \mathbb{N}} V^{m}$ :

$$
\begin{align*}
& F\left(D^{k} u(x)\right) \leq 0, \text { a.e. } x \in \Omega \text { because } u \in V \\
& \int_{\Omega} F\left(D^{k} u(x)\right) d x \geq 0 \text { because } u \in \bigcap_{m \in \mathbb{N}} V^{m} \tag{4.3}
\end{align*}
$$

so it must be

$$
F\left(D^{k} u(x)\right)=0, \text { a.e. } x \in \Omega
$$

5. Equation with lower-order terms. In this section we prove our main theorem concerning the case of only one equation, i.e., Theorem 1.1.

LEMMA 5.1. Let $\Omega \subset \mathbb{R}^{n}$ be an open Lipschitz set. Let $F: \Omega \times \cdots \times\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s} \rightarrow \mathbb{R}$ be a continuous function, quasi-convex and coercive in a rank-1 direction $\Lambda$ with respect to the last variable. Let $\phi: \widetilde{\Omega} \rightarrow \mathbb{R}$ be a $C^{k}(\bar{\Omega})$ function such that $F\left(x, D^{[k-1]} \phi(x)\right.$, $\left.D^{k} \phi(x)\right)<0 \forall x \in \bar{\Omega}$.

Then there exists a function $u \in \phi+W_{0}^{k, \infty}(\Omega)$ such that

$$
\begin{equation*}
F\left(x, D^{[k-1]} u(x), D^{k} u(x)\right)=0, \text { a.e. } x \in \Omega \tag{5.1}
\end{equation*}
$$

Proof. As in the previous lemmas we can assume that $\Omega$ is bounded. Let us consider the function

$$
G(x, s, \xi) \equiv F\left(x, s+D^{[k-1]} \phi(x), D^{k} \phi(x)+\xi\right)
$$

$G$ is a continuous function, coercive in the rank-1 direction $\Lambda$ and quasi-convex with respect to the variable $\xi$, and

$$
G(x, 0,0)=F\left(x, D^{[k-1]} \phi(x), D^{k} \phi(x)\right)<0 \quad \forall x \in \bar{\Omega} .
$$

So our problem is equivalent to the following one: find

$$
\left\{\begin{array}{l}
w \in W_{0}^{k, \infty},  \tag{5.2}\\
G\left(x, D^{[k-1]} w(x), D^{k} w(x)\right)=0, \quad \text { a.e. } x \in \Omega
\end{array}\right.
$$

Let $r>0$. If $v \in W_{0}^{k, \infty}(\Omega)$ and $\left|D^{k} v(x)\right| \leq r$, a.e. $x \in \Omega$, we know that $\left\|D_{\bar{\Omega}}^{[k-1]} v\right\|_{\infty} \leq$ $L r, L=L(\operatorname{diam}(\Omega))$. We consider the coercivity condition (2.3) with $x \in \bar{\Omega},|s| \leq L r$, $|\xi| \leq r$ :

There exist $m, q \in \mathbb{R}, m>0$ such that $G(x, s, \xi+t \Lambda) \geq m|t|-q \forall t \in \mathbb{R}$. We define

$$
K=\left\{\eta \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: \eta=\xi+t \Lambda, \quad|\xi| \leq r, \quad t \in \mathbb{R}: m|t|-q \leq 0\right\}
$$

$K$ is a convex compact set and

$$
\left\{\eta \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: \eta=\xi+t \Lambda, \quad|\xi| \leq r, \quad G(x, s, \eta) \leq 0 \quad \forall x \in \bar{\Omega} \quad \forall s:|s| \leq L r\right\} \subset K
$$

Let

$$
\begin{aligned}
& W=\left\{u \in W_{0}^{k, \infty}(\Omega): \exists \varepsilon_{l} \downarrow 0 \exists u_{l} \in P_{\varepsilon_{l}}(\Omega)\right. \text { such that } \\
& \begin{cases}\left\|u-u_{l}\right\|_{k-1, \infty, \Omega} \leq \varepsilon_{l}, & \text { a.e. } x \in \Omega, \\
D^{k} u_{l}(x) \in \operatorname{int} K, & \forall x \in \Omega, \\
G\left(x, D^{[k-1]} u_{l}(x), D^{k} u_{l}(x)\right)<0 & \forall W_{0}^{k, \infty}(\Omega) .\end{cases}
\end{aligned}
$$

Since $\psi \equiv 0$ is in $W, W$ is nonempty and, as in Lemma 4.1, $\left(W, C^{k-1}(\bar{\Omega})\right)$ is a complete metric space. Moreover, since $G$ is quasi-convex we have

$$
W \subset\left\{u \in W_{0}^{k, \infty}(\Omega): G\left(x, D^{[k-1]} u(x), D^{k} u(x)\right) \leq 0, \text { a.e. } x \in \Omega\right\}
$$

see [18], [13], [15]. For each $m \in \mathbb{N}$ let us consider the set

$$
W^{m}=\left\{u \in W: \int_{\Omega} G\left(x, D^{[k-1]} u(x), D^{k} u(x)\right) \geq \frac{-1}{m}\right\}
$$

$W^{m}$ is an open subset of $W$; indeed, since $G$ is quasi-convex, $W \backslash W^{m}$ is closed.
We want to prove that $W^{m}$ is also a dense subset of $\left(W, C^{k-1}(\Omega)\right)$. Let $w \in W$; by definition there exist $\varepsilon>0$ and $w_{\varepsilon}$ such that

$$
\begin{aligned}
& w_{\varepsilon} \in P_{\varepsilon}(\Omega) \\
& D^{k} w_{\varepsilon}(x) \in \operatorname{int} K, \text { a.e. } x \in \Omega, \\
& G\left(x, D^{[k-1]} w_{\varepsilon}(x), D^{k} w_{\varepsilon}(x)\right)<0, \text { a.e. } x \in \Omega, \\
& w_{\varepsilon} \in \phi+W_{0}^{k, \infty}(\Omega) \\
& \left\|w_{\varepsilon}-w\right\|_{k-1, \infty, \Omega}<\frac{\varepsilon}{2} .
\end{aligned}
$$

By definition of $P_{\varepsilon}(\Omega)$, there exist $\Omega_{0}, \Omega_{j}, j \in \mathbb{N}$ open Lipschitz pairwise disjoint subsets of $\Omega$ such that

$$
\begin{aligned}
& \bigcup_{j \geq 0} \overline{\Omega_{j}}=\bar{\Omega}, \\
& \left|\Omega_{0}\right| \leq \varepsilon, \\
& D^{k} w_{\varepsilon}(x)=\xi_{j} \in \operatorname{int} K, \text { a.e. } x \in \Omega_{j} \quad \forall j \in \mathbb{N}, \\
& \xi_{j} \in \operatorname{int} K, \\
& G\left(x, D^{[k-1]} w_{\varepsilon}(x), \xi_{j}\right)<0 \quad \forall x \in \Omega_{j} \quad \forall j \in N .
\end{aligned}
$$

Since $G$ is continuous and $\overline{\Omega_{j}}$ is compact, there exists $\delta_{j}>0$ such that $\delta_{j} \leq \delta \forall j \in \mathbb{N}$ such that

$$
G\left(x, D^{[k-1]} w_{\varepsilon}(x), \xi_{j}\right)<-\delta_{j} \quad \forall x \in \overline{\Omega_{j}}
$$

The functions $D^{[k-1]} v(\bullet)$ are equicontinuous for $v \in W$; hence there exist $\Omega_{j h}, h=$ $1, \ldots, H_{j}$, open Lipschitz pairwise disjoint subsets such that $\bigcup_{h=1}^{H_{j}} \overline{\Omega_{j h}}=\overline{\Omega_{j}}$ and

$$
\begin{align*}
& \left|G\left(x_{1}, D^{[k-1]} v_{1}\left(x_{1}\right), \xi\right)-G\left(x_{2}, D^{[k-1]} v_{2}\left(x_{2}\right), \xi\right)\right|<-\delta_{j} \quad \forall x_{1}, x_{2} \in \Omega_{j h}  \tag{5.3}\\
& \forall v_{1}, v_{2} \in W^{k, \infty}\left(\Omega_{j h}\right), \quad v_{1}-v_{2} \in W_{0}^{k, \infty}\left(\Omega_{j h}\right) \\
& D^{k} v_{1}(x), D^{k} v_{2}(x) \in K \\
& \text { a.e. } x \in \Omega_{j h}, \quad \text { and } \quad \forall \xi \in K
\end{align*}
$$

For each $h=1, \ldots, H_{j}$ let us fix $x_{h} \in \Omega_{j h}$; we have

$$
\begin{equation*}
G\left(x_{h}, D^{[k-1]} w_{\varepsilon}\left(x_{h}\right), \xi_{j}\right)<-\delta_{j} \quad \forall h=1, \ldots, H_{j} \tag{5.4}
\end{equation*}
$$

We can therefore solve the following problem:

$$
\left\{\begin{array}{l}
G\left(x_{h}, D^{[k-1]} w_{\varepsilon}\left(x_{h}\right), D^{k} v(x)\right)=-\delta_{j}, \quad \text { a.e. } x \in \Omega_{j h}  \tag{5.5}\\
v \in w_{\varepsilon}+W_{0}^{k, \infty}\left(\Omega_{j h}\right)
\end{array}\right.
$$

By Lemma 4.1, in fact there exists a solution $v_{j h}$ to problem (5.5) and $v_{j h}$ has a sequence of approximating functions. More precisely, there exists $v_{j h l} \in P_{\varepsilon_{l}}\left(\Omega_{j h}\right)$ such that

$$
\begin{cases}\left\|v_{j h l}-v_{j h}\right\|_{k-1, \infty, \Omega} \leq \varepsilon_{l}, & \text { a.e. } x \in \Omega \\ D^{k} v_{j h l}(x) \in \operatorname{int} K, & \\ v_{j h l} \in v_{j h}+W_{0}^{k, \infty}\left(\Omega_{j h}\right)=w_{\varepsilon}+W_{0}^{k, \infty}\left(\Omega_{j h}\right), & \\ G\left(x_{h}, D^{[k-1]} w_{\varepsilon}\left(x_{h}\right), D^{k} v_{j h l}(x)\right)<-\delta_{j}, & \text { a.e. } x \in \Omega_{j h}\end{cases}
$$

By (5.3) we get

$$
\begin{equation*}
G\left(x, D^{[k-1]} w_{j h l}(x), D^{k} v_{j h l}(x)\right)<-0, \text { a.e. } x \in \Omega_{j h} \tag{5.6}
\end{equation*}
$$

We can now define the function $v \in W^{m}$ approximating $w$ :

$$
v(x)= \begin{cases}w_{\varepsilon}(x), & x \in \overline{\Omega_{0}},  \tag{5.7}\\ v_{j h}(x), & x \in \Omega_{j h}, \quad h=1, \ldots, H_{j}, \quad j \in \mathbb{N} .\end{cases}
$$

So, by construction, $v \in w+W_{0}^{k, \infty}(\Omega)=W_{0}^{k, \infty}(\Omega)$.
Let us compute $\int_{\Omega} G\left(x, D^{[k-1]} v(x), D^{k} v(x)\right) d x$ :
$\int_{\Omega} G\left(x, D^{[k-1]} v(x), D^{k} v(x)\right) d x$
$=\int_{\Omega_{0}} G\left(x, D^{[k-1]} w_{\varepsilon}(x), D^{k} w_{\varepsilon}(x)\right) d x+\sum_{j \in \mathbb{N}} \sum_{h=1}^{H_{j}} \int_{\Omega_{j h}} G\left(x, D^{[k-1]} v_{j h}(x), D^{k} v_{j h}(x)\right) d x$
$=\int_{\Omega_{0}} G\left(x, D^{[k-1]} w_{\varepsilon}(x), D^{k} w_{\varepsilon}(x)\right) d x+\sum_{j \in \mathbb{N}} \sum_{h=1}^{H_{j}} \int_{\Omega_{j h}} G\left(x, D^{[k-1]} w_{\varepsilon}(x), D^{k} v_{j h}(x)\right) d x$
$+\sum_{j \in \mathbb{N}} \sum_{h=1}^{H_{j}} \int_{\Omega_{j h}}\left[G\left(x, D^{[k-1]} v_{j h}(x), D^{k} v_{j h}(x)\right)-G\left(x, D^{[k-1]} w_{\varepsilon}(x), D^{k} v_{j h}(x)\right)\right] d x$.

We have $\int_{\Omega_{0}} G\left(x, D^{[k-1]} w_{\varepsilon}(x), D^{k} w_{\varepsilon}(x)\right) d x \geq-C\left|\Omega_{0}\right|$ because $D^{k} w_{\varepsilon}(x)$ is in the compact set $K$ a.e. $x \in \Omega_{0}$ and $G$ is continuous;

$$
\begin{aligned}
& \sum_{j \in \mathbb{N}} \sum_{h=1}^{H_{j}} \int_{\Omega_{j h}}\left[G\left(x, D^{[k-1]} v_{j h}(x), D^{k} v_{j h}(x)\right)-G\left(x, D^{[k-1]} w_{\varepsilon}(x), D^{k} v_{j h}(x)\right)\right] d x \\
& \quad \geq \sum_{j \in \mathbb{N}}-\delta_{j}\left|\Omega_{j}\right| \geq-\delta|\Omega| \text { by }(5.3) \\
& \sum_{j \in \mathbb{N}} \sum_{h=1}^{H_{j}} \int_{\Omega_{j h}} G\left(x, D^{[k-1]} w_{\varepsilon}(x), D^{k} v_{j h}(x)\right) d x=-\delta_{j} \text { by construction. }
\end{aligned}
$$

Therefore

$$
\int_{\Omega} G\left(x, D^{[k-1]} v(x), D^{k} v(x)\right) d x \geq-C \varepsilon-2|\Omega| \delta \geq \frac{-1}{m}
$$

if $\varepsilon$ and $\delta$ are small enough. The thesis follows from Baire's lemma.
We now shall prove our main theorem.
ThEOREM 5.2 (Theorem 1.1). Let $\Omega \subset \mathbb{R}^{n}$ be an open Lipschitz set. Let $F: \Omega \times$ $\cdots \times\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s} \rightarrow \mathbb{R}$ be a continuous function, quasi-convex and coercive in a rank-1 direction $\Lambda$ with respect to the last variable. Let $\phi: \bar{\Omega} \rightarrow \mathbb{R}$ be a $C^{k}(\bar{\Omega})$ function such that $F\left(x, D^{[k-1]} \phi(x), D^{k} \phi(x)\right) \leq 0 \quad \forall x \in \bar{\Omega}$.

Then there exists a function $u \in \phi+W_{0}^{k, \infty}(\Omega)$ such that

$$
\begin{equation*}
F\left(x, D^{[k-1]} u(x), D^{k} u(x)\right)=0, \quad \text { a.e. } x \in \Omega \tag{5.8}
\end{equation*}
$$

Proof. As in the previous lemmas we can assume that $\Omega$ is bounded. Let us define

$$
\Omega_{0} \equiv\left\{x \in \Omega: F\left(x, D^{[k-1]} \phi(x), D^{k} \phi(x)\right)=0\right\} .
$$

Since $D^{k} \phi$ and $F$ are continuous, $\Omega_{0}$ is closed, hence $\Omega \backslash \Omega_{0}$ is open. It might not be a Lipschitz set, but $\Omega \supset \Omega_{0}$, hence $D^{k} \phi(x)$ is defined on $\partial \Omega_{0}$ and we can consider the following problem:

$$
\left\{\begin{array}{l}
F\left(x, D^{[k-1]} u(x), D^{k} u(x)\right)=0, \quad \text { a.e. } x \in \Omega \backslash \Omega_{0}  \tag{5.9}\\
u \in \phi+W_{0}^{k, \infty}\left(\Omega_{0}\right)
\end{array}\right.
$$

The boundary datum $\phi$ doesn't satisfy the compatibility condition

$$
F\left(x, D^{[k-1]} \phi(x), D^{k} \phi(x)\right)<0 \quad \forall x \in \overline{\Omega \backslash \Omega_{0}}
$$

Nevertheless we can solve (5.9): For $t>0$ let us consider the set

$$
\Omega^{t} \equiv\left\{x \in \Omega \backslash \Omega_{0}: F\left(x, D^{[k-1]} \phi(x), D^{k} \phi(x)\right)=t\right\}
$$

We want to prove that the set

$$
\left\{t<0:\left|\Omega^{t}\right|=0\right\}
$$

is dense in $(-\infty, 0)$. Let

$$
T_{l} \equiv\left\{t<0: \frac{\left|\Omega \backslash \Omega_{0}\right|}{l+1}<\left|\Omega^{t}\right|<\frac{\left|\Omega \backslash \Omega_{0}\right|}{l}\right\}
$$

We have

$$
\Omega \backslash \Omega_{0}=\bigcup_{t<0} \Omega^{t} \supset \bigcup_{t \in T_{l}} \Omega^{t}
$$

which implies

$$
+\infty>\left|\Omega \backslash \Omega_{0}\right|>\sum_{t \in T_{l}}\left|\Omega^{t}\right|>\frac{\Omega \backslash \Omega_{0}}{l+1} \#\left(T_{l}\right) .
$$

Hence $T_{l}$ must be a finite set and $\bigcup_{l \in \mathbb{N}} T_{l}$ is countable, therefore its complementary set $\left\{t<0:\left|\Omega^{t}\right|=0\right\}$ is dense in $(-\infty, 0)$. In particular there exists a sequence $t_{l} \uparrow 0$ such that $\left|\Omega^{t_{l}}\right|=0$. Let us define

$$
\begin{equation*}
\Omega_{l} \equiv\left\{x \in \Omega \backslash \Omega_{0}: t_{l}<F\left(x, D^{[k-1]} \phi(x), D^{k} \phi(x)\right)<t_{l+1}\right\} . \tag{5.10}
\end{equation*}
$$

We can find a solution $u_{l}$ to the problem

$$
\left\{\begin{array}{l}
F\left(x, D^{[k-1]} u(x), D^{k} u(x)\right)=0, \quad \text { a.e. } x \in \Omega_{l},  \tag{5.11}\\
u \in \phi+W_{0}^{k, \infty}\left(\Omega_{l}\right) .
\end{array}\right.
$$

Let us define

$$
u(x)= \begin{cases}\phi(x), & x \in \Omega_{0}  \tag{5.12}\\ u_{l}(x), & x \in \Omega_{l}\end{cases}
$$

Then $u$ is a solution to our problem.
6. Systems of partial differential equations. We begin this section with a structure lemma whose proof can be found in [9].

Proposition 6.1. Let $E \subset\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}$. Let us define

$$
R \operatorname{coE}=E
$$

and, by induction,

$$
\begin{aligned}
R_{i+1} c o E= & \left\{\xi \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: \xi=t A+(1-t) B, \quad t \in[0,1],\right. \\
& \left.A, B \in \mathbb{R}_{i} c o E \quad \operatorname{rank}\{A-B\}=1\right\} .
\end{aligned}
$$

Then

$$
\begin{equation*}
R c o E=\bigcup_{i \in N} R_{i} c o E \tag{6.1}
\end{equation*}
$$

The next lemma is an extension of Lemma 3.1.
Lemma 6.2. Let $E \subset\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}$ be a bounded set. Let $\Omega \subset \mathbb{R}^{n}$ be an open Lipschitz set. Let $\xi \in$ RcoE. Let $\phi: \bar{\Omega} \rightarrow \mathbb{R}$ be such that $D^{k} \phi(x) \equiv \xi$ for every $x \in \Omega$. Then for any $\varepsilon>0$ there exist a function $u \in \phi+W_{0}^{k, \infty}(\Omega)$ and an open Lipschitz set $\widetilde{\Omega} \subset \Omega$ such that

$$
\begin{align*}
& u \in P_{\varepsilon}(\Omega),  \tag{6.2}\\
& \|u-\phi\|_{k-1, \infty, \Omega}<\varepsilon,  \tag{6.3}\\
& |\Omega \backslash \widetilde{\Omega}|<\varepsilon,  \tag{6.4}\\
& D^{k} u(x) \in E, \quad \text { a.e. } x \in \widetilde{\Omega},  \tag{6.5}\\
& \operatorname{dist}\left(D^{k} u(x), R \operatorname{co} E\right) \leq \varepsilon, \quad \text { a.e. } x \in \Omega . \tag{6.6}
\end{align*}
$$

Proof. The proof consists of an iteration of Lemma 3.1. Let $\xi \in \operatorname{Rco} E=$ $\bigcup_{i \in \mathbb{N}} \mathrm{R}_{i} \operatorname{co} E$; then there exists $i \in \mathbb{N}$ such that $\xi \in \mathrm{R}_{i} \operatorname{co} E$. If $i=0$, there is nothing to prove; we only need to take $u=\phi$. If $i=1$, then $\xi=t A+(1-t) B$ where $A, B \in E$, $\operatorname{rank}\{A-B\}=1$, and $t \in[0,1]$, so we only need to apply Lemma 3.1.

We shall prove Lemma 6.2 by induction on $i$. Let us assume $\xi \in \mathrm{R}_{i+1} \operatorname{co} E$; then $\xi=t A+(1-t) B$ where $A, B \in \mathrm{R}_{i} \operatorname{co} E, \operatorname{rank}\{A-B\}=1$, and $t \in[0,1]$. We apply Lemma 3.1 to $A$ and $B$ : there exist $v \in P_{\varepsilon}(\Omega), \Omega_{A}, \Omega_{B} \subset \Omega$ open Lipschitz subsets such that

$$
\begin{aligned}
& v \in \phi+W_{0}^{k, \infty}(\Omega), \\
& D^{k} v(x)=\left\{\begin{array}{l}
A x \in \Omega_{A}, \\
B x \in \Omega_{B}
\end{array}\right. \\
& \operatorname{dist}\left(D^{k} v(x), \operatorname{Rco} E\right)<\operatorname{dist}\left(D^{k} v(x), \mathrm{R}_{i} \operatorname{co} E\right)<\varepsilon, \quad \text { a.e. } x \in \Omega, \\
& \|v-\phi\|_{k-1, \infty, \Omega}<\frac{\varepsilon}{2}
\end{aligned}
$$

Since $A, B \in \operatorname{Rco} E$, and $\Omega_{A}, \Omega_{B}$ are open Lipschitz sets where $v$ is a polynomial whose degree is less or equal than $k$ we have

$$
\begin{aligned}
& \exists \widetilde{\Omega_{A}} \subset \Omega_{A}, \quad \exists v_{A} \in P_{\varepsilon}\left(\Omega_{A}\right) \text { such that } \\
& v_{A} \in v+W_{0}^{k, \infty}\left(\Omega_{A}\right), \widetilde{\Omega_{A}}, \\
& D^{k} v_{A} \in E, \text { a.e. } x \in \widetilde{\Omega_{A}}, \\
& \operatorname{dist}\left(D^{k} v_{A}(x), \operatorname{Rco} E\right)<\varepsilon, \text { a.e. } x \in \Omega_{A}, \\
& \left\|v-v_{A}\right\|_{k-1, \infty, \Omega_{A}}<\frac{\varepsilon}{2}, \\
& \exists \widetilde{\Omega_{B}} \subset \Omega_{B}, \quad \exists v_{B} \in P_{\varepsilon}\left(\Omega_{B}\right) \text { such that } \\
& v_{B} \in v+W_{0}^{k, \infty}\left(\Omega_{B}\right) \\
& D^{k} v_{B} \in E, \text { a.e. } x \in \widetilde{\Omega_{B}}, \\
& \operatorname{dist}\left(D^{k} v_{B}(x), \operatorname{Rco} E\right)<\varepsilon, \text { a.e. } x \in \Omega_{B}, \\
& \left\|v-v_{B}\right\|_{k-1, \infty, \Omega_{B}}<\frac{\varepsilon}{2},
\end{aligned}
$$

so we just need to set

$$
\begin{gathered}
\widetilde{\Omega}=\widetilde{\Omega_{A}} \cup \widetilde{\Omega_{B}} ; \\
u(x)= \begin{cases}v(x), & x \in \Omega \backslash\left(\Omega_{A} \cup \Omega_{B}\right), \\
v_{A}(x), & x \in \Omega_{A}, \\
v_{B}(x), & x \in \Omega_{B} .\end{cases}
\end{gathered}
$$

We omit the proofs of the following lemma and theorem which can be found in Dacorogna and Marcellini [10] for the case $k=2$.

Lemma 6.3. Let $\Omega \subset \mathbb{R}$ be an open Lipschitz set. Let $F_{i}^{\delta}:\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s} \rightarrow \mathbb{R}$, $i=1, \ldots, N$ be quasi-convex functions, continuous with respect to the parameter $\delta \in$ $\left[0, \delta_{0}\right), \delta_{0}>0$ such that

$$
\begin{aligned}
& \operatorname{Rco}\left\{\xi \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: F_{i}^{\delta}(\xi)=0 \quad \forall i=1, \ldots, N\right\} \\
& =\left\{\xi \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: F_{i}^{\delta}(\xi) \leq 0 \quad \forall i=1, \ldots, N\right\} \quad \text { bounded set of }\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}, \\
& \left\{\xi \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: F_{i}^{\delta}(\xi)=0 \quad \forall i=1, \ldots, N\right\} \\
& \quad \subset\left\{\xi \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: F_{i}^{0}(\xi)<0 \quad \forall i=1, \ldots, N\right\} \quad \forall \delta \in\left(0, \delta_{0}\right) .
\end{aligned}
$$

Let $\phi: \bar{\Omega} \rightarrow \mathbb{R}$ be a polynomial of degree less than or equal to $k$ such that

$$
\begin{equation*}
F_{i}^{0}\left(D^{k} \phi(x)\right) \equiv F_{i}^{0}\left(\xi_{0}\right)<0 \quad \forall i=1, \ldots, N \tag{6.9}
\end{equation*}
$$

Then there exists $u \in \phi+W_{0}^{k, \infty}(\Omega)$ such that $F_{i}^{0}\left(D^{k} u(x)\right)=0$ a.e. $x \in \Omega \forall i=$ $1, \ldots, N$.

THEOREM 6.4. Let $\Omega \subset \mathbb{R}$ be an open Lipschitz set. Let $F_{i}^{\delta}: \bar{\Omega} \times \cdots \times\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s} \rightarrow$ $\mathbb{R}, i=1, \ldots, N$ be continuous functions, quasi-convex functions with respect to the last variable, continuous with respect to the parameter $\delta \in\left[0, \delta_{0}\right), \delta_{0}>0$. Moreover, let us assume that for every $(x, s) \in \bar{\Omega} \times \mathbb{R} \times \cdots \times\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k-1}}\right)_{s}$,
$R c o\left\{\xi \in\left(\left(\mathbb{R}^{n}\right)^{\otimes k}\right)_{s}: F_{i}^{\delta}(x, s, \xi)=0 \quad \forall i=1, \ldots, N\right\}$

$$
\begin{align*}
& \left\{\xi \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: F_{i}^{\delta}(x, s, \xi)=0 \quad \forall i=1, \ldots, N\right\}  \tag{6.10}\\
& \subset\left\{\xi \in\left(\left(\mathbb{R}^{n}\right)^{\otimes_{k}}\right)_{s}: F_{i}^{0}(x, s, \xi)<0 \quad \forall i=1, \ldots, N\right\} \quad \forall \delta \in\left(0, \delta_{0}\right) \tag{6.11}
\end{align*}
$$

Let $\phi: \bar{\Omega} \rightarrow \mathbb{R}$ be a (piecewise $C^{k}(\bar{\Omega})$ ) function such that

$$
\begin{equation*}
F_{i}^{0}\left(x, D^{[k-1]} \phi(x), D^{k} \phi(x)\right)<0 \quad \forall i=1, \ldots, N \tag{6.12}
\end{equation*}
$$

Then there exists $u \in \phi+W_{0}^{k, \infty}(\Omega)$ such that $F_{i}^{0}\left(x, D^{[k-1]} u(x), D^{k} u(x)\right)=0$ a.e. $x \in \Omega \forall i=1, \ldots, N$.
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# SPATIAL DECAY SOLUTIONS OF THE BOLTZMANN EQUATION: CONVERSE PROPERTIES OF LONG TIME LIMITING BEHAVIOR* 
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#### Abstract

We prove some converse properties of long time limiting behavior (along the particle paths) of a class of spatial decay solutions of the Boltzmann equation. It is shown that different initial data $f_{0}$ determine different long time limit functions $f_{\infty}(x, v)=\lim _{t \rightarrow \infty} f(x+t v, v, t)$, and for any given function $F(x, v)$ which belongs to a function set, there exists a solution $f$ such that $f_{\infty}=F$. Existence of such spatial decay solutions are proven for the inverse power potentials with weak angular cut-off condition and for the initial data $f_{0}$ satisfying $f_{0}(x, v) \leq C\left(1+|x|^{2}+|v|^{2}\right)^{-k}$, or $f_{0}(x, v) \leq C\left(1+|x-v|^{2}\right)^{-k}$, etc. For the soft potentials, the solutions may have "locally infinite particles," i.e., $\int_{\mathbf{R}^{3}} f(x, v, t) d v \equiv \infty$.
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1. Introduction. In this paper we study long time limiting behavior of spatial decay solutions of the Cauchy problem for the Boltzmann equation

$$
\begin{gather*}
\frac{\partial}{\partial t} f+v \cdot \nabla_{x} f=Q(f, f) \quad \text { in } \quad \mathbf{R}^{3} \times \mathbf{R}^{3} \times(0, \infty),  \tag{B}\\
\left.f\right|_{t=0}=f_{0} \quad \text { on } \quad \mathbf{R}^{3} \times \mathbf{R}^{3}
\end{gather*}
$$

which describes the time evolution of the particle number density $f=f(x, v, t)$ (at time $t \in[0, \infty)$, position $x \in \mathbf{R}^{3}$, and velocity $v \in \mathbf{R}^{3}$ ) of a simple monoatomic gas of identical particles. $v \cdot \nabla_{x}$ denotes differentiation with respect to $x$ in the direction of $v$, and $Q(f, f)$ is the so-called collision integral, which describes the rate of change of $f$ due to a binary collision. Let us first recall some basic facts about (B), which are also used later. Under some assumption of angular cut-off, the collision operator $Q$ can be written as the difference of two positive bilinear forms (i.e., the gain term and the loss term):

$$
\begin{equation*}
Q(f, g)(v)=Q^{+}(f, g)(v)-Q^{-}(f, g)(v) \tag{1.1}
\end{equation*}
$$

where

$$
\begin{gather*}
Q^{+}(f, g)(v)=\iint_{\mathbf{R}^{3} \times \mathbf{S}^{2}} B\left(v-v_{*}, \omega\right) f\left(v^{\prime}\right) g\left(v_{*}^{\prime}\right) d \omega d v,  \tag{1.2}\\
Q^{-}(f, g)(v)=f(v) L(g)(v),  \tag{1.3}\\
L(g)(v)=\int_{\mathbf{R}^{3}} A\left(v-v_{*}\right) g\left(v_{*}\right) d v_{*}, \quad A(z)=\int_{\mathbf{S}^{2}} B(z, \omega) d \omega .
\end{gather*}
$$

[^59]Of course in (B), $Q(f, f)(x, v, t)$ means $Q(f(x, \cdot, t), f(x, \cdot, t))(v)$. In (1.2) and (1.3), $v, v_{*}$ are the velocities of two particles before they collide, and $v^{\prime}, v_{*}^{\prime}$ are their velocities after the collision. According to the conservation laws of momentum and kinetic energy, $v^{\prime}, v_{*}^{\prime}$ and $v, v_{*}$ have the relations

$$
\begin{equation*}
v^{\prime}+v_{*}^{\prime}=v+v_{*}, \quad\left|v^{\prime}\right|^{2}+\left|v_{*}^{\prime}\right|^{2}=|v|^{2}+\left|v_{*}\right|^{2} \tag{1.4}
\end{equation*}
$$

which are equivalent to the explicit representation:

$$
\begin{equation*}
v^{\prime}=v-\left\langle v-v_{*}, \omega\right\rangle \omega, \quad v_{*}^{\prime}=v_{*}+\left\langle v-v_{*}, \omega\right\rangle \omega, \omega \in \mathbf{S}^{2} \tag{1.5}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the inner product in $\mathbf{R}^{3},|x|^{2}=\langle x, x\rangle$, and $\mathbf{S}^{2}=\left\{\omega \in \mathbf{R}^{3}| | \omega \mid=1\right\}$. The collision kernel $B(z, \omega)$ is a nonnegative Borel function of $|z|$ and $|\langle z, \omega\rangle|$ only. For the interaction potentials of inverse power laws, $B(z, \omega)$ takes the form (see, for instance, $[\mathrm{Ce}],[\mathrm{T}, \mathrm{M}]$ )

$$
\begin{equation*}
B(z, \omega)=b(\theta)|z|^{\gamma}, \quad \theta=\arccos \left(|z|^{-1}|\langle z, \omega\rangle|\right), \quad-3<\gamma \leq 1 \tag{1.6}
\end{equation*}
$$

where the nonnegative function $b(\theta)$ is at least assumed to satisfy the weak angular cut-off assumption (for defining (1.1)):

$$
\begin{equation*}
B_{0}:=\int_{0}^{\pi / 2} b(\theta) \sin (\theta) d \theta<\infty \tag{1.7}
\end{equation*}
$$

thus $A(z)=4 \pi B_{0}|z|^{\gamma}$ is in $L_{l o c}^{1}\left(\mathbf{R}^{3}\right)$. The exponent $\gamma$ is related to the models of potentials of intermolecular forces, namely, the soft potentials $(-3<\gamma<0)$, the Maxwell molecular model $(\gamma=0)$, the hard potentials $(0<\gamma<1)$, and the hard sphere model $(\gamma=1, b(\theta)=$ const. $\cos (\theta))$. All these potentials are simultaneously contained in a general form:

$$
\begin{equation*}
B(z, \omega) \leq b(\theta)\left(|z|^{\gamma_{1}}+|z|^{\gamma_{2}}\right), \quad-3<\gamma_{1} \leq 0 \leq \gamma_{2} \leq 1 \tag{1.8}
\end{equation*}
$$

which includes the Grad cut-off condition [Gr]:

$$
\begin{equation*}
B(z, \omega) \leq \text { const. } \cos (\theta)\left(|z|^{-\delta}+|z|^{1-\delta}\right), \quad 0 \leq \delta<1 \tag{1.9}
\end{equation*}
$$

Due to the mathematical difficulties in dealing with (B), one usually considers, after integration along the particle paths, the mild form:

$$
\begin{equation*}
f^{\sharp}(x, v, t)=f_{0}(x, v)+\int_{0}^{t} Q(f, f)^{\sharp}(x, v, s) d s, \quad t \in[0, \infty), \tag{1.10}
\end{equation*}
$$

where

$$
f^{\sharp}(x, v, t)=f(x+t v, v, t), \quad Q(f, f)^{\sharp}(x, v, t)=Q(f, f)(x+t v, v, t), \quad \text { etc. }
$$

A measurable function $f$ is called a (global) mild solution of $(\mathrm{B})$ if it is nonnegative on $[0, \infty) \times \mathbf{R}^{3} \times \mathbf{R}^{3}$ and satisfies for almost everywhere (a.e.) $(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}$; $Q^{+}(f, f)^{\sharp}(x, v, t)$ and $Q^{-}(f, f)^{\sharp}(x, v, t)$ are both in $L_{l o c}[0, \infty)$ and (1.10) (with $\left.f\right|_{t=0}=f_{0}$ ) holds $\forall t \in[0, \infty)$. If $f$ is a mild solution of $(\mathrm{B})$ and satisfies that $L(f)^{\sharp}(x, v, t) \in L_{l o c}^{1}[0, \infty)$ for $(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}$ a.e., then (1.10) can also be written as the following exponential multiplier form:

$$
\begin{equation*}
f^{\sharp}(x, v, t)=f_{0}(x, v) e^{-\int_{0}^{t} L(f)^{\sharp}(x, v, s) d s}+\int_{0}^{t} Q^{+}(f, f)^{\sharp}(x, v, s) e^{-\int_{s}^{t} L(f)^{\sharp}(x, v, \tau) d \tau} d s . \tag{1.11}
\end{equation*}
$$

Equilibrium (mild) solutions of (B) are called local Maxwellians which have the form

$$
\begin{equation*}
M(x, v, t)=a(x, t) \exp \left\{-|v-u(x, t)|^{2} / c(x, t)\right\}, \quad a(x, t) \geq 0, c(x, t)>0 . \tag{1.12}
\end{equation*}
$$

As is well known, many results on the global existence of strong (classical), mild, and renormalized solutions of (B) have been obtained, respectively, for certain classes of initial data $[\mathrm{I}, \mathrm{S}],[\mathrm{H}],[\mathrm{B}, \mathrm{T}],[\mathrm{T} 1],[\mathrm{Po}],[\mathrm{B}, \mathrm{P}, \mathrm{T}]$ and for generally large $L^{1}$ initial data [D,L 1], [L1], [L2], [L3], [M,P]. In the kinetic theory of gases, after the existence of global solutions of (B) are proven, a further problem is about their long time behavior, including those along the particle paths. In the case of periodic box, i.e., the solutions $f(x, v, t)$ are periodic in each $x_{i}$ with period $T_{i} \in(0, \infty), 1 \leq i \leq 3$, which includes the spatially homogeneous solutions, it has been proved that $[\mathrm{A}, \mathrm{E}, \mathrm{P}]$, [W] for certain classes of such solutions $f, f(x, v, t)$ always converge in $L^{1}\left(\mathbf{T}^{3} \times \mathbf{R}^{3}\right)$ ( $\mathbf{T}^{3}=\Pi_{i=1}^{3}\left[0, T_{i}\right]$ ), as $t \rightarrow \infty$, to global Maxwellians $M(v)=a \exp \left\{-|v-u|^{2} / c\right\}$ (i.e., the coefficients in (1.12) are constants) and therefore, due to the spatial periodicity, this implies that

$$
\lim _{t \rightarrow \infty} f^{\sharp}(x, v, t)=M(v) \quad \text { in } \quad L^{1}\left(\mathbf{T}^{3} \times \mathbf{R}^{3}\right),
$$

where the constant coefficients $a, u, c$ depend only on the initial moments $\iint_{\mathbf{T}^{3} \times} \times \mathbf{R}^{3} f_{0}$ $(x, v)\left(1, v,|v|^{2}\right) d x d v$. Even for generally large $L^{1}$ initial data, a similar result (except for the uniqueness of $M(v)$ ) has also been obtained in [L1].

In nonperiodic cases, the conclusion on these long time behaviors may be quite different. First of all, for a class of spatial decay solutions and for generally large $L^{1}$ solutions, we must have $\lim _{t \rightarrow \infty} f(x, v, t)=0$ in pointwise (see, for instance, [B,P,T]) and, respectively, in $L^{1}\left(\Omega \times \mathbf{R}^{3}\right)$-norm for all bounded domain $\Omega \subset \mathbf{R}^{3}$ [D,L 1]. Some quantitative estimates in $L^{1}$-norm on the time decay of large $L^{1}$ (or renormalized) solutions have been also established in [Pe]. On the other hand, under the Gard cut-off condition (1.9), Toscani [T1], [T2] proved that for any $p>$ $1 / 2, k>3 / 2$, there exists a constant $C>0$ such that if the initial datum satisfies $f_{0}(x, v) \leq C\left(1+|x|^{2}\right)^{-p}\left(1+|v|^{2}\right)^{-k}$ then the corresponding mild solution satisfying $f(x, v, t) \leq 2 C\left(1+|x-t v|^{2}\right)^{-p}\left(1+|v|^{2}\right)^{-k}$ exists and satisfies for some function $f_{\infty} \geq 0$

$$
\lim _{t \rightarrow \infty} \sup _{(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}}\left|f^{\sharp}(x, v, t)-f_{\infty}(x, v)\right|=0
$$

or equivalently, $\lim _{t \rightarrow \infty} \sup _{(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}}\left|f(x, v, t)-f_{\infty}(x-t v, v)\right|=0 \quad$ (see also Polewczak [Po] for more strong convergence of classical solutions). Moreover, if for some constant $\varepsilon>0$

$$
f_{0}(x, v) \geq \varepsilon\left(1+|x|^{2}\right)^{-p}\left(1+|v|^{2}\right)^{-k} \quad \text { on } \quad \mathbf{R}^{3} \times \mathbf{R}^{3}
$$

then there exists a constant $\varepsilon^{\prime}>0$ such that (thanks to the exponential multiplier form (1.11))

$$
f_{\infty}(x, v) \geq \varepsilon^{\prime}\left(1+|x|^{2}\right)^{-p}\left(1+|v|^{2}\right)^{-k} \quad \text { on } \quad \mathbf{R}^{3} \times \mathbf{R}^{3} .
$$

This implies that $f_{\infty}(x-t v, v)$ cannot be any local Maxwellian because it does not decay exponentially at infinity in the velocity variable. As a consequence (for $p>$ $5 / 2, k>7 / 2)$, if $T_{M}$ is the traveling Maxwellian

$$
T_{M}(x, v)=c_{1} \exp \left(-c_{2}\left|x-\bar{x}_{0}\right|^{2}-c_{3}\left|v-\bar{v}_{0}\right|^{2}\right), c_{i}>0,
$$

determined by the moments of the initial datum $f_{0}$

$$
\begin{equation*}
\iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}} T_{M}(x, v) \varphi d x d v=\iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}} f_{0}(x, v) \varphi d x d v, \quad \varphi=1, x, v,|x|^{2},|v|^{2}, \tag{1.13}
\end{equation*}
$$

then $\inf _{t \geq 0} H(f)(t)>H\left(T_{M}\right)$, where $H$ is the Boltzmann $H$-functional:

$$
H(f)(t)=\iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}} f(x, v, t) \log f(x, v, t) d x d v \quad\left(=H\left(f^{\sharp}\right)(t)\right) .
$$

Continuing this investigation, it is natural to ask which kind of initial data $f_{0}$ can imply that the long time limits $f_{\infty}(x, v)=\lim _{t \rightarrow \infty} f^{\sharp}(x, v, t)$ of the corresponding solutions satisfy that the functions $f_{\infty}(x-t v, v)$ are local Maxwellians? Or on the analogy of the gross determinism for long time limits in the case of periodic box, which kind of different solutions can have the same long time limit $f_{\infty}$ ? In this paper, our main results on these questions can be roughly stated as follows: For the collision model (1.8) $\left(-2<\gamma_{1} \leq 0 \leq \gamma_{2} \leq 1\right)$ with the weak angular cut-off condition (1.7), and for continuous mild solutions $f, g, \ldots$ (their initial data may be different) which have upper-bounds $C \Phi$ on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$ where $\Phi$ is one of the following three types of functions:

$$
\begin{equation*}
\Phi(x, v, t)=\left(1+\left|\frac{x-t v-x_{0}}{a}\right|^{2}+\left|\frac{v-v_{0}}{b}\right|^{2}\right)^{-k} \tag{1.14}
\end{equation*}
$$

$$
\begin{equation*}
\Phi(x, v, t)=\left(1+\left|\frac{x-t v-x_{0}}{a}\right|^{2}+\left|\frac{v-v_{0}}{b}\right|^{2}\right)^{-k} e^{-\alpha\left|v-v_{0}\right|^{\beta}}, \quad \alpha>0, \quad 0 \leq \beta \leq 2 \tag{1.15}
\end{equation*}
$$

$$
\begin{equation*}
\Phi(x, v, t)=\left(1+\left|\frac{x-t v-x_{0}}{a}-\frac{v-v_{0}}{b}\right|^{2}\right)^{-k} \tag{1.16}
\end{equation*}
$$

with constants $a>0, b>0,\left(x_{0}, v_{0}\right) \in \mathbf{R}^{3} \times \mathbf{R}^{3}$ and with a suitably large $k>0$ (here the third bounds (1.16) are used only for soft potentials and Maxwell model $\gamma_{1} \leq 0=\gamma_{2}$ ), we have the following:
(1) All such solutions' long time limits $f_{\infty}$ exist in pointwise; and if $f_{\infty}(x-t v, v)$ is a local Maxwellian $M$, then $f \equiv M$; if $\inf _{t \geq 0} H(f)(t)=H\left(T_{M}\right)$, then $f \equiv T_{M}(x-$ $t v, v)$, especially, $f_{0}=T_{M}$, where the traveling Maxwellian $T_{M}$ is determined by the moment condition (1.13). Therefore, if $f_{0} \neq T_{M}$, then $\inf _{t \geq 0} H(f)(t)>H\left(T_{M}\right)$.
(2) If $f_{\infty}=g_{\infty}$, then $f \equiv g$, especially, $f_{0}=g_{0}$. That is, different initial data determine different long time limits (along the particle paths).
(3) If initial data $f_{0}$ are continuous satisfying $f_{0}(x, v) \leq C \Phi(x, v, 0)$ with a suitable constant $C>0$, then such continuous mild solutions exist on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$.
(4) For any continuous function $F(x, v)$ satisfying $C_{1} \Phi(x, v, 0) \leq F(x, v) \leq$ $C_{2} \Phi(x, v, 0)$ with suitable constants $C_{2}>C_{1}>0$, there exists a continuous mild solution $f$ such that $f_{\infty}=F$.

The results (1), (2), and (4) give some converse properties for long time limiting behavior (along the particle paths) of spatial decay or $L^{1}\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right)$ solutions, and show that there are some essential differences between spatial decay and nonspatial
decay (e.g., spatially periodic) solutions. Detailed statements and proofs of these results are given in section 3 for (1), (2) and section 4 for (3), (4), where under the weak angular cut-off condition (1.7) the collision kernel $B(z, \omega)$ is taking only the inverse power laws (1.6) $(-2<\gamma \leq 1)$ in order to simplify our notation and proofs (including those in section 2). As one will see, this treatment on the collision model does not influence the results (1)-(4) above for the collision model (1.8) $\left(-2<\gamma_{1} \leq 0 \leq \gamma_{2} \leq 1\right)$ since the collision operators $Q^{ \pm}$are linear and increasing with respect to kernels $B$. To avoid interrupting our proofs for the main results, we first prove several technical lemmas in section 2. These lemmas are also useful for further investigation of the Boltzmann equation.
2. Some lemmas. For any $z \in \mathbf{R}^{3} \backslash\{0\}$, let $\mathbf{S}^{1}(z)=\left\{\omega \in \mathbf{S}^{2} \mid \omega \perp z\right\}$, and let $d^{\perp} \omega$ denote the Lebesgue measure on the circle $\mathbf{S}^{1}(z)$, i.e.,

$$
\int_{\mathbf{S}^{1}(z)} g(\omega) d^{\perp} \omega:=\int_{0}^{2 \pi} g(\cos (\phi) \mathrm{i}+\sin (\phi) \mathrm{j}) d \phi, \quad g \in C\left(\mathbf{S}^{2}\right),
$$

where $\mathrm{i}, \mathrm{j} \in \mathbf{S}^{1}(z), \mathrm{i} \perp \mathrm{j}$. It is easily verified that the right-hand side of the integrals is independent of the choice of $\mathrm{i}, \mathrm{j}$. The following homogeneity is obvious and will be often used in this section:

$$
\begin{equation*}
\mathbf{S}^{1}(-z)=\mathbf{S}^{1}(z), \quad \mathbf{S}^{1}(\lambda z)=\mathbf{S}^{1}(z), \quad z \in \mathbf{R} \backslash\{0\}, \quad \lambda>0 . \tag{2.1}
\end{equation*}
$$

Lemma 2.1. Let $G \in C\left(\mathbf{S}^{2} \times \mathbf{S}^{2}\right), 0 \leq F \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right), 0 \leq f \in C\left(\mathbf{R}^{3}\right)$, and let $\rho \geq 0$ be measurable on $(0, \infty)$. Then

$$
\begin{align*}
& \int_{\mathbf{S}^{2}}\left[\int_{\mathbf{S}^{1}(\sigma)} G(\sigma, \omega) d^{\perp} \omega\right] d \sigma=\int_{\mathbf{S}^{2}}\left[\int_{\mathbf{S}^{1}(\omega)} G(\sigma, \omega) d^{\perp} \sigma\right] d \omega,  \tag{2.2}\\
& \int_{\mathbf{R}^{3}} \rho(|z|)\left[\int_{\mathbf{S}^{1}(z)} F(z,|z| \omega) d^{\perp} \omega\right] d z=\int_{\mathbf{R}^{3}} \rho(|z|)\left[\int_{\mathbf{S}^{1}(z)} F(|z| \omega, z) d^{\perp} \omega\right] d z,  \tag{2.3}\\
& \int_{\mathbf{R}^{3}} \rho(|z|)\left[\int_{\mathbf{S}^{1}(z)} f(|z| \omega) d^{\perp} \omega\right] d z=2 \pi \int_{\mathbf{R}^{3}} \rho(|z|) f(z) d z . \tag{2.4}
\end{align*}
$$

Proof. Choose $\delta \in C(\mathbf{R}), \delta \geq 0$ satisfying supp $\delta \subset[-1,1], \int_{-1}^{1} \delta(t) d t=1$. Let $\delta_{n}(t)=n \delta(n t)$. Then, by the Fubini theorem, we have

$$
\int_{\mathbf{S}^{2}}\left[\int_{\mathbf{S}^{2}} G(\sigma, \omega) \delta_{n}(\langle\sigma, \omega\rangle) d \omega\right] d \sigma=\int_{\mathbf{S}^{2}}\left[\int_{\mathbf{S}^{2}} G(\sigma, \omega) \delta_{n}(\langle\sigma, \omega\rangle) d \sigma\right] d \omega .
$$

On the other hand, $\forall \sigma \in \mathbf{S}^{2}$, we compute

$$
\begin{aligned}
& \int_{\mathbf{S}^{2}} G(\sigma, \omega) \delta_{n}(\langle\sigma, \omega\rangle) d \omega=\int_{0}^{\pi} \delta_{n}(\cos (\theta)) \sin (\theta) \int_{\mathbf{S}^{1}(\sigma)} G(\sigma, \cos (\theta) \sigma+\sin (\theta) \omega) d^{\perp} \omega d \theta \\
& =\int_{-1}^{1} \delta(t) \int_{\mathbf{S}^{1}(\sigma)} G\left(\sigma,(t / n) \sigma+\sqrt{1-(t / n)^{2}} \omega\right) d^{\perp} \omega d t \rightarrow \int_{\mathbf{S}^{1}(\sigma)} G(\sigma, \omega) d^{\perp} \omega, \quad n \rightarrow \infty .
\end{aligned}
$$

Similarly,

$$
\lim _{n \rightarrow \infty} \int_{\mathbf{S}^{2}} G(\sigma, \omega) \delta_{n}(\langle\sigma, \omega\rangle) d \sigma=\int_{\mathbf{S}^{1}(\omega)} G(\sigma, \omega) d^{\perp} \sigma \quad \forall \omega \in \mathbf{S}^{2} .
$$

Therefore (2.2) follows from the Lebesgue dominated convergence theorem. Equation (2.3) is easily proved by first using spherical coordinate transform and the FubiniTonelli theorem with the two integrals, and then applying (2.2) to their inner integrals of angular variables. Equation (2.4) is a special case of (2.3).

LEMMA 2.2. Let $B(z, \omega)=\bar{B}\left(|z|,|z|^{-1}|\langle z, \omega\rangle|\right)$ be a collision kernel. Then for any nonnegative function $F \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right)$,

$$
\begin{gather*}
\iint_{\mathbf{R}^{3} \times \mathbf{S}^{2}} B\left(v-v_{*}, \omega\right) F\left(v^{\prime}, v_{*}^{\prime}\right) d \omega d v_{*}  \tag{2.5}\\
=2 \int_{0}^{\pi / 2} \sin (\theta) \int_{\mathbf{R}^{3}} \bar{B}(|z|, \cos (\theta))\left[\int_{\mathbf{S}^{1}(z)} F(v-\cos (\theta) z, v-\sin (\theta)|z| \omega) d^{\perp} \omega\right] d z d \theta
\end{gather*}
$$

and $\forall \theta \in(0, \pi / 2), v \in \mathbf{R}^{3}$,

$$
\begin{align*}
& \int_{\mathbf{R}^{3}} \bar{B}(|z|, \cos (\theta))\left[\int_{\mathbf{S}^{1}(z)} F(v-\cos (\theta) z, v-\sin (\theta)|z| \omega) d^{\perp} \omega\right] d z  \tag{2.6}\\
= & \int_{\mathbf{R}^{3}} \bar{B}(|z|, \cos (\theta))\left[\int_{\mathbf{S}^{1}(z)} F(v-\cos (\theta)|z| \omega, v-\sin (\theta) z) d^{\perp} \omega\right] d z .
\end{align*}
$$

Furthermore, if $B(z, \omega)=b(\theta)|z|^{\gamma}$ and $f, g \in C\left(\mathbf{R}^{3}\right)$ are nonnegative, then

$$
\begin{equation*}
Q^{+}(f, g)(v)=2 \int_{0}^{\pi / 2} b(\theta) \sin (\theta) I(f, g)(\theta, v) d \theta \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
I(f, g)(\theta, v) \equiv I(g, f)(\pi / 2-\theta, v), \quad \theta \in[0, \pi / 2], \quad v \in \mathbf{R}^{3} \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
I(f, g)(\theta, v)=\int_{\mathbf{R}^{3}}|z|^{\gamma} f(v-\cos (\theta) z)\left[\int_{\mathbf{S}^{1}(z)} g(v-\sin (\theta)|z| \omega) d^{\perp} \omega\right] d z \tag{2.9}
\end{equation*}
$$

Proof. Let $Q^{+}(F)(v)$ be the left-hand side of (2.5). By (1.5) and the spherical coordinate transform we have

$$
\begin{gathered}
Q^{+}(F)(v)=\int_{0}^{\infty} \int_{\mathbf{S}^{2}} \int_{\mathbf{S}^{2}} r^{2} \bar{B}(r,|\langle\sigma, \omega\rangle|) F(v-\langle\sigma, \omega\rangle r \omega, v-r \sigma+\langle\sigma, \omega\rangle r \omega) d \omega d \sigma d r \\
=\int_{\mathbf{R}^{3}}\left[\int_{\mathbf{S}^{2}} \bar{B}\left(|z|\left|\left\langle\sigma, \frac{z}{|z|}\right\rangle\right|\right) F\left(v-\left\langle\sigma, \frac{z}{|z|}\right\rangle z, v-|z| \sigma+\left\langle\sigma, \frac{z}{|z|}\right\rangle z\right) d \sigma\right] d z \\
=\int_{\mathbf{R}^{3}} \int_{0}^{\pi} \bar{B}(|z|,|\cos (\theta)|) \sin (\theta)\left[\int_{\mathbf{S}^{1}(z)} F(v-\cos (\theta) z, v-\sin (\theta)|z| \omega) d^{\perp} \omega\right] d \theta d z
\end{gathered}
$$

$=$ the right-hand side of (2.5),
where the factor 2 in (2.5) is due to $\mathbf{S}^{1}(-z)=\mathbf{S}^{1}(z)$. Equations (2.6) and (2.8) follow from Lemma 2.1. Equation (2.7) is a special case of (2.5).

The "reciprocity" relation (2.8) and the formula (2.4) are important for the following estimation of gain term (Lemma 2.3) because they allow us to estimate (2.8) alone, so that the angular function $b(\theta)$ is needed only to satisfy the weak angular cut-off (1.7). In this sense, the application of (2.7)-(2.9) and (2.4) are more convenient than those of the Carleman representation of gain term [Ca]; see also $[\mathrm{Gu}]$.

Lemma 2.3. Let $B(z, \omega)$ satisfy (1.6), (1.7), and let $k>(3+\gamma) / 2$. Then there exist positive constants $C^{ \pm}=C^{ \pm}\left(B_{0}, \gamma, k\right)<\infty$ depending only on $B_{0}, \gamma$, and $k$ such that if

$$
\Phi(v)=\left(a+b|v-u|^{2}\right)^{-k}, \quad a>0, b>0, u \in \mathbf{R},{ }^{3}
$$

then

$$
\begin{equation*}
\frac{Q^{ \pm}(\Phi, \Phi)(v)}{\Phi(v)} \leq C^{ \pm}\left(\frac{1}{a}\right)^{k-(3+\nu) / 2}\left(\frac{1}{b}\right)^{(3+\gamma) / 2}\left(a+b|v-u|^{2}\right)^{\mu / 2}, \quad v \in \mathbf{R}^{3} \tag{2.10}
\end{equation*}
$$

where $\mu=\max \{\gamma, 0\}, \quad \nu=\min \{\gamma, 0\}$.
Proof. Let $\hat{\Phi}(v)=\left(1+|v|^{2}\right)^{-k}$. Then using, for instance, (2.7), (2.9), and (2.1) with the change of integration variable $z$ we have

$$
\frac{Q^{ \pm}(\Phi, \Phi)(v)}{\Phi(v)\left(a+b|v-u|^{2}\right)^{\mu / 2}}=\left(\frac{1}{a}\right)^{k-(3+\nu) / 2}\left(\frac{1}{b}\right)^{(3+\gamma) / 2} \frac{Q^{ \pm}(\hat{\Phi}, \hat{\Phi})(w)}{\hat{\Phi}(w)\left(1+|w|^{2}\right)^{\mu / 2}}
$$

where $w=\sqrt{\frac{b}{a}}(v-u)$. Thus the estimate (2.10) is equivalent to its standard case, i.e., $a=b=1$ and $u=0$, so that in the following we can suppose that $\Phi(v)=\left(1+|v|^{2}\right)^{-k}$. Since

$$
\frac{Q^{-}(\Phi, \Phi)(v)}{\Phi(v)}=L(\Phi)(v)=4 \pi B_{0} \int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(v-z) d z
$$

and, by Lemma 2.2,

$$
Q^{+}(\Phi, \Phi)(v) \leq 2 B_{0} \sup _{\theta \in[0, \pi / 4]} I(\Phi, \Phi)(\theta, v)
$$

we see that to prove the standard case of (2.10) it suffices to prove that there exists a positive constant $C=C(\gamma, k)<\infty$ such that

$$
\begin{align*}
& \int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(v-z) d z \leq C\left(1+|v|^{2}\right)^{\mu / 2},  \tag{2.11}\\
& \sup _{\theta \in[0, \pi / 4]} I(\Phi, \Phi)(\theta, v) \leq C \Phi(v)\left(1+|v|^{2}\right)^{\mu / 2} . \tag{2.12}
\end{align*}
$$

In the following, the same $C$ always denotes different finite constants which depend only on $\gamma$ and $k$. If $\gamma \geq 0$, then $\mu=\gamma$ and $|z|^{\gamma} \leq\left(1+|v-z|^{2}\right)^{\gamma / 2}\left(1+|v|^{2}\right)^{\gamma / 2}$ which implies (2.11); if $-3<\gamma<0$, then $\mu=0$ and

$$
\begin{aligned}
& \int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(v-z) d z=\int_{|z| \leq|v-z|}|z|^{\gamma} \Phi(v-z) d z+\int_{|z|>|v-z|}|z|^{\gamma} \Phi(v-z) d z \\
& \leq \int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(z) d z+\int_{\mathbf{R}^{3}}|v-z|^{\gamma} \Phi(v-z) d z=8 \pi \int_{0}^{\infty} r^{2+\gamma}\left(1+r^{2}\right)^{-k} d r<\infty
\end{aligned}
$$

(2.11) still holds. For any $z \in \mathbf{R}^{3} \backslash\{0\}$ and any $\omega \in \mathbf{S}^{1}(z)$, we have, since $\omega \perp z$,

$$
\begin{equation*}
|z|^{2}=|\cos (\theta) z-\sin (\theta)| z|\omega|^{2} \leq 2|v-\cos (\theta) z|^{2}+2|v-\sin (\theta)| z|\omega|^{2} \tag{2.13}
\end{equation*}
$$

(2.14) $|v-\cos (\theta) z|^{2}+|v-\sin (\theta)| z|\omega|^{2}=|v|^{2}+|v-\cos (\theta) z-\sin (\theta)| z|\omega|^{2} \geq|v|^{2}$.

Using (2.13) we get

$$
\begin{aligned}
& \Phi(v-\cos (\theta) z) \Phi(v-\sin (\theta)|z| \omega) \\
& \leq\left(1+|v-\cos (\theta) z|^{2}+|v-\sin (\theta)| z|\omega|^{2}\right)^{-k} \leq \Phi\left(\frac{z}{\sqrt{2}}\right)
\end{aligned}
$$

which together with (2.9) implies that $I(\Phi, \Phi)$ is bounded:

$$
I(\Phi, \Phi)(\theta, v) \leq 2 \pi \int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi\left(\frac{z}{\sqrt{2}}\right) d z \leq C
$$

Thus (2.12) holds for $|v| \leq 1$. In the following we suppose that $|v|>1$, and consider two cases for large and small $\theta$ in $[0, \pi / 4]$.

Case 1. $\arctan (1 / 4) \leq \theta \leq \pi / 4$. By (2.14) we have

$$
\Phi(v-\cos (\theta) z) \Phi(v-\sin (\theta)|z| \omega) \leq \Phi\left(\frac{v}{\sqrt{2}}\right)[\Phi(v-\cos (\theta) z)+\Phi(v-\sin (\theta)|z| \omega)]
$$

Then, applying Lemma 2.1 and (2.4) we obtain

$$
\begin{aligned}
& I(\Phi, \Phi)(\theta, v) \leq \Phi\left(\frac{v}{\sqrt{2}}\right) \\
& \times\left[\int_{\mathbf{R}^{3}}|z|^{\gamma} \int_{\mathbf{S}^{1}(z)} \Phi(v-\cos (\theta) z) d^{\perp} \omega d z+\int_{\mathbf{R}^{3}}|z|^{\gamma} \int_{\mathbf{S}^{1}(z)} \Phi(v-\sin (\theta)|z| \omega) d^{\perp} \omega d z\right] \\
& =2 \pi \Phi\left(\frac{v}{\sqrt{2}}\right)\left[\int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(v-\cos (\theta) z) d z+\int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(v-\sin (\theta) z) d z\right] \\
& =\pi \Phi\left(\frac{v}{\sqrt{2}}\right)\left[\left(\frac{1}{\cos (\theta)}\right)^{3+\gamma}+\left(\frac{1}{\sin (\theta)}\right)^{3+\gamma}\right] \int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(v-z) d z \leq C \Phi(v)\left(1+|v|^{2}\right)^{\mu / 2}
\end{aligned}
$$

where the last inequality is due to (2.11) and also due to the fact that $\Phi\left(\frac{v}{\sqrt{2}}\right) \leq C \Phi(v)$.
Case 2. $0 \leq \theta \leq \arctan (1 / 4)$. We have, by homogeneity (2.1),

$$
\begin{aligned}
I(\Phi, \Phi)(\theta, v) & =\left(\frac{1}{\cos (\theta)}\right)^{3+\gamma} \int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(v-z) \int_{\mathbf{S}^{1}(z)} \Phi(v-\tan (\theta)|z| \omega) d^{\perp} \omega d z \\
& \leq C\left[I_{1}(\Phi, \Phi)(\theta, v)+I_{2}(\Phi, \Phi)(\theta, v)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& I_{1}(\Phi, \Phi)(\theta, v)=\int_{\tan (\theta)|z| \leq \frac{1}{2}|v|}|z|^{\gamma} \Phi(v-z) \int_{\mathbf{S}^{1}(z)} \Phi(v-\tan (\theta)|z| \omega) d^{\perp} \omega d z \\
& I_{2}(\Phi, \Phi)(\theta, v)=\int_{\tan (\theta)|z|>\frac{1}{2}|v|}|z|^{\gamma} \Phi(v-z) \int_{\mathbf{S}^{1}(z)} \Phi(v-\tan (\theta)|z| \omega) d^{\perp} \omega d z
\end{aligned}
$$

By (2.11) we have

$$
I_{1}(\Phi, \Phi)(\theta, v) \leq 2 \pi \Phi\left(\frac{v}{2}\right) \int_{\tan (\theta)|z| \leq \frac{1}{2}|v|}|z|^{\gamma} \Phi(v-z) d z \leq C \Phi(v)\left(1+|v|^{2}\right)^{\mu / 2}
$$

For $I_{2}(\Phi, \Phi)(\theta, v)$, since $\tan (\theta)|z|>\frac{1}{2}|v|$ implies $|v-z| \geq\left(\frac{1}{2 \tan (\theta)}-1\right)|v| \geq \frac{|v|}{4 \tan (\theta)}$, it follows from (2.4) and (2.11) that

$$
\begin{aligned}
I_{2}(\Phi, \Phi)(\theta, v) & \leq \Phi\left(\frac{v}{4 \tan (\theta)}\right) \int_{\mathbf{R}^{3}}|z|^{\gamma} \int_{\mathbf{S}^{1}(z)} \Phi(v-\tan (\theta)|z| \omega) d^{\perp} \omega d z \\
& =\Phi\left(\frac{v}{4 \tan (\theta)}\right) 2 \pi\left(\frac{1}{\tan (\theta)}\right)^{3+\gamma} \int_{\mathbf{R}^{3}}|z|^{\gamma} \Phi(v-z) d z \\
& \leq C \Phi\left(\frac{v}{4 \tan (\theta)}\right)\left(\frac{1}{\tan (\theta)}\right)^{3+\gamma}\left(1+|v|^{2}\right)^{\mu / 2} \\
& \leq C\left(\frac{1}{|v|}\right)^{2 k}(\tan (\theta))^{2 k-3-\gamma}\left(1+|v|^{2}\right)^{\mu / 2} \leq C \Phi(v)\left(1+|v|^{2}\right)^{\mu / 2}
\end{aligned}
$$

Therefore, combining these estimates then leads to (2.12).
Lemma 2.4. Let $h \in L^{1}[0, \infty)$ be positive and decreasing on $[0, \infty)$. Then $\forall$ $(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}$

$$
\begin{equation*}
\int_{0}^{\infty} h\left(\frac{|x+t v|}{\sqrt{1+t^{2}}}\right) \frac{d t}{1+t^{2}} \leq C\left(1+|x|^{2}+|v|^{2}\right)^{-1 / 2} \tag{2.15}
\end{equation*}
$$

where $C=\max \left\{\frac{\sqrt{2} \pi}{2} h(0), \sqrt{2} \pi\|h\|_{L^{1}[0, \infty)}\right\}$.
Proof. Denote by $I_{x, v}$ the left-hand side of (2.15), and let $\rho=\sqrt{|x|^{2}+|v|^{2}}$. Since $I_{x, v} \leq \frac{\pi}{2} h(0),(2.15)$ holds for $\rho \leq 1$. Suppose that $\rho>1$. Let $\sin (\alpha)=|x| / \rho$ with $\alpha \in[0, \pi / 2]$. Then

$$
\begin{aligned}
& I_{x, v}=\int_{0}^{\pi / 2} h(|\cos (\theta) x+\sin (\theta) v|) d \theta \\
& \leq \int_{0}^{\pi / 2} h(|\cos (\theta)| x|-\sin (\theta)| v| |) d \theta=\int_{0}^{\pi / 2} h(\rho|\sin (\theta-\alpha)|) d \theta \\
& \leq \int_{-\pi / 2}^{\pi / 2} h\left(\frac{2}{\pi} \rho|\theta|\right) d \theta \leq \frac{\pi}{\rho}\|h\|_{L^{1}[0, \infty)} \leq \sqrt{2} \pi\|h\|_{L^{1}[0, \infty)}\left(1+\rho^{2}\right)^{-1 / 2} .
\end{aligned}
$$

Introducing polynomials

$$
\begin{align*}
& P(x, v, t)=1+\left|\frac{x-t v-x_{0}}{a}\right|^{2}+\left|\frac{v-v_{0}}{b}\right|^{2}  \tag{2.16}\\
& \widetilde{P}(x, v, t)=1+\left|\frac{x-t v-x_{0}}{a}-\frac{v-v_{0}}{b}\right|^{2} \tag{2.17}
\end{align*}
$$

the functions (1.14)-(1.16) can then be written, respectively,

$$
\Phi=P^{-k}, \quad P^{-k} e^{-\alpha\left|v-v_{0}\right|^{\beta}}, \quad \widetilde{P}^{-k}
$$

Lemma 2.5. Assume that $B(z, \omega)$ satisfy (1.6), (1.7) with $-2<\gamma \leq 1$. Let $k>(3+\gamma) / 2, \quad \mu=\max \{\gamma, 0\}, \quad \nu=\min \{\gamma, 0\}$, and let $\Phi$ be given by (1.14) or (1.15), or given by (1.16) for $\gamma \leq 0$. Then

$$
\begin{equation*}
C_{p}^{ \pm}:=\sup _{(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}} \frac{1}{\Phi(x, v, 0)}\left[\int_{0}^{\infty}\left(1+t^{2}\right)^{\frac{3+\gamma}{2}(p-1)}\left(Q^{ \pm}(\Phi, \Phi)^{\sharp}(x, v, t)\right)^{p} d t\right]^{1 / p}<\infty \tag{2.18}
\end{equation*}
$$

where $p \geq 1$ is arbitrary for $\gamma \leq 0$, and $p=1 / \gamma$ for $0<\gamma \leq 1$.
(ii) There exist positive constants $D^{ \pm}=D^{ \pm}\left(B_{0}, \gamma, k\right)<\infty$ such that $\forall a, b>0$

$$
\begin{equation*}
\sup _{(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}} \frac{1}{\Phi(x, v, 0)} \int_{0}^{\infty} Q^{ \pm}(\Phi, \Phi)^{\sharp}(x, v, t) d t \leq D^{ \pm} a b^{2+\gamma} . \tag{2.19}
\end{equation*}
$$

(iii) There exists a positive constant $C=C\left(B_{0}, \gamma, k, a, b\right)<\infty$ such that

$$
\begin{align*}
& \sup _{(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}} \frac{1}{\Phi(x, v, 0)} \int_{t}^{\infty} Q^{ \pm}(\Phi, \Phi)^{\sharp}(x, v, s) d s \leq C(1+t)^{-2-\nu}, \quad t \geq 0  \tag{2.20}\\
& Q^{ \pm}(\Phi, \Phi)(x, v, t) \leq C\left(1+t^{2}\right)^{-(3+\gamma) / 2} \Phi(x, v, t)(P(x, v, t))^{\mu / 2}  \tag{2.21}\\
& L(\Phi)(x, v, t) \leq C\left(1+t^{2}\right)^{-(3+\nu) / 2}\left(1+\left|v-v_{0}\right|^{\mu}\right) . \tag{2.22}
\end{align*}
$$

(iv) If $f, g \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)\right)$ are nonnegative and satisfy $f, g \leq C \Phi$ for some constant $C<\infty$, then the functions

$$
\begin{equation*}
Q^{+}(f, g), \quad L(f), \quad \int_{0}^{t} Q^{ \pm}(f, g)^{\sharp}(x-t v, v, s) d s, \quad \int_{t}^{\infty} Q^{ \pm}(f, g)^{\sharp}(x-t v, v, s) d s \tag{2.23}
\end{equation*}
$$

are all continuous on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$.
Proof. (i)-(iii). Since $0 \leq \beta \leq 2$, we have, by the second equation (1.4),
$\left|v^{\prime}-v_{0}\right|^{\beta}+\left|v_{*}^{\prime}-v_{0}\right|^{\beta} \geq\left(\left|v^{\prime}-v_{0}\right|^{2}+\left|v_{*}^{\prime}-v_{0}\right|^{2}\right)^{\beta / 2}=\left(\left|v-v_{0}\right|^{2}+\left|v_{*}-v_{0}\right|^{2}\right)^{\beta / 2} \geq\left|v-v_{0}\right|^{\beta}$.
This implies that if $\Phi$ is given by (1.14) and $\Psi$ is given by (1.15) then

$$
\Psi\left(x, v^{\prime}, t\right) \Psi\left(x, v_{*}^{\prime}, t\right) \leq e^{-\alpha\left|v-v_{0}\right|^{\beta}} \Phi\left(x, v^{\prime}, t\right) \Phi\left(x, v_{*}^{\prime}, t\right)
$$

which together with $\Phi^{\sharp}(x, v, t) \equiv \Phi(x, v, 0), \Psi^{\sharp}(x, v, t) \equiv \Psi(x, v, 0)$ imply

$$
\frac{Q^{ \pm}(\Psi, \Psi)^{\sharp}(x, v, t)}{\Psi(x, v, 0)} \leq \frac{Q^{ \pm}(\Phi, \Phi)^{\sharp}(x, v, t)}{\Phi(x, v, 0)}
$$

Therefore we need only to prove (2.18)-(2.22) for functions (1.14) and (1.16). Suppose first that $\Phi$ is given by (1.14), i.e., $\Phi=(P)^{-k}$, where $P$ is defined by (2.16). Then using the identity

$$
\begin{equation*}
P(x, v, t) \equiv 1+\frac{\left|x-t v_{0}-x_{0}\right|^{2}}{a^{2}+b^{2} t^{2}}+\left(\frac{t^{2}}{a^{2}}+\frac{1}{b^{2}}\right)|v-u(x, t)|^{2} \tag{2.24}
\end{equation*}
$$

where $u(x, t)=\left(a^{2}+b^{2} t^{2}\right)^{-1}\left(b^{2} t\left(x-x_{0}\right)+a^{2} v_{0}\right)$, and using Lemma 2.3 we have

$$
\begin{align*}
& Q^{ \pm}(\Phi, \Phi)(x, v, t) / \Phi(x, v, t)=Q^{ \pm}(\Phi(x, \cdot, t), \Phi(x, \cdot, t))(v) / \Phi(x, v, t) \\
& \leq C^{ \pm}\left(1+\frac{\left|x-t v_{0}-x_{0}\right|^{2}}{a^{2}+b^{2} t^{2}}\right)^{-k+(3+\nu) / 2}\left(\frac{t^{2}}{a^{2}}+\frac{1}{b^{2}}\right)^{-(3+\gamma) / 2}(P(x, v, t))^{\mu / 2} \tag{2.25}
\end{align*}
$$

where $C^{ \pm}=C^{ \pm}\left(B_{0}, \gamma, k\right)$ are the constants in Lemma 2.3. Obviously, (2.25) implies that (2.18)-(2.20) and (2.22) hold for $\gamma \leq 0$ (i.e., for $\mu=0, \nu=\gamma$ ), and (2.21) holds $\forall-2<\gamma \leq 1$. Now let $\gamma>0$. Then $\mu=\gamma, \nu=0$, and $p=1 / \gamma$. Let

$$
h(r)=\left(\frac{1}{1+r^{2}}\right)^{\frac{k-3 / 2}{\gamma}}, \quad \widetilde{x}=\frac{x-x_{0}}{a}, \quad \widetilde{v}=\frac{v-v_{0}}{b} .
$$

Then $h \in L^{1}[0, \infty)$ since $k>(3+\gamma) / 2$ and so by (2.25) and Lemma 2.3 we have (with different constants $C_{\gamma, k, a, b}$ )

$$
\begin{aligned}
& \frac{1}{\Phi(x, v, 0)}\left[\int_{0}^{\infty}\left(1+t^{2}\right)^{\frac{3+\gamma}{2}\left(\frac{1}{\gamma}-1\right)}\left(Q^{ \pm}(\Phi, \Phi)^{\sharp}(x, v, t)\right)^{\frac{1}{\gamma}} d t\right]^{\gamma} \\
& \leq C_{\gamma, k, a, b}\left[\int_{0}^{\infty} h\left(\frac{\left|x-x_{0}+t\left(v-v_{0}\right)\right|}{\sqrt{a^{2}+b^{2} t^{2}}}\right)\left(\frac{t^{2}}{a^{2}}+\frac{1}{b^{2}}\right)^{-(3+\gamma) / 2} d t\right]^{\gamma}(P(x, v, 0))^{\gamma / 2} \\
& =C_{\gamma, k, a, b}\left[\int_{0}^{\infty} h\left(\frac{|\widetilde{x}+t \widetilde{v}|}{\sqrt{1+t^{2}}}\right)\left(\frac{1}{1+t^{2}}\right)^{(3+\gamma) / 2} d t\right]^{\gamma}(P(x, v, 0))^{\gamma / 2} \\
& \leq C_{\gamma, k, a, b}\left[\int_{0}^{\infty} h\left(\frac{|\widetilde{x}+t \widetilde{v}|}{\sqrt{1+t^{2}}}\right) \frac{d t}{1+t^{2}}\right]^{\gamma}(P(x, v, 0))^{\gamma / 2} \leq C_{\gamma, k, a, b}
\end{aligned}
$$

Similarly, for $0<\gamma<1$ we have by the Hölder inequality $\forall t \geq 0$

$$
\begin{aligned}
& \frac{1}{\Phi(x, v, 0)} \int_{t}^{\infty} Q^{ \pm}(\Phi, \Phi)^{\sharp}(x, v, s) d s \\
& \leq C^{ \pm} a b^{2+\gamma} \int_{\frac{b}{a} t}^{\infty}\left(h\left(\frac{|\widetilde{x}+s \widetilde{v}|}{\sqrt{1+s^{2}}}\right)\right)^{\gamma}\left(\frac{1}{1+s^{2}}\right)^{(3+\gamma) / 2} d s(P(x, v, 0))^{\gamma / 2} \\
& \leq C^{ \pm} a b^{2+\gamma}\left[\int_{\frac{b}{a} t}^{\infty} h\left(\frac{|\widetilde{x}+s \widetilde{v}|}{\sqrt{1+s^{2}}}\right) \frac{d s}{1+s^{2}}\right]^{\gamma}\left[\int_{\frac{b}{a} t}^{\infty}\left(\frac{1}{1+s^{2}}\right)^{\frac{3-\gamma}{2(1-\gamma)}} d s\right]^{1-\gamma}(P(x, v, 0))^{\gamma / 2} \\
& \leq C^{ \pm} a b^{2+\gamma} C_{\gamma, k}\left[\int_{\frac{b}{a} t}^{\infty}\left(\frac{1}{1+s^{2}}\right)^{\frac{3-\gamma}{2(1-\gamma)}} d s\right]^{1-\gamma} \leq C_{\gamma, k}^{ \pm} a b^{2+\gamma}\left(1+\frac{b}{a} t\right)^{-2}
\end{aligned}
$$

and for $\gamma=1$ using inequality $\left(1+s^{2}\right)^{-2} \leq\left(1+s^{2}\right)^{-1}\left(1+\left(\frac{b}{a} t\right)^{2}\right)^{-1} \quad\left(s \geq \frac{b}{a} t\right)$ we still have

$$
\frac{1}{\Phi(x, v, 0)} \int_{t}^{\infty} Q^{ \pm}(\Phi, \Phi)^{\sharp}(x, v, s) d s \leq C_{1, k}^{ \pm} a b^{3}\left(1+\left(\frac{b}{a} t\right)^{2}\right)^{-1}, t \geq 0 .
$$

Next, by inequality $A\left(v-v_{*}\right)=4 \pi B_{0}\left|v-v_{*}\right|^{\gamma} \leq C\left(1+\left|v-v_{0}\right|^{\gamma}\right)\left(P\left(t, x, v_{*}\right)\right)^{\gamma / 2}$ and by identity (2.24) we have

$$
\begin{aligned}
L(\Phi)(x, v, t) & \leq C\left(1+\left|v-v_{0}\right|^{\gamma}\right)\left(\frac{t^{2}}{a^{2}}+\frac{1}{b^{2}}\right)^{-3 / 2} \int_{\mathbf{R}^{3}}\left(1+|z|^{2}\right)^{-k+\gamma / 2} d z \\
& \leq C\left(1+t^{2}\right)^{-3 / 2}\left(1+\left|v-v_{0}\right|^{\gamma}\right)
\end{aligned}
$$

Therefore (2.18)-(2.20) and (2.22) also hold for $\gamma>0$. Now suppose that $\Phi$ is given by (1.16), i.e., $\Phi=\widetilde{P}^{-k}$, where $\widetilde{P}$ is defined by (2.17). This case corresponds to $\gamma \leq 0$ by our assumption. Then starting from the identity

$$
\widetilde{P}(x, v, t) \equiv 1+\left(\frac{t}{a}+\frac{1}{b}\right)^{2}|v-u(x, t)|^{2}
$$

where $u(x, t)=(a+b t)^{-1}\left(b\left(x-x_{0}\right)+a v_{0}\right)$, and using only Lemma 2.3 we easily obtain (2.18)-(2.22).
(iv) Let $(x, v, t),\left(x_{n}, v_{n}, t_{n}\right) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$ and $\left(x_{n}, v_{n}, t_{n}\right) \rightarrow(x, v, t) \quad(n \rightarrow$ $\infty)$. By Lemma 2.2 we have

$$
Q^{+}(f, g)\left(x_{n}, v_{n}, t_{n}\right)=2 \int_{0}^{\pi / 2} b(\theta) \sin (\theta) \int_{\mathbf{R}^{3}}|z|^{\gamma} F_{n}(\theta, z) d z d \theta
$$

where $F_{n}(\theta, z)=F\left(\theta, z, x_{n}, v_{n}, t_{n}\right)$,

$$
F(\theta, z, x, v, t)=f(x, v-\cos (\theta) z, t) \int_{\mathbf{S}^{1}(z)} g(x, v-\sin (\theta)|z| \omega, t) d^{\perp} \omega, \quad z \neq 0
$$

The continuity of $f, g$ implies that $\lim _{n \rightarrow \infty} F_{n}(\theta, z)=F(\theta, z, x, v, t) \forall \theta \in[0, \pi / 2], z \in$ $\mathbf{R}^{3} \backslash\{0\}$. We may assume that $\left|x_{n}-x\right|+\left|v_{n}-v\right| \leq 1$. Then by definition of $\Phi$ we have for some $0<C_{x, v}<\infty, \Phi\left(x_{n}, v_{n}-z, t_{n}\right) \leq C_{x, v} \hat{\Phi}(z)$, where $\hat{\Phi}(z)=\left(1+|z|^{2}\right)^{-k}$. Since $0 \leq f, g \leq C \Phi$, this gives

$$
F_{n}(\theta, z) \leq C^{2} C_{x, v}^{2} \hat{\Phi}(\cos (\theta) z) \int_{\mathbf{S}^{1}(z)} \hat{\Phi}(\sin (\theta)|z| \omega) d^{\perp} \omega
$$

Since the integral $Q^{+}(\hat{\Phi}, \hat{\Phi})(0)<\infty$, it follows from the dominated convergence theorem that $\lim _{n \rightarrow \infty} Q^{+}(f, g)\left(x_{n}, v_{n}, t_{n}\right)=Q^{+}(f, g)(x, v, t)$. Thus $Q^{+}(f, g)$ is continuous on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$. The continuity of $L(f)$ is obvious. Finally, using the estimate (2.21) we have $\forall(x, v, t) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$,

$$
Q^{ \pm}(f, g)^{\sharp}(x-t v, v, s) \leq C\left(1+s^{2}\right)^{-(3+\gamma) / 2}, \quad s \in[0, \infty)
$$

This and the continuity of $Q^{ \pm}(f, g)$ imply the continuity of the third and fourth functions in (2.23).

Lemma 2.6. Let $f, f_{*}, f^{\prime}$, $f_{*}^{\prime}$ be nonnegative and $\phi, \phi_{*}, \phi^{\prime}, \phi_{*}^{\prime}$ be positive real numbers. Then

$$
\begin{aligned}
& {\left[\left(f f_{*}-f^{\prime} f_{*}^{\prime}\right) \log \frac{\left(f^{\prime}+\phi^{\prime}\right)\left(f_{*}^{\prime}+\phi_{*}^{\prime}\right)}{(f+\phi)\left(f_{*}+\phi_{*}\right)}\right]^{+} \leq f^{\prime} \phi_{*}^{\prime}+f_{*}^{\prime} \phi^{\prime}+f \phi_{*}+f_{*} \phi+\phi^{\prime} \phi_{*}^{\prime}+\phi \phi_{*},} \\
& {\left[\left(f^{\prime} f_{*}^{\prime}-f f_{*}\right) \log \frac{\left(f^{\prime}+\phi^{\prime}\right)\left(f_{*}^{\prime}+\phi_{*}^{\prime}\right)}{(f+\phi)\left(f_{*}+\phi_{*}\right)}\right]^{+} \leq E\left(f^{\prime} f_{*}^{\prime}, f f_{*}\right)+f^{\prime} \phi_{*}^{\prime}+f_{*}^{\prime} \phi^{\prime}+f \phi_{*}+f_{*} \phi,}
\end{aligned}
$$

where $(y)^{+}=\max \{y, 0\}$ and $E(\cdot, \cdot) \geq 0$ is given by

$$
E(a, b)=\left\{\begin{array}{cc}
(a-b) \log \left(\frac{a}{b}\right), & a>0, b>0 \\
\infty, & a>0, b=0 \\
0, & a=b=0
\end{array} \text { or } \quad a=0, b>0\right.
$$

Proof. Denote by $\Delta_{1}, \Delta_{2}$ the left-hand sides of the two inequalities above, respectively. By symmetry and definition of $E$, consider, only the case that $\left(f^{\prime}+\right.$ $\left.\phi^{\prime}\right)\left(f_{*}^{\prime}+\phi_{*}^{\prime}\right) \geq(f+\phi)\left(f_{*}+\phi_{*}\right)$ and $f f_{*}>0$. If $f^{\prime} f_{*}^{\prime} \geq f f_{*}$, then $\Delta_{1}=0$ and, since $\log (1+y) \leq y$,

$$
\begin{aligned}
\Delta_{2} & \leq E\left(f^{\prime} f_{*}^{\prime}, f f_{*}\right)+\left(f^{\prime} f_{*}^{\prime}-f f_{*}\right)\left[\log \left(1+\phi^{\prime} / f^{\prime}\right)+\log \left(1+\phi_{*}^{\prime} / f_{*}^{\prime}\right)\right] \\
& \leq E\left(f^{\prime} f_{*}^{\prime}, f f_{*}\right)+f_{*}^{\prime} \phi^{\prime}+f^{\prime} \phi_{*}^{\prime}
\end{aligned}
$$

If $f^{\prime} f_{*}^{\prime}<f f_{*}$, then $\Delta_{2}=0$ and

$$
\begin{aligned}
\Delta_{1} & \leq\left(f f_{*}-f^{\prime} f_{*}^{\prime}\right)\left[\frac{\left(f^{\prime}+\phi^{\prime}\right)\left(f_{*}^{\prime}+\phi_{*}^{\prime}\right)}{(f+\phi)\left(f_{*}+\phi_{*}\right)}-1\right] \\
& \leq\left(f^{\prime}+\phi^{\prime}\right)\left(f_{*}^{\prime}+\phi_{*}^{\prime}\right)-(f+\phi)\left(f_{*}+\phi_{*}\right) \leq f^{\prime} \phi_{*}^{\prime}+f_{*}^{\prime} \phi^{\prime}+\phi^{\prime} \phi_{*}^{\prime}
\end{aligned}
$$

Lemma 2.7 (see $[\mathrm{Cs}],[\mathrm{Ku}])$. Let $\mathcal{D} \subset \mathbf{R}^{N}$ be a measurable set and let $F, \varphi$ : $\mathcal{D} \rightarrow[0, \infty)$ be measurable functions satisfying $F(1+|\log F|) \in L^{1}(\mathcal{D})$ and

$$
\int_{\mathcal{D}} F(z) d z=\int_{\mathcal{D}} M(z) d z>0, \quad \int_{\mathcal{D}} F(z) \varphi(z) d z \leq \int_{\mathcal{D}} M(z) \varphi(z) d z<\infty
$$

where $M(z)=C \exp (-\varphi(z)), C$ is a positive constant. Then for the H-functional $H(f)=\int_{\mathcal{D}} f(z) \log f(z) d z$,

$$
\begin{equation*}
H(F) \geq H(M)+\left[2\|M\|_{L^{1}(\mathcal{D})}\right]^{-1}\left[\|F-M\|_{L^{1}(\mathcal{D})}\right]^{2} \tag{2.26}
\end{equation*}
$$

Equation (2.26) is the Csiszar-Kullback inequality which can be directly proved by the following elementary inequality:

$$
|b-a| \leq\left(\frac{4}{3} a+\frac{2}{3} b\right)^{1 / 2}[b \log b-a \log a-(1+\log a)(b-a)]^{1 / 2}, \quad a>0, b \geq 0
$$

The last lemma below is a Gronwall-type inequality, which in this paper is essentially used to deal with the case of $\gamma=1$ of the collision model (1.6) for proving converse properties of the long time limits $f_{\infty}$.

Lemma 2.8. Let $\kappa$ be nonnegative and $c$ be positive constants.
(i) Let $0<T \leq \infty, 0 \leq \varrho \in L^{1}(0, T)$, and $0 \leq u \in L^{\infty}(0, T)$ satisfy $\forall R \in[0, \infty)$

$$
\begin{equation*}
u(t) \leq \kappa+R \int_{0}^{t} \varrho(s) u(s) d s+c e^{-R}, \quad t \in(0, T) \tag{2.27}
\end{equation*}
$$

Then

$$
\begin{equation*}
u(t) \leq \kappa+c(T) \kappa^{\theta(T)}, \quad t \in(0, T) \tag{2.28}
\end{equation*}
$$

where

$$
\theta(T)=\frac{1}{2} \exp \left(-\int_{0}^{T} \varrho(s) d s\right), \quad c(T)=(e c)^{1-\theta(T)}\left(1+\int_{0}^{T} \varrho(s) d s\right)
$$

(ii) Let $0 \leq \varrho \in L^{1}(0, \infty), 0 \leq u \in L^{\infty}(0, \infty)$ satisfy $\forall R \in[0, \infty)$

$$
u(t) \leq \kappa+R \int_{t}^{\infty} \varrho(s) u(s) d s+c e^{-R}, \quad t \in(0, \infty)
$$

Then

$$
u(t) \leq \kappa+c_{\infty} \kappa^{\theta}, \quad t \in(0, \infty)
$$

where

$$
\theta=\frac{1}{2} \exp \left(-\int_{0}^{\infty} \varrho(s) d s\right), \quad c_{\infty}=(e c)^{1-\theta}\left(1+\int_{0}^{\infty} \varrho(s) d s\right)
$$

Proof. By substitution $\tilde{u}(t)=u\left(\frac{1}{t}\right), \tilde{\varrho}(t)=\frac{1}{t^{2}} \varrho\left(\frac{1}{t}\right), t \in(0, \infty)$, part (ii) is reduced to part (i) with $T=\infty$. Thus we need only to prove part (i). In the following we set $\theta=\theta(T)$. Taking $R=0$ in (2.27) we first obtain $u(t) \leq \kappa+c \forall t \in(0, T)$. If
$\kappa \geq c e^{-\frac{1}{2 \theta}}$, then $c \leq c\left(\frac{\kappa}{c} e^{\frac{1}{2 \theta}}\right)^{\theta} \leq(e c)^{1-\theta} \kappa^{\theta}$ and so $u(t) \leq \kappa+c(T) \kappa^{\theta}, t \in(0, T)$. Now we suppose that $\kappa<c e^{-\frac{1}{2 \theta}}$. Let

$$
C=e c\left(1+\int_{0}^{T} \varrho(s) d s\right), \quad U_{\delta}(t)=\frac{1}{C} \int_{0}^{t} \varrho(s) u(s) d s+\delta, \quad t \in[0, T),
$$

where $\delta$ is a positive constant. By definition of $\theta=\theta(T)$ we have $\int_{0}^{T} \varrho(s) d s<e^{\frac{1}{2 \theta}}$ which together with the bounds $u(t) \leq \kappa+c$ and $\kappa<c e^{-\frac{1}{2 \theta}}$ imply that for sufficiently small $\delta>0$

$$
\begin{equation*}
\delta \leq U_{\delta}(t) \leq 1 / e, t \in[0, T) ; \quad \delta \leq \kappa_{\delta}:=\frac{\kappa}{C} \int_{0}^{T} \varrho(s) d s+\delta \leq e^{-\frac{1}{2 \theta}} . \tag{2.29}
\end{equation*}
$$

Now taking $R=-\log \left(e U_{\delta}(t)\right)$ in (2.27) and noticing that $c e^{-R}=c e U_{\delta}(t) \leq C U_{\delta}(t)$ we obtain

$$
\begin{equation*}
u(t) \leq \kappa+C U_{\delta}(t)\left|\log U_{\delta}(t)\right|, \quad t \in(0, T) . \tag{2.30}
\end{equation*}
$$

Multiplying $\varrho(t) / C$ to both sides of (2.30) and taking integration leads to

$$
U_{\delta}(t) \leq \kappa_{\delta}+\int_{0}^{t} \varrho(s) U_{\delta}(s)\left|\log U_{\delta}(s)\right| d s, \quad t \in[0, T) .
$$

Let

$$
G(U)=\int_{\delta}^{U} \frac{d y}{y|\log y|}=-\log \left(\frac{\log U}{\log \delta}\right), \quad U \in[\delta, 1 / e] .
$$

Then $G^{-1}(V)=\exp \left\{(\log \delta) e^{-V}\right\}, V \in[0, G(1 / e)]$. Since $y \mapsto y|\log y|$ is positive and increasing on $[\delta, 1 / e]$, it follows from the generalized Gronwall inequality (e.g., Bihari's inequality $[\mathrm{B}, \mathrm{B}]$ ) that
$U_{\delta}(t) \leq G^{-1}\left(G\left(\kappa_{\delta}\right)+\int_{0}^{t} \varrho(s) d s\right) \leq G^{-1}\left(G\left(\kappa_{\delta}\right)+\int_{0}^{T} \varrho(s) d s\right)=\left(\kappa_{\delta}\right)^{2 \theta}, \quad t \in[0, T)$.
Here we have checked by the second equation in (2.29) that $G\left(\kappa_{\delta}\right)+\int_{0}^{T} \varrho(s) d s$ lies in the domain $[0, G(1 / e)]$ of $G^{-1}$. Therefore, using (2.30) and the inequality $U|\log U| \leq$ $\sqrt{U}, U \in[0,1]$, we obtain

$$
u(t) \leq \kappa+C \sqrt{U_{\delta}(t)} \leq \kappa+C\left(\kappa_{\delta}\right)^{\theta}, \quad t \in(0, T),
$$

which implies (2.28) by letting $\delta \rightarrow 0^{+}$.
3. Some converse properties of long time limits. Throughout this section and the next couple of sections we will always assume that the collision kernel $B(z, \omega)$ satisfies (1.6), (1.7) with $-2<\gamma \leq 1$. Let $\Phi$ be given by (1.14) or (1.15), or given by (1.16) for $\gamma \leq 0$. Define $\Phi_{0}(x, v)=\Phi(x, v, 0)$ and introduce function spaces:

$$
\begin{aligned}
& \mathcal{B}\left(\Phi_{0}\right)=\left\{f \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right)\left|\|f\|_{\Phi_{0}}:=\sup _{(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}}\right| f(x, v) \mid / \Phi_{0}(x, v)<\infty\right\}, \\
& \mathcal{B}(\Phi)=\left\{f \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)\right) \mid\|f\|_{\Phi}:=\sup _{t \geq 0}\left\|f^{\sharp}(t)\right\|_{\Phi_{0}}<\infty\right\},
\end{aligned}
$$

where $f^{\sharp}(t)=f^{\sharp}(\cdot, \cdot, t)$. Note that since $\Phi(x, v, t) \equiv \Phi_{0}(x-t v, v)$, the norm for $\mathcal{B}(\Phi)$ can also be written

$$
\|f\|_{\Phi}=\sup _{(x, v, t) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)}|f(x, v, t)| / \Phi(x, v, t)
$$

so that both $\left(\mathcal{B}(\Phi),\|\cdot\|_{\Phi}\right)$ and $\left(\mathcal{B}\left(\Phi_{0}\right),\|\cdot\|_{\Phi_{0}}\right)$ are Banach spaces. It is obvious that if $0<\Psi \leq \Phi$ then $\mathcal{B}(\Psi) \subset \mathcal{B}(\Phi)$. Suppose $k>(3+\gamma) / 2$ and let $f \in \mathcal{B}(\Phi)$ be a mild solution of (B). Then Lemma 2.5 ensures that $f$ satisfies (1.10) on whole $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$ and the functions $\int_{0}^{\infty} Q^{ \pm}(f, f)^{\sharp}(x, v, s) d s$, and therefore the function

$$
\begin{equation*}
f_{\infty}(x, v):=f_{0}(x, v)+\int_{0}^{\infty} Q(f, f)^{\sharp}(x, v, s) d s \tag{3.1}
\end{equation*}
$$

are all in $\mathcal{B}\left(\Phi_{0}\right)$, where $f_{0}=\left.f\right|_{t=0}$. From (3.1), $f^{\sharp}$ can be written

$$
\begin{equation*}
f^{\sharp}(x, v, t)=f_{\infty}(x, v)-\int_{t}^{\infty} Q(f, f)^{\sharp}(x, v, s) d s . \tag{3.2}
\end{equation*}
$$

This implies that $f_{\infty}$ is the long time limit of $f^{\sharp}(t)$ in $\mathcal{B}\left(\Phi_{0}\right)$. In fact by Lemma 2.5 we have for a positive constant $C=C\left(B_{0}, \gamma, k, a, b\right)<\infty$ and for $\nu=\min \{\gamma, 0\}$,

$$
\begin{equation*}
\left\|f^{\sharp}(t)-f_{\infty}\right\|_{\Phi_{0}} \leq C\|f\|_{\Phi}^{2}(1+t)^{-(2+\nu)} \rightarrow 0 \quad(t \rightarrow \infty) . \tag{3.3}
\end{equation*}
$$

Theorem 3.1. Assume that $-2<\gamma<1, k>(3+\gamma) / 2$. Let $\Phi$ be given by (1.14) or (1.15), or given by (1.16) for $\gamma \leq 0$, and let $f, g \in \mathcal{B}(\Phi)$ be mild solutions of (B) (their initial data may be different). Then,
(i) There exists $0<C<\infty$ such that

$$
\begin{equation*}
C^{-1}\left\|f_{\infty}-g_{\infty}\right\|_{\Phi_{0}} \leq\left\|f^{\sharp}(t)-g^{\sharp}(t)\right\|_{\Phi_{0}} \leq C\left\|f_{\infty}-g_{\infty}\right\|_{\Phi_{0}} \quad \forall t \geq 0 . \tag{3.4}
\end{equation*}
$$

(ii) If $f_{\infty}(x-t v, v)$ is a local Maxwellian $M(x, v, t)$, then $f(x, v, t) \equiv M(x, v, t)$ on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$. In particular, $f_{0}=M_{0}$.

Proof. (i) From (3.2) and $f f_{*}-g g_{*}=\frac{1}{2}\left[(f+g)\left(f_{*}-g_{*}\right)+\left(f_{*}+g_{*}\right)(f-g)\right]$ we have

$$
\begin{aligned}
& \left|f^{\sharp}(x, v, t)-g^{\sharp}(x, v, t)\right| \\
& \leq\left|f_{\infty}(x, v)-g_{\infty}(x, v)\right|+\|f+g\|_{\Phi} \int_{t}^{\infty} u(s)\left[Q^{+}(\Phi, \Phi)+Q^{-}(\Phi, \Phi)\right]^{\sharp}(x, v, s) d s,
\end{aligned}
$$

where $u(t)=\left\|f^{\sharp}(t)-g^{\sharp}(t)\right\|_{\Phi_{0}}$. Choose $p=2$ for $\gamma \leq 0$ and $p=1 / \gamma$ for $0<\gamma<1$. Let $q=p /(p-1), \eta=(3+\gamma) / 2$. Then by Lemma 2.5 we have

$$
\begin{aligned}
& \int_{t}^{\infty} u(s)\left[Q^{+}(\Phi, \Phi)+Q^{-}(\Phi, \Phi)\right]^{\sharp}(x, v, s) d s \leq\left[\int_{t}^{\infty}[u(s)]^{q}\left(1+s^{2}\right)^{-\eta} d s\right]^{1 / q} \\
& \times\left[\int_{t}^{\infty}\left(1+s^{2}\right)^{\eta(p-1)}\left[\left(Q^{+}(\Phi, \Phi)^{\sharp}+Q^{-}(\Phi, \Phi)^{\sharp}\right)(x, v, s)\right]^{p} d s\right]^{1 / p} \\
& \leq\left[\int_{t}^{\infty}[u(s)]^{q}\left(1+s^{2}\right)^{-\eta} d s\right]^{1 / q}\left(C_{p}^{+}+C_{p}^{-}\right) \Phi_{0}(x, v) .
\end{aligned}
$$

Therefore, for $c=2^{q-1}\left[\left(C_{p}^{+}+C_{p}^{-}\right)\|f+g\|_{\Phi}\right]^{q}$,

$$
[u(t)]^{q} \leq 2^{q-1}\left[\left\|f_{\infty}-g_{\infty}\right\|_{\Phi_{0}}\right]^{q}+c \int_{t}^{\infty}[u(s)]^{q}\left(1+s^{2}\right)^{-\eta} d s, \quad t \geq 0
$$

and so, by the Gronwall inequality,

$$
[u(t)]^{q} \leq 2^{q-1}\left[\left\|f_{\infty}-g_{\infty}\right\|_{\Phi_{0}}\right]^{q} \exp \left\{c \int_{t}^{\infty}\left(1+s^{2}\right)^{-\eta} d s\right\}, \quad t \geq 0 .
$$

This gives the right-hand-side inequality in (3.4) with $C=2^{1 / p} \exp \left\{\frac{c}{q} \int_{0}^{\infty}\left(1+s^{2}\right)^{-\eta} d s\right\}$. Similarly for each $t \geq 0$ starting from

$$
\begin{equation*}
f^{\sharp}(x, v, \tau)=f^{\sharp}(x, v, t)+\int_{t}^{\tau} Q(f, f)^{\sharp}(x, v, s) d s, \quad \tau \geq t \tag{3.5}
\end{equation*}
$$

we obtain $u(\tau) \leq C\left\|f^{\sharp}(t)-g^{\sharp}(t)\right\|_{\Phi_{0}} \forall \tau \geq t$. Applying (3.3) leads to $\lim _{\tau \rightarrow \infty} u(\tau)$ $=\left\|f_{\infty}-g_{\infty}\right\|_{\Phi_{0}}$ and the left-hand-side inequality in (3.4) also holds.
(ii) Suppose that $M(x, v, t):=f_{\infty}(x-t v, v)$ is a local Maxwellian. Then $M^{\sharp}(x, v, t)$ $\equiv f_{\infty}(x, v)$ and $M \in \mathcal{B}(\Phi)$ since $f_{\infty} \in \mathcal{B}\left(\Phi_{0}\right)$. Therefore $M_{\infty}=f_{\infty}$ and so by (3.4) $f \equiv M$ on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$.

The restriction $\gamma<1$ (which excludes only the hard sphere model) will be removed in our next theorem, but the estimates like (3.4) will be given in $L^{1}$-norm for solutions $f, g \in \mathcal{B}(\Phi)$, where $\Phi$ is of type (1.15).

When dealing with the long time behavior of solutions of (B), one naturally considers the (formal) entropy equality (write $f^{\prime}=f\left(x, v^{\prime}, s\right), f_{*}^{\prime}=f\left(x, v_{*}^{\prime}, s\right), f_{*}=$ $\left.f\left(x, v_{*}, s\right)\right)$

$$
\begin{equation*}
H(f)(t)=H\left(f_{0}\right)-\frac{1}{4} \int_{0}^{t} d s \iint_{\mathbf{R}^{9} \times \mathbf{S}^{2}} B\left(v-v_{*}, \omega\right) E\left(f^{\prime} f_{*}^{\prime}, f f_{*}\right) d \omega d v_{*} d x d v, t \geq 0 \tag{3.6}
\end{equation*}
$$

or entropy inequality [D,L 2 ] (i.e., $H(f)(t) \leq$ the right-hand side of $(3.6)$ ), where $E(\cdot, \cdot)$ is defined in Lemma 2.7. Unlike the cases of spatially homogeneous or spatially periodic solutions, our next theorem further shows that even though the entropy equality (3.6) can be rigorously proven for spatial decay solutions (in $\mathcal{B}(\Phi)$ ), this equality does not essentially help to determine what are trends of the solutions (along the particle paths).

Theorem 3.2. Assume that $-2<\gamma \leq 1$. Let $\mu=\max \{\gamma, 0\}$.
(i) Let $f \in \mathcal{B}(\Phi)$ be a mild solution of (B), where $\Phi$ is given by (1.14) with $k>3+\frac{1}{2} \mu$. Then the entropy equality (3.6) holds on $[0, \infty)$.
(ii) Let $\Phi$ be given by (1.15) with $k>3, \beta=\mu$, and let $f, g \in \mathcal{B}(\Phi)$ be mild solutions of (B) (their initial data may be different). Then there exists $0<\theta<1$ and $0<C<\infty$ such that
$\left[C^{-1}\left\|f_{\infty}-g_{\infty}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}\right]^{1 / \theta} \leq\left\|f^{\sharp}(t)-g^{\sharp}(t)\right\|_{L^{1}\left(\mathbf{R}^{6}\right)} \leq C\left[\left\|f_{\infty}-g_{\infty}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}\right]^{\theta} \quad \forall t \geq 0$.
As a consequence, the conclusion in part (ii) of Theorem 3.1 still holds. Moreover, if $k>4$ and if $T_{M}$ is the traveling Maxwellian determined by $f_{0}$ through (1.13), then there exists $0<C<\infty$ such that

$$
\begin{equation*}
\inf _{t \geq 0} H(f)(t)=H\left(f_{\infty}\right) \geq H\left(T_{M}\right)+C \sup _{t \geq 0}\left[\left\|f^{\sharp}(t)-T_{M}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}\right]^{2 / \theta} . \tag{3.8}
\end{equation*}
$$

Proof. (i) Consider $f+\phi^{n}$ where $\phi^{n}=\frac{1}{n} \Phi, n \geq 1$. By $f \in \mathcal{B}(\Phi)$ and $\Phi=$ $P^{-k}$ where $P$ is the polynomial (2.16), one easily obtains the following estimates on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty):$
$\left(f+\phi^{n}\right)\left|\log \left(f+\phi^{n}\right)\right| \leq C \Phi(1+\log P), \quad\left|\log \left(f+\phi^{n}\right)\right| \leq C n(1+\log P) \quad \forall n \geq 1$.

Here and below $C \in(0, \infty)$ are independent of $t, x, v$, and $n$. Since $\phi^{n \sharp}(x, v, t)=$ $\phi_{0}^{n}(x, v)$ are independent of $t$, it follows that

$$
\begin{aligned}
& {\left[\left(f+\phi^{n}\right) \log \left(f+\phi^{n}\right)\right]^{\sharp}(x, v, t)} \\
& =\left[\left(f_{0}+\phi_{0}^{n}\right) \log \left(f_{0}+\phi_{0}^{n}\right)\right](x, v)+\int_{0}^{t}\left[Q(f, f)\left(1+\log \left(f+\phi^{n}\right)\right]^{\sharp}(x, v, s) d s .\right.
\end{aligned}
$$

On the other hand, by Lemma 2.5 and (2.21) we have
$Q^{ \pm}(f, f)(x, v, t) \leq\|f\|_{\Phi}^{2} Q^{ \pm}(\Phi, \Phi)(x, v, t) \leq C\left(1+t^{2}\right)^{-(3+\gamma) / 2} \Phi(x, v, t)[P(x, v, t)]^{\mu / 2}$.
This implies that $Q^{ \pm}(f, f)\left(1+\left|\log \left(f+\phi^{n}\right)\right|\right) \in L^{1}\left(\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)\right)$ since $k>3+\mu / 2$. Thus according to classical derivation we have
$H\left(f+\phi^{n}\right)(t)=H\left(f_{0}+\phi_{0}^{n}\right)-\frac{1}{4} \int_{0}^{t} d s \iint_{\mathbf{R}^{9} \times \mathbf{S}^{2}} B\left(v-v_{*}, \omega\right) E_{n}\left(f^{\prime}, f_{*}^{\prime}, f, f_{*}\right) d \omega d v_{*} d x d v$,
where

$$
E_{n}\left(f^{\prime}, f_{*}^{\prime}, f, f_{*}\right)=\left(f^{\prime} f_{*}^{\prime}-f f_{*}\right) \log \frac{\left(f^{\prime}+\phi^{n \prime}\right)\left(f_{*}^{\prime}+\phi_{*}^{n \prime}\right)}{\left(f+\phi^{n}\right)\left(f_{*}+\phi_{*}^{n}\right)}
$$

Let

$$
\begin{aligned}
& e_{n}^{+}(t)=\frac{1}{4} \int_{0}^{t} d s \iint_{\mathbf{R}^{9} \times \mathbf{S}^{2}} B\left(v-v_{*}, \omega\right)\left[E_{n}\left(f^{\prime}, f_{*}^{\prime}, f, f_{*}\right)\right]^{+} d \omega d v_{*} d x d v, \\
& e_{n}^{-}(t)=\frac{1}{4} \int_{0}^{t} d s \iint_{\mathbf{R}^{9} \times \mathbf{S}^{2}} B\left(v-v_{*}, \omega\right)\left[-E_{n}\left(f^{\prime}, f_{*}^{\prime}, f, f_{*}\right)\right]^{+} d \omega d v_{*} d x d v
\end{aligned}
$$

Then

$$
\begin{equation*}
e_{n}^{+}(t)=H\left(f_{0}+\phi_{0}^{n}\right)-H\left(f+\phi^{n}\right)(t)+e_{n}^{-}(t) . \tag{3.9}
\end{equation*}
$$

By definition of $E(\cdot, \cdot)$ it is easily shown that $\lim _{n \rightarrow \infty}\left[E_{n}\left(f^{\prime}, f_{*}^{\prime}, f, f_{*}\right)\right]^{+}=E\left(f^{\prime} f_{*}^{\prime}, f f_{*}\right)$ in pointwise. Moreover, by Lemma 2.6, we have

$$
\begin{align*}
& {\left[E_{n}\left(f^{\prime}, f_{*}^{\prime}, f, f_{*}\right)\right]^{+} \leq E\left(f^{\prime} f_{*}^{\prime}, f f_{*}\right)+C\left(\Phi^{\prime} \Phi_{*}^{\prime}+\Phi \Phi_{*}\right),}  \tag{3.10}\\
& {\left[-E_{n}\left(f^{\prime}, f_{*}^{\prime}, f, f_{*}\right)\right]^{+} \leq \frac{C}{n}\left(\Phi^{\prime} \Phi_{*}^{\prime}+\Phi \Phi_{*}\right)}
\end{align*}
$$

so that

$$
e_{n}^{-}(t) \leq \frac{C}{n} \int_{0}^{t} d s \iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}} Q^{-}(\Phi, \Phi)(x, v, s) d x d v \rightarrow 0 \quad(n \rightarrow \infty) .
$$

Thus, by (3.9), Fatou's lemma, and the dominated convergence theorem we obtain $\forall t \geq 0$

$$
\frac{1}{4} \int_{0}^{t} d s \iint_{\mathbf{R}^{9} \times \mathbf{S}^{2}} B\left(v-v_{*}, \omega\right) E\left(f^{\prime} f_{*}^{\prime}, f f_{*}\right) d \omega d v_{*} d x d v \leq H\left(f_{0}\right)-H(f)(t)<\infty
$$

This integrability together with (3.10) and the dominated convergence theorem for (3.9) then implies the entropy equality (3.6).
(ii) The proof for (3.7) relies on Lemma 2.8. Let

$$
u(t)=\left\|f^{\sharp}(t)-g^{\sharp}(t)\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}\left(=\|f(\cdot, \cdot, t)-g(\cdot, \cdot, t)\|_{L^{1}\left(\mathbf{R}^{6}\right)}\right) .
$$

From (3.2) and the basic fact (see (1.4), (1.5)) that $\left(v, v_{*}\right) \mapsto\left(v^{\prime}, v_{*}^{\prime}\right)$ is an orthogonal transform (for each fixed $\omega \in \mathbf{S}^{2}$ ) and $\left|v^{\prime}-v_{*}^{\prime}\right|=\left|v-v_{*}\right|,\left|\left\langle v^{\prime}-v_{*}^{\prime}, \omega\right\rangle\right|=\left|\left\langle v-v_{*}, \omega\right\rangle\right|$ and $B\left(v-v_{*}, \omega\right)$ depends only on $\left|v-v_{*}\right|$ and $\left|\left\langle v-v_{*}, \omega\right\rangle\right|$, we have

$$
\begin{aligned}
u(t) & \leq\left\|f_{\infty}-g_{\infty}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}+\int_{t}^{\infty} d s \iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}}|Q(f, f)-Q(g, g)| d x d v \\
& \leq\left\|f_{\infty}-g_{\infty}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}+2 \int_{t}^{\infty} d s \iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}}|f-g| L(f+g) d x d v
\end{aligned}
$$

Therefore by $L(f+g) \leq\|f+g\|_{\Phi} L(\Phi)$, Lemma 2.5, and (2.22) we obtain with $\nu=\min \{\gamma, 0\}$
$(3.11) u(t) \leq\left\|f_{\infty}-g_{\infty}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}$

$$
+C_{1} \int_{t}^{\infty}\left(1+s^{2}\right)^{-(3+\nu) / 2} \iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}}|f-g|\left(1+\left|v-v_{0}\right|^{\mu}\right) d x d v d s
$$

Here and below $C_{1}, C_{2}, \ldots$ are positive and finite constants depending only on the constants $B_{0}, \gamma, k, a, b, \alpha$ and on the norm $\|f+g\|_{\Phi}$. Using the inequality

$$
1+\left|v-v_{0}\right|^{\mu} \leq\left(1+\frac{1}{\alpha}\right) R+\left(1+\frac{1}{\alpha}\right) e^{\alpha\left|v-v_{0}\right|^{\mu}-R} \quad \forall R \geq 0
$$

and recalling that $\Phi(x, v, s)=(P(x, v, s))^{-k} e^{-\alpha\left|v-v_{0}\right|^{\mu}}$ which implies

$$
\begin{aligned}
& \int_{0}^{\infty}\left(1+s^{2}\right)^{-(3+\nu) / 2} \iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}}|f-g| e^{\alpha\left|v-v_{0}\right|^{\mu}} d x d v d s \\
& \leq\|f-g\|_{\Phi} \int_{0}^{\infty}\left(1+s^{2}\right)^{-(3+\nu) / 2} d s \iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}}(P(x, v, 0))^{-k} d x d v<\infty
\end{aligned}
$$

we obtain by (3.11) $\forall R \geq 0$

$$
u(t) \leq\left\|f_{\infty}-g_{\infty}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}+R \int_{t}^{\infty} \varrho(s) u(s) d s+C_{3} e^{-R}, \quad t \in[0, \infty)
$$

where $\varrho(s)=C_{2}\left(1+s^{2}\right)^{-(3+\nu) / 2}\left(\in L^{1}[0, \infty)\right)$. It is easily seen that $u$ is bounded and continuous on $[0, \infty)$. Then Lemma 2.8 ensures that with the number $\theta=$ $\frac{1}{2} \exp \left\{-\int_{0}^{\infty} \varrho(s) d s\right\}$,

$$
u(t) \leq C\left[\left\|f_{\infty}-g_{\infty}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}\right]^{\theta}, \quad t \in[0, \infty)
$$

In the same way, starting from (3.5) we also obtain $\forall t \geq 0, \forall R \geq 0$,

$$
u(\tau+t) \leq u(t)+R \int_{0}^{\tau} \varrho(s) u(s+t) d s+C_{3} e^{-R}, \quad \tau \in[0, \infty)
$$

since $\varrho(s+t) \leq \varrho(s)$. Therefore by Lemma 2.8 we have (with the same $\theta) u(\tau+t) \leq$ $C[u(t)]^{\theta} \forall \tau \geq 0$. Letting $\tau \rightarrow \infty$ then leads to (by Fatou's lemma)

$$
\left\|f_{\infty}-g_{\infty}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)} \leq C[u(t)]^{\theta}, \quad t \in[0, \infty)
$$

These two estimates of $u(t)$ give (3.7). Finally we prove (3.8). We may suppose that $\left\|f_{0}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}>0$. For otherwise, $f_{0}(x, v) \equiv 0$ and so applying (3.7) (take $g \equiv 0$ and then choose $t=0, \ldots$ ) we get $f \equiv 0$ and (3.8) is trivial. Now let $\varphi(x, v)=$ $c_{2}\left|x-\bar{x}_{0}\right|^{2}+c_{3}\left|v-\bar{v}_{0}\right|^{2}$ be such that $T_{M}(x, v)=c_{1} \exp (-\varphi(x, v))$ is the traveling Maxwellian determined by $f_{0}$ through the moment condition (1.13). Since $f \in \mathcal{B}(\Phi)$, it is easily shown from Lemma 2.5 and (2.21) that $Q^{ \pm}(f, f)^{\sharp}(x, v, t)\left(1+|x|^{2}+|v|^{2}\right) \in$ $L^{1}\left(\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)\right)$. Thus the classical derivation shows that all moments in (1.13) are conserved by $f^{\sharp}(\cdot, \cdot, t)$. Therefore using dominated convergence we have

$$
\iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}} f_{\infty}(x, v)\{1, \varphi(x, v)\} d x d v=\iint_{\mathbf{R}^{3} \times \mathbf{R}^{3}} T_{M}(x, v)\{1, \varphi(x, v)\} d x d v
$$

and so by Csiszar-Kullback inequality (2.26) we obtain

$$
\begin{equation*}
H\left(f_{\infty}\right) \geq H\left(T_{M}\right)+\left[2\left\|f_{0}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}\right]^{-1}\left[\left\|f_{\infty}-T_{M}\right\|_{L^{1}\left(\mathbf{R}^{6}\right)}\right]^{2} \tag{3.12}
\end{equation*}
$$

Because all the coefficients $c_{i}(i=1,2,3)$ are positive and $\mu \leq 1$, the solution $T_{M}(x-$ $t v, v)$ is in $\mathcal{B}(\Phi)$. If we choose $g(x, v, t)=T_{M}(x-t v, v)$, then $g^{\sharp}(t) \equiv g_{\infty}=T_{M}$ and so (3.12) and the inequality in the right-hand side of (3.7) imply the inequality in (3.8). The equality in (3.8) is due to the monotonicity of $H(f)(t)\left(=H\left(f^{\sharp}\right)(t)\right)$ and $\lim _{t \rightarrow \infty} H(f)(t)=H\left(f_{\infty}\right)$ which follows from $f^{\sharp}(t)\left|\log f^{\sharp}(t)\right| \leq C \Phi_{0}\left(1+\left|\log \Phi_{0}\right|\right)$ and dominated convergence.

Remarks. 1. In Theorems 3.1 and 3.2, we do not assume the solutions are small in the norm $\|\cdot\|_{\Phi}$ of $\mathcal{B}(\Phi)$, and for the entropy equality (3.6) we also do not assume the solutions are positive everywhere.
2. The right-hand-side estimates in (3.4) and (3.7) may also be viewed as the uniqueness of a "final" value problem of (B) (existence results for this problem will be given in the next section). The proofs for this uniqueness are different from those of the uniqueness of the initial value problem; see $[\mathrm{L} 2],[\mathrm{Lu}]$, where the two solutions $f, g$ need not be both strong (say bounded or spatial decay) solutions. This difference is essentially due to the irreversibility of the time evolution of (B), i.e., due to the different collision order $Q^{+}-Q^{-}$and $Q^{-}-Q^{+}$.
4. Two kinds of existence results. In this section the existence of the solutions in Theorems 3.1 and 3.2 will be proven for the initial value problem and for the "final" value problem, respectively. Throughout this section, the collision kernel is assumed to satisfy the same conditions in section 3 ; i.e., $B(z, \omega)$ satisfies (1.6), (1.7) with $-2<\gamma \leq 1$, and the functions $\Phi$ are given by (1.14) or (1.15), or given by (1.16) for $\gamma \leq 0$, with their constants $k>(3+\gamma) / 2, a>0, b>0$, etc. For the initial value problem, we consider the following "interim" equation of nonnegative functions $f$ :

$$
\begin{equation*}
f^{\sharp}(x, v, t)=f_{0}(x, v)+\int_{0}^{t} Q(f \wedge \phi, f \wedge \phi)^{\sharp}(x, v, s) d s \quad \text { on } \quad \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty), \tag{4.1}
\end{equation*}
$$

where $f_{0} \in \mathcal{B}\left(\Phi_{0}\right), \phi \in \mathcal{B}(\Phi)$ are nonnegative, and

$$
(f \wedge \phi)(x, v, t)=\min \{f(x, v, t), \phi(x, v, t)\}
$$

In the following, the positive constants $D^{ \pm}=D^{ \pm}\left(B_{0}, \gamma, k\right)$ appeared in Lemma 2.5, and (2.19) will be used.

THEOREM 4.1. (i) If $\gamma<1$, then for any $0 \leq f_{0} \in \mathcal{B}\left(\Phi_{0}\right)$ and any $0 \leq \phi \in \mathcal{B}(\Phi)$, (4.1) has a unique nonnegative global solution $f \in \mathcal{B}(\Phi)$. Furthermore, if

$$
\begin{equation*}
\left\|f_{0}\right\|_{\Phi_{0}} \leq\left(4 D^{+} a b^{2+\gamma}\right)^{-1} \tag{4.2}
\end{equation*}
$$

then for any $\phi \in \mathcal{B}(\Phi)$ satisfying $\phi \geq 2\left\|f_{0}\right\|_{\Phi_{0}} \Phi$, the corresponding solution $f$ is the unique mild solution of $(\mathrm{B})$ in $\mathcal{B}(\Phi)$ and satisfies $\|f\|_{\Phi} \leq 2\left\|f_{0}\right\|_{\Phi_{0}}$.
(ii) If $\gamma=1$ and $0 \leq f_{0} \in \mathcal{B}\left(\Phi_{0}\right)$ satisfying

$$
\begin{equation*}
\left\|f_{0}\right\|_{\Phi_{0}} \leq\left(a b^{3}\right)^{-1} d\left(1-d D^{+}\right), \quad 0<d<\left[2\left(D^{+}+D^{-}\right)\right]^{-1}, \tag{4.3}
\end{equation*}
$$

then (B) has a mild solution $f \in \mathcal{B}(\Phi)$ satisfying $\|f\|_{\Phi} \leq 2\left\|f_{0}\right\|_{\Phi_{0}}$.
Proof. Consider the operator $K_{\phi}$ given by

$$
K_{\phi}(f)(x, v, t)=f_{0}(x-t v, v)+\int_{0}^{t} Q(|f| \wedge \phi,|f| \wedge \phi)^{\sharp}(x-t v, v, s) d s .
$$

By Lemma 2.5 part (iv), $K_{\phi}$ maps $C\left(\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)\right)$ into $\mathcal{B}(\Phi)$. We first prove that if $f \in \mathcal{B}(\Phi)$ is a fixed point of $K_{\phi}$, then $f \geq 0$ on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$ and so $f$ is a global nonnegative solution of (4.1). In addition we have

$$
\begin{equation*}
f^{\sharp}(x, v, t) \leq\left(\left\|f_{0}\right\|_{\Phi_{0}}+\|\phi\|_{\Phi}^{2} D^{+} a b^{2+\gamma}\right) \Phi_{0}(x, v) \quad \text { on } \quad \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty) . \tag{4.4}
\end{equation*}
$$

The estimate (4.4) follows easily from $f=K_{\phi}(f)$, Lemma 2.5, and (2.19). Let $\chi(y)=\chi_{[0, \infty)}(y)$ be the characteristic function of $[0, \infty)$. Then, since $f_{0} \geq 0$, we have $\forall(x, v) \in \mathbf{R}^{3} \times \mathbf{R}^{3}$

$$
\begin{gathered}
\left(-f^{\sharp}(x, v, t)\right)^{+}=\int_{0}^{t}\left[-Q(|f| \wedge \phi,|f| \wedge \phi)^{\sharp}(x, v, s)\right] \chi\left(-f^{\sharp}(x, v, s)\right) d s \\
\leq \int_{0}^{t} Q^{-}(|f| \wedge \phi,|f| \wedge \phi)^{\sharp}(x, v, s) \chi\left(-f^{\sharp}(x, v, s)\right) d s \\
=\int_{0}^{t}(|f| \wedge \phi)^{\sharp}(x, v, s) \chi\left(-f^{\sharp}(x, v, s)\right) L(|f| \wedge \phi)^{\sharp}(x, v, s) d s \\
\leq\|\phi\|_{\Phi} \int_{0}^{t}\left(-f^{\sharp}(x, v, s)\right)^{+} L(\Phi)^{\sharp}(x, v, s) d s, \quad t \in[0, \infty) .
\end{gathered}
$$

Since $L(\Phi)^{\sharp}(x, v, s)$ is bounded with respect to $s$ (see (2.22)), it follows from the Gronwall inequality that $\left(-f^{\sharp}(x, v, t)\right)^{+} \equiv 0$, i.e., $f \geq 0$ on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$.
(i) $\gamma<1$. For any $\tau>0$, define

$$
\mathcal{B}(\Phi, \tau)=\left\{f \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)\right) \mid\|f\|_{\Phi, \tau}:=\sup _{t \geq 0} e^{-\tau t}\left\|f^{\sharp}(t)\right\|_{\Phi_{0}}<\infty\right\} .
$$

Then $\mathcal{B}(\Phi, \tau)$ is a Banach space with the norm $\|f\|_{\Phi, \tau}$. Choose $p=2$ for $\gamma \leq 0$ and $p=1 / \gamma$ for $0<\gamma<1$, and let $q=p /(p-1)$. Then for any $f, g \in \mathcal{B}(\Phi, \tau)$ we have, by $||f| \wedge \phi-|g| \wedge \phi| \leq|f-g|$, Lemma 2.5 and (2.18),

$$
\begin{gathered}
\left|K_{\phi}(f)^{\sharp}(x, v, t)-K_{\phi}(g)^{\sharp}(x, v, t)\right| \\
\leq \int_{0}^{t}\left|Q(|f| \wedge \phi,|f| \wedge \phi)^{\sharp}-Q(|g| \wedge \phi,|g| \wedge \phi)^{\sharp}\right|(x, v, s) d s \\
\leq 2\|\phi\|_{\Phi}\|f-g\|_{\Phi, \tau} \int_{0}^{t} e^{\tau s}\left[Q^{+}(\Phi, \Phi)^{\sharp}+Q^{-}(\Phi, \Phi)^{\sharp}\right](x, v, s) d s \\
\leq 2\|\phi\|_{\Phi}\|f-g\|_{\Phi, \tau} \frac{e^{\tau t}}{(q \tau)^{1 / q}}\left(C_{p}^{+}+C_{p}^{-}\right) \Phi_{0}(x, v), \quad(x, v, t) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty) .
\end{gathered}
$$

This implies

$$
\left\|K_{\phi}(f)-K_{\phi}(g)\right\|_{\Phi, \tau} \leq \frac{2\|\phi\|_{\Phi}\left(C_{p}^{+}+C_{p}^{-}\right)}{(q \tau)^{1 / q}}\|f-g\|_{\Phi, \tau} .
$$

Let $\tau>0$ be sufficiently large such that $K_{\phi}: \mathcal{B}(\Phi, \tau) \rightarrow \mathcal{B}(\Phi) \subset \mathcal{B}(\Phi, \tau)$ is contractive. Then $K_{\phi}$ has a unique fixed point $f \in \mathcal{B}(\Phi)$, which is therefore the unique nonnegative continuous global solution of (4.1). Now suppose that $f_{0}$ satisfies the condition (4.2). Let $0 \leq f \in \mathcal{B}(\Phi)$ be the solution of (4.1) corresponding to a "minimum" function $\phi=\phi:=2\left\|f_{0}\right\|_{\Phi_{0}} \Phi$. Then by (4.4) we have $\forall(x, v, t) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$

$$
\begin{aligned}
& f^{\sharp}(x, v, t) \leq\left(\left\|f_{0}\right\|_{\Phi_{0}}+4\left\|f_{0}\right\|_{\Phi_{0}}^{2} D^{+} a b^{2+\gamma}\right) \Phi_{0}(x, v) \\
\leq & 2\left\|f_{0}\right\|_{\Phi_{0}} \Phi_{0}(x, v)=\underline{\phi}^{\sharp}(x, v, t) .
\end{aligned}
$$

Therefore $f \leq \phi$ and so $f$ is a mild solution of (B). The remainder of the conclusion of part (i) follows easily from the uniqueness of solutions of (4.1).
(ii) $\gamma=1$. Suppose $f_{0}$ satisfies (4.3). Choose $\lambda \in[0, d]$ such that

$$
\begin{equation*}
\left(a b^{3}\right)^{-1} \lambda\left(1-\lambda D^{+}\right)=\left\|f_{0}\right\|_{\Phi_{0}} \tag{4.5}
\end{equation*}
$$

Let $\phi=\left(a b^{3}\right)^{-1} \lambda \Phi$. For any $f, g \in \mathcal{B}(\Phi)$ we have, as above (using Lemma 2.5 and (2.19)),

$$
\left\|K_{\phi}(f)-K_{\phi}(g)\right\|_{\Phi} \leq 2 \lambda\left(D^{+}+D^{-}\right)\|f-g\|_{\Phi} .
$$

Because $2 \lambda\left(D^{+}+D^{-}\right)<1, K_{\phi}$ has a unique fixed point $f \in \mathcal{B}(\Phi)$, and $f \geq 0$. Since $\|\phi\|_{\Phi}=\left(a b^{3}\right)^{-1} \lambda$, applying (4.4), (4.5) we obtain $f \leq \phi$. Thus $f$ is a mild solution of (B) and, by (4.5), $\|f\|_{\Phi} \leq\left(a b^{3}\right)^{-1} \lambda \leq 2\left\|f_{0}\right\|_{\Phi_{0}}$.

Theorem 4.2. For any $F \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right)$ satisfying for $0<d<\left[2\left(D^{+}+D^{-}\right)\right]^{-1}$,

$$
\begin{equation*}
\left(a b^{2+\gamma}\right)^{-1} d^{2} D^{+} \Phi_{0} \leq F \leq\left(a b^{2+\gamma}\right)^{-1} d\left(1-d D^{-}\right) \Phi_{0} \quad \text { on } \quad \mathbf{R}^{3} \times \mathbf{R}^{3} \tag{4.6}
\end{equation*}
$$

there exists a mild solution $f \in \mathcal{B}(\Phi)$ of $(\mathrm{B})$ such that $f_{\infty}=F$.
Moreover, if $\gamma<1$, or $\gamma=1$ and $\Phi$ is given by (1.15) with $k>3$ and $\beta=1$, then the solution $f$ is unique in $\mathcal{B}(\Phi)$.

Proof. Similar to the existence proof of the initial value problem, in this case we consider the operator $\widetilde{K}_{\phi}$ :

$$
\begin{equation*}
\widetilde{K}_{\phi}(f)(x, v, t)=F(x-t v, v)-\int_{t}^{\infty} Q(|f| \wedge \phi,|f| \wedge \phi)^{\sharp}(x-t v, v, s) d s \tag{4.7}
\end{equation*}
$$

Let $F \in C\left(\mathbf{R}^{3} \times \mathbf{R}^{3}\right)$ satisfy (4.6) and let $\phi=\left(a b^{2+\gamma}\right)^{-1} d \Phi$. Then, by Lemma 2.5, $\widetilde{K}_{\phi}$ maps $\mathcal{B}(\Phi)$ into $\mathcal{B}(\Phi)$, and as the proof of Theorem 4.1 part (ii) we have

$$
\left\|\widetilde{K}_{\phi}(f)-\widetilde{K}_{\phi}(g)\right\|_{\Phi} \leq 2 d\left(D^{+}+D^{-}\right)\|f-g\|_{\Phi} \quad \forall f, g \in \mathcal{B}(\Phi) .
$$

Since $2 d\left(D^{+}+D^{-}\right)<1, \widetilde{K}_{\phi}$ has a unique fixed point $f \in \mathcal{B}(\Phi)$. From this and condition (4.6) we have $\forall(x, v, t) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$,

$$
\begin{gathered}
f^{\sharp}(x, v, t) \geq F(x, v)-\left(a b^{2+\gamma}\right)^{-1} d^{2} D^{+} \Phi_{0}(x, v) \geq 0, \\
f^{\sharp}(x, v, t) \leq\left(a b^{2+\gamma}\right)^{-1} d\left(1-d D^{-}\right) \Phi_{0}(x, v)+\left(a b^{2+\gamma}\right)^{-1} d^{2} D^{-} \Phi_{0}(x, v)=\phi^{\sharp}(x, v, t) .
\end{gathered}
$$

Therefore

$$
\begin{equation*}
f^{\sharp}(x, v, t)=F(x, v)-\int_{t}^{\infty} Q(f, f)^{\sharp}(x, v, s) d s \quad \text { on } \quad \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty) \tag{4.8}
\end{equation*}
$$

and so $f$ is a mild solution of (B) and satisfies $f_{\infty}=F$ by (3.2) and (3.3). The uniqueness of $f$ in $\mathcal{B}(\Phi)$ follows from Theorems 3.1 and 3.2.

Remarks. 1. It is easy to show that the class of solutions of Eq.(B) obtained in Theorem 4.1 contains such a subclass of solutions that for $0 \leq \gamma \leq 1$ the total number of particles is always infinity and for $-2<\gamma<0$ the local numbers of particles are always infinity! To see for instance the second case (soft potentials), we use the exponential multiplier form (1.11) to the solutions $f$ and use the estimate (2.19) in Lemma 2.5 for $L(\Phi)^{\sharp}=Q^{-}(\Phi, \Phi)^{\sharp} / \Phi_{0}$. Then we obtain $f(x, v, t) \geq c f_{0}(x-t v, v)$ on $\mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty)$ where $c=\exp \left(-\|f\|_{\Phi} D^{-} a b^{2+\gamma}\right)>0$. This implies that if $\Phi$ is given by (1.14) or (1.16) with $3 / 2 \geq k>(3+\gamma) / 2$ and if for a small constant $\varepsilon>0$, the initial data $f_{0}$ (in Theorem 4.1) satisfy $f_{0} \geq \varepsilon \Phi_{0}$, then $\int_{\mathbf{R}^{3}} f(x, v, t) d v \equiv \infty,(x, t) \in$ $\mathbf{R}^{3} \times[0, \infty)$.

For the initial data with infinite total number of particles, as one of their recent results, Mischler and Perthame proved that (see [M,P, Theorem 3.2 for $N=3$ ]) if for $q \in(3 / 2, \infty]$ the function $A(z)=\int_{\mathbf{S}^{2}} B(z, \omega) d \omega$ belongs to $L^{q}\left(\mathbf{R}^{3}\right)$ and if the initial data $f_{0}$ (which need not to be continuous) satisfy $0 \leq f_{0}(x, v) \leq \frac{C_{0}}{6} \exp \left(-\frac{1}{2} \left\lvert\, \frac{x-x_{0}}{a}-\right.\right.$ $\left.\frac{v-v_{0}}{b}\right|^{2}$ ) with $a>0, b>0$ satisfying $C_{0} a b^{\frac{3}{p}-1}<\frac{3-p}{p\|A\|_{L^{q}\left(\mathbf{R}^{3}\right)}}\left(\frac{p}{2 \pi}\right)^{\frac{3}{2 p}}, \frac{1}{p}+\frac{1}{q}=1$, then there exist distributional solutions $f \in L^{\infty}\left(\mathbf{R}^{3} \times \mathbf{R}^{3} \times(0, \infty)\right)$ of (B) such that $0 \leq f(x, v, t) \leq \frac{C(t)}{6} \exp \left(-\frac{1}{2}\left|\frac{x-t v-x_{0}}{a}-\frac{v-v_{0}}{b}\right|^{2}\right)$, where $C(t)$ is bounded on $[0, \infty)$. Comparing this result with our Theorem 3 part (i) (for $-2<\gamma \leq 0$ and for $\Phi$ given by (1.16)) one sees that the above condition $A \in L^{q}\left(\mathbf{R}^{3}\right)$ is too restrictive, and the class of initial data given above is relatively small. However, this was the first global existence result which does not require the initial data decay to zero uniformly in both variables $x$ and $v$. And our function (1.16), $\Phi_{0}(x, v)=\left(1+\left|\frac{x-x_{0}}{a}-\frac{v-v_{0}}{b}\right|^{2}\right)^{-k}$, is referred to this version.
2. In Theorem 4.2, the lower bounds given for $F$ seems too large; it is used only to guarantee the nonnegativity of the solution of the final value problem. A simple example shows that (applying the exponential multiplier form (1.11)) this lower bound cannot be replaced by 0 . But we do not know whether this lower bound can be replaced by a small one, for instance, by a traveling Maxwellian $c_{1} \exp \left(-c_{2}\left|x-x_{0}\right|^{2}-c_{3}\left|v-v_{0}\right|^{2}\right)$.
3. For soft potentials and the Maxwell model (i.e., $-2<\gamma \leq 0$ ), a special case of Theorem 4.2 is that the final data $F(x, v)$ is only a function of velocity variable: $F(x, v)=h_{1}\left(v-\frac{1}{T}\left(x-x_{0}\right)\right), \quad(T>0)$. In this case, Theorem 4.2 implies the existence of nonnegative solutions of the future value problem of the spatially homogeneous Boltzmann equation

$$
\begin{equation*}
\frac{\partial}{\partial t} h(v, t)=Q(h, h)(v, t), \quad(v, t) \in \mathbf{R}^{3} \times\left[0, t_{1}\right] ; \quad h\left(v, t_{1}\right)=h_{1}(v), \quad v \in \mathbf{R}^{3} \tag{4.9}
\end{equation*}
$$

for certain future data $h_{1}>0$ and for a small $t_{1}>0$, and the corresponding solution $f$ obtained in Theorem 4.2 must be a Nikol'skii's solution (see [N], [T,M, p. 291], or $[\mathrm{Ce}],[\mathrm{Ko}])$. That is, $f$ can be written

$$
\begin{equation*}
f(x, v, t)=h\left(v-\frac{1}{T}\left(x-t v-x_{0}\right), Z(t)\right), \quad(x, v, t) \in \mathbf{R}^{3} \times \mathbf{R}^{3} \times[0, \infty) \tag{4.10}
\end{equation*}
$$

where $h$ is a spatially homogeneous solution on $\mathbf{R}^{3} \times\left[0, t_{1}\right]$ with $t_{1}=\frac{T}{2+\gamma}$, and

$$
\begin{equation*}
Z(t)=\frac{T}{2+\gamma}\left[1-\left(1+\frac{t}{T}\right)^{-2-\gamma}\right], \quad t \in[0, \infty) \tag{4.11}
\end{equation*}
$$

To clarify this, let $0<T<\left[2\left(D^{+}+D^{-}\right)\right]^{-1}$ and let $\Phi$ be given by (1.16) with $a=T b$, i.e., $\Phi(x, v, t)=\widetilde{\Phi}_{0}\left(v-\frac{1}{T}\left(x-t v-x_{0}\right)\right)$, where

$$
\widetilde{\Phi}_{0}(v)=\left(1+\left|\frac{v-v_{0}}{b}\right|^{2}\right)^{-k}, \quad k>(3+\gamma) / 2, \quad b>0
$$

Suppose that $h_{1} \in C\left(\mathbf{R}^{3}\right)$ satisfy

$$
T\left(b^{3+\gamma}\right)^{-1} D^{+} \widetilde{\Phi}_{0}(v) \leq h_{1}(v) \leq\left(b^{3+\gamma}\right)^{-1}\left(1-T D^{-}\right) \widetilde{\Phi}_{0}(v), \quad v \in \mathbf{R}^{3}
$$

Let $f \in \mathcal{B}(\Phi)$ be the unique mild solution of $(\mathrm{B})$ obtained in the proof of Theorem 4.2 $(d=T)$ corresponding to $f_{\infty}(x, v)=F(x, v)=h_{1}\left(v-\frac{1}{T}\left(x-x_{0}\right)\right)$. By the special form of the final data, we assert first that $f(x, v, t)$ is a function of $\left(v-\frac{1}{T}\left(x-t v-x_{0}\right), t\right)$ only. In fact, for any nonnegative function $\widetilde{g} \in C\left(\mathbf{R}^{3} \times[0, \infty)\right)$, let $g(x, v, t)=$ $\widetilde{g}\left(v-\frac{1}{T}\left(x-t v-x_{0}\right), t\right)$, then by translation and dilation transforms of velocity variables in collision integrals we have $\forall t \in[0, \infty)$
(4.12) $\int_{t}^{\infty} Q^{ \pm}(g, g)^{\sharp}(x, v, s) d s=\int_{t}^{\infty}\left(1+\frac{s}{T}\right)^{-3-\gamma} Q^{ \pm}(\widetilde{g}, \widetilde{g})\left(v-\frac{1}{T}\left(x-x_{0}\right), s\right) d s$.

Thus the operator $\widetilde{K}_{\phi}$ given by (4) with $F(x-t v, v)=h_{1}\left(v-\frac{1}{T}\left(x-t v-x_{0}\right)\right)$ and $\phi(x, v, t)=\left(b^{3+\gamma}\right)^{-1} \widetilde{\Phi}_{0}\left(v-\frac{1}{T}\left(x-t v-x_{0}\right)\right)$ maps the functions of $\left(v-\frac{1}{T}\left(x-t v-x_{0}\right), t\right)$ into the same kind of functions. Since $\widetilde{K}_{\phi}$ is contractive and the solution $f$ is the fixed point of $\widetilde{K}_{\phi}$, this proves the above assertion. Next, write $f(x, v, t)=\widetilde{f}\left(v-\frac{1}{T}(x-\right.$ $\left.\left.t v-x_{0}\right), t\right)$. Then $f^{\sharp}(x, v, t)=\widetilde{f}\left(v-\frac{1}{T}\left(x-x_{0}\right), t\right)$. Take $x=x_{0}$ and replace $t$ by the inverse function of $Z(t)$ :

$$
Z^{-1}(t)=T\left[\left(1-\frac{2+\gamma}{T} t\right)^{-1 /(2+\gamma)}-1\right], \quad t \in\left[0, t_{1}\right), \quad t_{1}=T /(2+\gamma)
$$

Then by (4.8), (4.12), and change of integral variable $s$ we obtain

$$
\widetilde{f}\left(v, Z^{-1}(t)\right)=h_{1}(v)-\int_{t}^{t_{1}} Q(\tilde{f}, \tilde{f})\left(v, Z^{-1}(s)\right) d s, \quad t \in\left[0, t_{1}\right)
$$

Moreover, since $f \in \mathcal{B}(\Phi)$, it follows that

$$
0 \leq \widetilde{f}\left(v, Z^{-1}(t)\right) \leq C \widetilde{\Phi}_{0}(v), \quad \lim _{t \rightarrow t_{1}^{-}} \tilde{f}\left(v, Z^{-1}(t)\right)=h_{1}(v) \quad \forall v \in \mathbf{R}^{3}
$$

Therefore, the function $h(v, t)=\widetilde{f}\left(v, Z^{-1}(t)\right), t \in\left[0, t_{1}\right) ; h\left(v, t_{1}\right)=h_{1}(v)$, is a classical solution of (4.9), and conversely, $f$ is a Nikol'skii's solution (4.10), (4.11).
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#### Abstract

The resonances of the Laplacian on perturbations of half-spaces of dimensions greater than or equal to two, with either Dirichlet or Neumann boundary conditions, are studied. An upper bound for the resonance counting function is proven. If the domain has an elliptic, nondegenerate, nonglancing periodic billiard trajectory, it is shown that there exists a sequence of resonances that converge to the real axis.
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1. Introduction. The resonances of the Laplace operator on unbounded manifolds has been the object of considerable study both for exterior domains and for hyperbolic manifolds (see [21] for survey). Less well understood are the resonances for the Laplacian on domains whose boundary extends to infinity.

In this article we study the resonances associated with the Laplacian on compact perturbations of the half-space

$$
H_{+}^{n}=\left\{\left(x_{1}, \bar{x}\right) \in \mathbf{R} \times \mathbf{R}^{n-1}, x_{1}>0\right\}
$$

Here we assume $n \geq 2$.
Denote the Laplacian by

$$
\Delta=-\frac{\partial^{2}}{\partial x_{1}^{2}}-\cdots-\frac{\partial^{2}}{\partial x_{n}^{2}}
$$

In what follows we will assume either Dirichlet or Neumann boundary conditions.
Let $\Omega$ be a connected domain in $\mathbf{R}^{n}$. Although weaker hypotheses are possible, we assume that the boundary of $\Omega$ is a finite, disjoint union of smooth, simple curves and that there exists a positive constant $M$ such that

$$
\Omega \cap\{|x|>M\}=H_{+}^{n} \cap\{|x|>M\} .
$$

Then by standard methods, for either of the boundary conditions above, the Laplacian can be defined as a self-adjoint operator whose spectrum is given by $\sigma(\Delta)=$ $\sigma_{a c}(\Delta)=[0, \infty)$.

Theorem 1. Let $\chi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, and denote its restriction to $\Omega$ again by $\chi$. Then the mapping from $\{\Im(k)>0\}$ to $\mathcal{L}\left(L^{2}(\Omega)\right)$ given by

$$
k \rightarrow \chi\left(\Delta-k^{2}\right)^{-1} \chi
$$

[^60]extends to a meromorphic function in $\mathbf{C}$ for odd dimensions and to a meromorphic function in $\Lambda$ (the logarithmic plane) in even dimensions.

Theorem 1 is a simple adaptation of the analogous result in [12], where "blackbox" perturbations of $\mathbf{R}^{n}$ are studied. We remark that the methods of this paper also apply to black-box perturbations of half-space.

We define the resonances of $\Delta$ as the poles of $\chi\left(\Delta-k^{2}\right)^{-1} \chi$ and we define the multiplicity of a resonance $k_{j}$ as the dimension of the image of the projection

$$
\frac{i}{\pi} \int_{\gamma} \chi\left(\Delta-s^{2}\right)^{-1} \chi s d s
$$

with $\gamma$ a sufficiently small loop around $k_{j}$. Let $\left\{k_{j}\right\}_{j \in \mathbf{N}}$ be the list of resonances including multiplicities.

We then prove an upper bound on the number of resonances. Define

$$
N(r)=\#\left\{k_{j},\left|k_{j}\right|<r\right\}
$$

For even dimensions, it is more convenient to define

$$
N(r, \alpha, \epsilon)=\#\left\{k_{j}, \epsilon<\left|k_{j}\right|<r,\left|\arg \left(k_{j}\right)\right|<\alpha\right\}
$$

ThEOREM 2. For $n \geq 3$ odd, there exists a constant $C>0$ such that

$$
N(r) \leq C r^{n}
$$

For $n$ even and for any $\alpha \in(0, \pi), \epsilon>0$, there exists a constant $C>0$ such that

$$
N(r, \alpha, \epsilon) \leq C r^{n}
$$

Theorem 2 is proven using the Fredholm determinant method (see [11] and the discussion in section 2). The key estimates on the free resolvent, $\left(\Delta_{H_{+}^{n}}-k^{2}\right)^{-1}$, come from observing that the associated Green's function on $H_{+}^{n}$ is determined (via the method of images) by the Green's function on $\mathbf{R}^{n}$ for either Dirichlet or Neumann boundary conditions.

The restrictions on $\alpha, \epsilon$ in even dimensions are not necessary: the arguments in [20] apply in our setting to give a bound on $N(r, \alpha, 0)$ which holds $\forall \alpha$. However, the proof is much easier for our (weaker) statement, which essentially follows from the proof of the odd dimensional case, after Jensen's formula is replaced by a theorem of Carleman [7]. This fact was kindly pointed out to us by the referee.

If we strengthen our hypotheses about $\Omega$, we can also prove the following.
Corollary 1. Assume that $\Omega$ satisfies the hypotheses of Theorem 1, and furthermore suppose there exists a single, nonglancing, elliptic, nondegenerate trapped ray in $\Omega$ (see Figure 1). Then there exists a sequence of resonances $k_{j}^{\prime}$ such that $\Im k_{j}^{\prime} \rightarrow 0$ as $\left|k_{j}^{\prime}\right| \rightarrow \infty$.

Corollary 1 gives an affirmative answer to a conjecture of Lax and Phillips [5] in this setting. We had originally been planning to prove the corollary only in odd dimensions, following the outline of an argument found in [14], [15]. However, the referee kindly suggested an argument that would apply in even dimensions as well and furthermore furnishes lower bounds for the counting function for resonances near the real axis. In proving Corollary 1 we shall adopt the referee's argument.

In our original (odd-dimensional) proof, we began with a global a priori estimate for the cutoff resolvent. Such an estimate was obtained by Zworski [23] for obstacle


FIG. 1. Typical domain $\Omega$ consisting of a hole in a wall. Dirichlet conditions are imposed on the boundary.
scattering in odd dimensions, adapting techniques found in [8] and using as a key ingredient the minimodulus theorem for entire functions [17]; the method was then extended to more general perturbations in [14], [15]. Arguing as in [14], [15], we then proved that the existence of quasimodes (see [10], [1], [9], [6]) implies Corollary 1.

The referee pointed out that an a priori bound on the cutoff resolvent can be proven in a neighborhood of the positive real axis near infinity, using the minimodulus theorem of Cartan [7]. Then, using arguments appearing in [16] where they apply to black-box perturbations of $\mathbf{R}^{n}$, one shows that the existence of quasimodes implies a linear lower bound on the number of resonances converging to the real axis. In [16] it is also noted that under a certain hypothesis on the spacing of the quasimodes, a finer lower bound on the resonances can be obtained.

The arguments of [16] have recently been refined by Stefanov [13], who again studied black-box perturbations of $\mathbf{R}^{n}$ but without any hypothesis on the spacing of quasimodes. Let $N_{q}(r)$ be the number of quasimodes less than or equal to $r$, and let $N_{\text {res }}(r)$ be the number of resonances in the set $\{z: \Re z \in[1, r], \Im z \in[0, S(\Re z)]\}$; here
$S$ is a certain function which decays faster than the reciprocal of any polynomial. Then Stefanov proves that for any $k \geq 1$, there exists $C_{k}$ such that

$$
N_{r e s}(r) \geq N_{q}\left(r-r^{-k}\right)-C_{k} \forall r \geq 1
$$

Stefanov then uses Popov's [9] lower bounds on the counting function for the quasimodes associated to nondegenerate, elliptic trapped rays whose associated linearized Poincaré map is $2 N+1$ elementary for some half-integer $N \geq 2$, to bound the resonances close to the real axis below by $c r^{n}$. The arguments in [13] apply in our setting too, and thus our $O\left(r^{n}\right)$ upper bound on the number of resonances is optimal.
2. Proofs. We will prove the theorems for Dirichlet boundary conditions, and at the end of the section we will state the modifications necessary to treat Neumann conditions.

Denote by $L^{2}(\Omega)$ the set of square integrable functions on $\Omega$, and denote the set of bounded operators on $L^{2}(\Omega)$ by $\mathcal{L}\left(L^{2}(\Omega)\right)$. Denote by $B(a, r)$ the ball centered at $a$ of radius $r$. If the related domain is $\Omega$, then $B(a, r)$ refers to the ball intersected with $\Omega$. Denote the Dirichlet Laplacian on $\Omega$ (resp., $H_{+}^{n}$ ) by $\Delta$ (resp., $\Delta_{0}$ ). Denote the associated resolvent $\left(\Delta_{0}-k^{2}\right)^{-1}$ by $R_{0}(k)$. Denote $\left(\Delta-k^{2}\right)^{-1}$ by $R(k)$. Define the Sobolev spaces $H^{i}(\Omega)$ as the domains of $(\Delta+1)^{i / 2}$. We define a smooth partition of unity $\chi_{1}+\chi_{2}=1$ such that $\chi_{i} \geq 0, \operatorname{supp}\left(\chi_{1}\right) \subset B(0, M+2)$, and $\chi_{1}=1$ on $B(0, M+1)$. We also define smooth cutoff functions $\tau_{i} \geq 0$ such that $\tau_{1}=1$ on $\operatorname{supp}\left(\chi_{1}\right)$ and $\operatorname{supp}\left(\tau_{1}\right) \subset B(0, M+3)$, and $\tau_{2}=1$ on $\operatorname{supp}\left(\chi_{2}\right)$ and $\tau_{2}=0$ on $B(0, M)$. Finally, we define a cutoff function $\rho \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ such that the $\operatorname{supp}(\rho) \subset B(0, M+4)$ and

$$
\begin{equation*}
\left.\rho\right|_{B(0, M+3)}=1 \tag{1}
\end{equation*}
$$

Lemma 1. Let $n$ be odd (resp., even). Let $\psi_{1}, \psi_{2}$ be smooth functions of bounded support on $\Omega$. Then the mapping from $\{\Im(k)>0\}$ to $\mathcal{L}\left(L^{2}(\Omega)\right)$ given by

$$
k \rightarrow \psi_{2} R_{0}(k) \psi_{1}
$$

extends to an entire function on $\mathbf{C}$ (resp., $\Lambda$ ). Also, the same is true for the mapping

$$
k \rightarrow \frac{\partial}{\partial x_{i}} \psi_{2} R_{0}(k) \psi_{1}
$$

for $i=1, \ldots, n$. Furthermore, for $\Im(k) \geq 0$ and $|k|>1$,

$$
\begin{equation*}
\left\|\psi_{2} R_{0}(k) \psi_{1}\right\|_{L^{2} \rightarrow H^{i}} \leq C_{i}(1+|k|)^{i-1}, \quad i=0,1,2 \tag{2}
\end{equation*}
$$

Finally, if $\operatorname{supp}\left(\psi_{1}\right) \cap \operatorname{supp}\left(\psi_{2}\right)=\emptyset$, then (2) holds $\forall i$.
Proof. For $\tilde{\tilde{R}}=\left(x_{1}, \bar{x}\right) \in \mathbf{R} \times \mathbf{R}^{n-1}$ define the mapping $U: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ by $U\left(x_{1}, \bar{x}\right)=$ $\left(-x_{1}, \bar{x}\right)$. Let $\tilde{R}(k)=\left(\Delta_{\mathbf{R}^{\mathbf{n}}}-k^{2}\right)^{-1}$. By the method of images,

$$
R_{0}(k)=\tilde{R}(k)-U^{-1} \tilde{R}(k) U
$$

the right-hand side being restricted to elements of $L^{2}\left(H_{+}^{n}\right)$. Hence, dropping the $k$ dependence,

$$
\chi_{1} R_{0} \chi_{1}=\chi_{1} \tilde{R} \chi_{1}-U^{-1} \chi_{1} \tilde{R} \chi_{1} U
$$

Since $U$ is an isometry on $H^{i}\left(\mathbf{R}^{n}\right)$, Lemma 1 now follows immediately from the analogous results for $\tilde{R}(k)$ proven in [18] for $n$ odd and [3], [4], [18], [19] for $n$ even.

Proof of Theorem 1. We prove the result for $n$ odd; the even-dimensional case is a simple adaptation of this. The argument follows closely along the lines of the corresponding result in [12]. We define an approximation of $R(k)$ as follows. Let

$$
\begin{equation*}
R_{a}(k)=\tau_{1} R\left(k_{0}\right) \chi_{1}+\tau_{2} R_{0}(k) \chi_{2} \tag{3}
\end{equation*}
$$

Here $k_{0}$ is a parameter to be chosen below.
We have

$$
\begin{equation*}
\left(\Delta-k^{2}\right) R_{a}(k)=I+K \tag{4}
\end{equation*}
$$

with

$$
\begin{equation*}
K=\left(k_{0}^{2}-k^{2}\right) \tau_{1} R\left(k_{0}\right) \chi_{1}+\left[\Delta, \tau_{1}\right] R\left(k_{0}\right) \chi_{1}+\left[\Delta, \tau_{2}\right] R_{0}(k) \chi_{2} \tag{5}
\end{equation*}
$$

By (4) we have for $\Im k>0$

$$
R_{a}=\left(\Delta-k^{2}\right)^{-1}(I+K)
$$

By (5) and (1) we have $\rho K=K$; hence

$$
R_{a} \rho=\left(\Delta-k^{2}\right)^{-1} \rho(I+K \rho)
$$

For $k=k_{0}$ and $\operatorname{Im}\left(k_{0}\right) \gg 0$, we have by the spectral theorem that $\|K \rho\|_{L^{2} \rightarrow L^{2}}<1$ and hence we can write

$$
\begin{equation*}
\rho R_{a}(k) \rho(I+K \rho)^{-1}=\rho R(k) \rho \tag{6}
\end{equation*}
$$

Fix such a $k_{0}$. Now $\rho R_{a}(k) \rho$ is an entire function of $k$ with values in $\mathcal{L}\left(L^{2}(\Omega)\right)$, and therefore meromorphy of $\rho R(k) \rho$ is equivalent to meromorphy of $(I+K \rho)^{-1}$.

On the other hand, since $\chi_{1}$ and $\rho$ are compactly supported, it follows that $K \rho$ is an entire compact operator-valued function of $k$. It now follows from the meromorphic Fredholm theorem that $k \rightarrow \rho R(k) \rho$ extends to a meromorphic function on $\mathbf{C}$. Finally, it is easy to see that the function $\rho$ can be replaced by any smooth cutoff function. This completes the proof of Theorem 1.

Proof of Theorem 2. In what follows, let $C$ be various positive constants. A simple Neumann series argument shows that $(I+K \rho)$ is invertible if and only if $\left(I-(-K \rho)^{n+1}\right)$ is invertible. On the other hand, since $K \rho$ is a pseudodifferential operator of order -1 in $\mathcal{L}\left(L^{2}(\Omega)\right)$, with compactly supported Schwartz kernel, it follows that $(K \rho)^{n+1}$ is trace class. Thus the Fredholm determinant $\operatorname{det}\left(I-(-K \rho)^{n+1}\right)$ is entire on $\mathbf{C}$ for $n$ odd and on $\Lambda$ for $n$ even. Furthermore, the following lemma applies.

LEMMA 2. The resonances of $\Delta$ (counted with their multiplicities) are among the zeros of the function

$$
k \rightarrow h(k) \equiv \operatorname{det}\left(I-(-K \rho)^{n+1}(k)\right),
$$

counted with their multiplicities.
The reader is referred to [20] for a proof of this result.
We shall now complete the proof of Theorem 2 for $n$ odd, after which the modifications necessary for $n$ even will be indicated.

Because of Lemma 2, the bound appearing in Theorem 2 will follow from Jensen's inequality and the estimate

$$
\begin{equation*}
|h(k)| \leq C \exp C|k|^{n} \tag{7}
\end{equation*}
$$

To obtain this estimate, we first write $K \rho=K_{1}+K_{2}$ with $K_{2}=\left[\Delta, \tau_{2}\right] R_{0}(k) \chi_{2} \rho$. We then apply the theory of characteristic values developed in [2] and adapted to exterior problems in [8], [22], [18]. The characteristic values $\mu_{j}(A)$ of a compact operator $A$ are the eigenvalues, listed in increasing order and counting multiplicities, of the operator $|A|$. We recall the following inequalities from $[2]: \mu_{j+k-1}(A B) \leq \mu_{j}(A) \mu_{k}(B)$, $\mu_{j+k-1}(A+B) \leq \mu_{j}(A)+\mu_{k}(B)$, and $\mu_{j}(A B) \leq\|A\| \mu_{j}(B)$.

Applying inequalities on Fredholm determinants appearing in [2], we get
$\operatorname{det}\left(I-(-K \rho)^{n+1}\right) \leq \operatorname{det}\left(I+2^{n}\left|K_{1}\right|^{n+1}\right)^{2 n+2} \operatorname{det}\left(I+2^{n}\left|K_{2}\right|^{n+1}\right)^{2 n+2}$

$$
\begin{equation*}
\leq\left(\prod_{j=1}^{\infty}\left(1+2^{n} \mu_{j}\left(\left|K_{1}\right|\right)^{n+1}\right)\right)^{2 n+2}\left(\prod_{j=1}^{\infty}\left(1+2^{n} \mu_{j}\left(\left|K_{2}\right|\right)^{n+1}\right)\right)^{2 n+2} \tag{8}
\end{equation*}
$$

We estimate first the term involving $K_{1}$. Recall

$$
K_{1}=\left(k^{2}-k_{0}^{2}\right) \tau_{1} R\left(k_{0}\right) \chi_{1} \rho+\left[\Delta, \tau_{1}\right] R\left(k_{0}\right) \chi_{1} \rho .
$$

Since $\tau_{1}, \chi_{1}$ are compactly supported, it follows by standard eigenvalue asymptotics for pseudodifferential operators [11] that

$$
\mu_{j}\left(\left|\tau_{1} R\left(k_{0}\right) \chi_{1} \rho\right|\right) \sim C j^{-2 / n}
$$

and

$$
\mu_{j}\left(\left|\left[\Delta, \tau_{1}\right] R\left(k_{0}\right) \chi_{1} \rho\right|\right) \sim C j^{-1 / n}
$$

It follows that, denoting the largest integer below $x$ by $\lfloor x\rfloor$,

$$
\mu_{j-1}\left(\left|K_{1}\right|\right) \leq C|k|^{2}\lfloor j / 2\rfloor^{-2 / n}+C\lfloor j / 2\rfloor^{-1 / n}
$$

Hence we get

$$
\begin{aligned}
\mu_{j}\left(\left|K_{1}\right|^{n+1}\right) & \leq\left(\mu_{(\lfloor j /(n+1)\rfloor+1)}\left(\left|K_{1}\right|\right)\right)^{n+1} \\
& \leq\left(C|k|^{2}\left(\lfloor j / 2(n+1)+2\rfloor^{-2 / n}+C(\lfloor j / 2(n+1)\rfloor+2)^{-1 / n}\right)^{n+1}\right. \\
& \leq\left(C|k|^{2}\lfloor j / 2(n+1)\rfloor^{-2 / n}+C\lfloor j / 2(n+1)\rfloor^{-1 / n}\right)^{n+1} \\
& \leq C|k|^{2 n+2} j^{-(2 n+2) / n}+C j^{-1-1 / n} .
\end{aligned}
$$

We have, for $|k|$ sufficiently large,

$$
\begin{aligned}
& \prod_{j=1}^{\infty}\left(1+2^{n} \mu_{j}\left(\left|K_{1}\right|\right)^{n+1}\right) \\
& \quad \leq \prod_{j \leq k^{2 n}}\left(1+C\left|k / j^{1 / n}\right|^{2 n+2}\right) \prod_{j>k^{2 n}}\left(1+C\left|j^{-1 / 2 n}\right|^{2 n+2}+C j^{-1-1 / n}\right)
\end{aligned}
$$

These two factors are bounded as in [22]; we sketch the argument. The first factor is bounded by comparing it to

$$
\exp \left(\int_{1}^{|k|^{2}} \ln \left(1+C\left|k / x^{1 / n}\right|^{2 n+2}\right) d x\right)
$$

which is bounded by $e^{C|k|^{n}}$. The second factor is treated similarly. Thus

$$
\begin{equation*}
\prod_{j=1}^{\infty}\left(1+2^{n} \mu_{j}\left(\left|K_{1}\right|\right)^{n+1}\right) \leq e^{C|k|^{n}} \tag{9}
\end{equation*}
$$

Note that this estimate holds for all $k \in \mathbf{C}$.
Next, we estimate the terms involving $K_{2}$. The argument sketched below is an adaptation of one originally implemented by Vodev in [18].

Lemma 3. Suppose $\Im k \geq 0$. Then $\operatorname{det}\left(I+2^{n}\left|K_{2}\right|^{n+1}\right)<C$ for some positive constant $C$.

Proof. We have, using (2) with $i=3$,

$$
\begin{aligned}
\mu_{j}\left(K_{2}\right) & =\mu_{j}\left(\rho(I+\Delta)^{-1}(I+\Delta) K_{2}\right) \\
& \left.\leq \mu_{j}\left(\rho(I+\Delta)^{-1}\right) \|(I+\Delta) K_{2}\right) \| \\
& \leq C j^{-2 / n}|k|^{2}
\end{aligned}
$$

Now the arguments leading to (9) are easily adapted to this case. The details are omitted.

Lemma 4. Suppose $\Im k<0$. Then

$$
\operatorname{det}\left(I+2^{n}\left|K_{2}\right|^{n+1}\right) \leq \exp \left(C|k|^{n}\right)
$$

Proof. We use the notation of Lemma 1. We first observe that for $\Im k<0$,

$$
\begin{align*}
& \operatorname{det}\left(I+2^{n}\left|K_{2}(k)\right|^{n+1}\right) \\
& \quad \leq \operatorname{det}\left(I+2^{n}\left|K_{2}(-k)\right|^{n+1}\right)^{2 n+2} \operatorname{det}\left(I+2^{n}\left|K_{2}(k)-K_{2}(-k)\right|^{n+1}\right)^{2 n+2} \tag{10}
\end{align*}
$$

The first term on the right-hand side is bounded by Lemma 3. To bound the second, we begin by recalling Stone's theorem for the Laplacian on $\mathbf{R}^{n}$,

$$
\tilde{R}(k)-\tilde{R}(-k)=c_{n} k^{n-2} \int_{S^{n-1}} e^{i k<\omega, x-y>} d \omega
$$

It follows that

$$
\left(R_{0}(k)-R_{0}(-k)\right)(x, y)=c_{n} k^{n-2} \int_{S^{n-1}} e^{i k\langle\omega, x-y\rangle}-e^{-i k \omega_{1}\left(x_{1}-y_{1}\right)} e^{i k\langle\bar{\omega}, \bar{x}-\bar{y}\rangle} d \omega
$$

This allows us the factorization for $\Im k>0$

$$
\rho\left(R_{0}(k)-R_{0}(-k)\right) \rho=c_{n} k^{n-2} \rho E^{*}(k) E(k) \rho,
$$

with $E(k)$ being a mapping from $L^{2}\left(H_{+}^{n}\right)$ to $L^{2}\left(S^{n-1}\right)$ whose Schwartz kernel is given by

$$
e^{-i k\langle\omega, y\rangle}-e^{i k \omega_{1} y_{1}} e^{-i k\langle\bar{\omega}, \bar{y}\rangle}
$$

Observe that this kernel is an entire function in $k$, and we have the estimate

$$
\left\|\rho E^{*}(k)\right\|_{L^{2} \rightarrow L^{2}} \leq e^{(M+2)|\Im k|}
$$

with $M$ as in (1). Also, observe that

$$
\begin{aligned}
\mu_{j}(E(k) \rho) & \leq \mu_{j}\left(\left(\Delta_{S^{n-1}}+1\right)^{-m}\right)\left\|\left(\Delta_{S^{n-1}}+1\right)^{m} E(k) \rho\right\| \\
& \leq C^{m}(j)^{-2 m /(n-1)}\left\|\left(\Delta_{S^{n-1}}+1\right)^{m} E(k) \rho\right\|
\end{aligned}
$$

On the other hand, the estimate $|k|^{p} e^{C|k|} \leq C p!e^{(C+1)|k|}$ together with a combinatorial argument yield

$$
\left\|\left(\Delta_{S^{n-1}}+1\right)^{m} E(k) \rho\right\| \leq(2 m)!e^{C|k|}
$$

Thus

$$
\mu_{j}(E(k) \rho) \leq(2 m)!C^{m}(j)^{-2 m /(n-1)} e^{C|k|}
$$

Optimizing over $m$, we get

$$
\mu_{j}(E(k) \rho) \leq e^{-\left(1 / j^{(n-1)}\right) / C} e^{C|k|}
$$

Hence

$$
\mu_{j}\left(\rho\left(R_{0}(k)-R_{0}(-k)\right) \rho\right) \leq e^{-\left(1 / j^{(n-1)}\right) / C} e^{C|k|}
$$

A similar argument yields

$$
\mu_{j}\left(\rho \frac{\partial}{\partial x_{i}}\left(R_{0}(k)-R_{0}(-k)\right) \rho\right) \leq e^{-\left(j^{1 /(n-1)}\right) / C} e^{C|k|}, \quad i=1, \ldots, n
$$

Combining these yields for $\Im k<0$,

$$
\mu_{j}\left(\left[\Delta, \tau_{2}\right]\left(R_{0}(k)-R_{0}(-k)\right) \chi_{2} \rho\right) \leq e^{C|k|} e^{-\left(j^{1 /(n-1)}\right) / C}
$$

Thus, setting $T(k)=K_{2}(k)-K_{2}(-k)$,

$$
\begin{aligned}
\operatorname{det}\left(I+2^{n}|T(k)|^{n+1}\right) \leq & \prod_{j<C|k|^{n-1}}\left(1+2^{n} \mu_{j}\left(|T(k)|^{n+1}\right)\right) \\
& \times \exp \left(\sum_{j \geq C|k|^{n-1}} 2^{n} \mu_{j}\left(|T(k)|^{n+1}\right)\right) \\
& \leq \prod_{j<C|k|^{n-1}} e^{C|k|} \exp \left(\sum_{j \geq C|k|^{n-1}}\left(e^{C|k|} e^{-\left(j^{1 /(n-1)}\right) / C}\right)^{n+1}\right) \\
& \leq e^{C|k|^{n}} .
\end{aligned}
$$

This completes the proof of the lemma.
Combining (8) and (9) and Lemmas 3 and 4, we obtain (7) and hence Theorem 2 for $n$ odd.

We now complete the proof for $n$ even. In place of Jensen's formula, we use Carleman's theorem [7, Thm. 5.1.1]. The bounds on the determinant for large $k$ are proven as in the odd-dimensional case (set the branch line on the negative real axis in Lemma 4), and the bounds for $k$ near the origin are obtained simply by analyticity.

Proof of Corollary 1.
Lemma 5. Let $\Lambda_{\alpha, N}=\{k:|\arg k|<\alpha,|k|>N\}$. Fix $\epsilon>0, \alpha \in(0, \pi / 2)$. Let $\left\{k_{j}\right\}$ denote the resonances in $\Lambda_{\alpha, N}$. Then there exist constants $N, C$ such that

$$
\begin{equation*}
\|\rho R(k) \rho\| \leq C e^{C|k|^{n} \log k} \tag{11}
\end{equation*}
$$

$\forall k \in \Lambda_{\alpha, N}-\cup_{k_{j}} B\left(k_{j},\left|k_{j}\right|^{-n-\epsilon}\right)$.

Proof. In what follows we assume $|k|>1$. We recall

$$
\begin{equation*}
\rho R_{a}(k) \rho(I+K \rho)^{-1}=\rho R(k) \rho . \tag{12}
\end{equation*}
$$

It follows from (3), Lemma 1, and the proof of Lemma 4 that for $\alpha \in(0, \pi)$ and $k \in \Lambda_{\alpha}$,

$$
\begin{equation*}
\left\|\rho R_{a} \rho\right\|_{L^{2} \rightarrow L^{2}} \leq e^{C|k|^{n}} \tag{13}
\end{equation*}
$$

To bound $(1+K \rho)^{-1}$, we proceed as follows: From [2, Chap. 5, Thm. 5.1.], we have

$$
\left\|(I+K \rho)^{-1}\right\|_{L^{2} \rightarrow L^{2}} \leq\left|\operatorname{det}\left(I+(K \rho)^{n+1}\right)\right|^{-1} \operatorname{det}\left(I+|K \rho|^{n+1}\right)^{n+1}
$$

By the proof of Theorem 2, we have

$$
\begin{equation*}
\operatorname{det}\left(I+|K \rho|^{n+1}\right)^{n+1} \leq e^{C|k|^{n}} \tag{14}
\end{equation*}
$$

To obtain the lower bound on $f(k) \equiv\left|\operatorname{det}\left(I+(K \rho)^{n+1}\right)\right|$, we first note that

$$
\begin{aligned}
\left|\operatorname{det}\left(I+(K \rho)^{n+1}\right)\right|^{n+1} & \leq \operatorname{det}\left(I+|K \rho|^{n+1}\right)^{n+1} \\
& \leq e^{C|k|^{n}}
\end{aligned}
$$

Next, we apply the minimodulus theorem of Cartan (see [7, p. 21]). Thus let $\eta, c>0$. Suppose $l \gg 0$. Clearly, $|f(k)| \leq e^{C l^{n}}$ for $k \in B(l, 2 e c l)$. It follows that in $B(l, c l)$, and outside a system of disks of radii whose sum is no greater than $4 c l \eta$, we have

$$
\begin{equation*}
|f(k)|>\left(e^{C|k|^{n}}\right)^{-2-\log (3 e / 2 \eta)} \tag{15}
\end{equation*}
$$

with $C$ a constant independent of $l, k$. Setting $\eta=l^{-n-2}$ and combining the inequality above with (14), (15), (13), and (12), the inequality appearing in (11) holds in $B(l, c l)$ in the complement of the system of disks. We decompose the system of disks into the union $\cup U_{j}$, where $U_{j}$ are connected, mutually disjoint, and have diameter at most $4 c l^{-n-1}$. By increasing $c$ slightly if necessary, we also have that $U_{j} \subset B(l, c l)$. Finally, we can assume that each $U_{j}$ contains a resonance. For if not, then (11) holds on $U_{j}$ by the maximum principle.

Now we suppose $l$ is sufficiently large that $l^{-n-\epsilon}>8 c l^{-n-1}$. Then it follows that for each $j, U_{j} \subset B\left(k_{i},\left|k_{i}\right|^{-n-\epsilon}\right)$ for some resonance $k_{i} \in B(l, c l)$. With $\alpha, N$ determined by $c, \epsilon$, the lemma now follows.

The proof of Corollary 1 is completed as follows: applying Lemma 5 of this paper, along with Lemma 2 of [16] (with $h=1 / k^{2}$ ), the proofs of Theorems 1 and 2 in [16] carry over immediately, yielding a linear lower bound on the resonances converging to the real axis.

In the case of Neumann boundary conditions, it suffices to observe that by the method of images, the associated resolvent of half-space satisfies

$$
R_{0}(k)=\tilde{R}(k)+U^{-1} \tilde{R}(k) U
$$

The preceding arguments carry over without difficulty.
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# ON A CONJECTURE RELATIVE TO THE MAXIMA OF HARMONIC FUNCTIONS ON CONVEX DOMAINS* 
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#### Abstract

We consider a harmonic function $u$ defined on a bounded domain $\Omega \subset \mathbb{R}^{2}$ and satisfying the mixed boundary conditions $\left.u\right|_{\Gamma_{0}}=0,\left.(\partial u / \partial n)\right|_{\Gamma_{1}}=1$, where $\Gamma_{1}$ is composed by a finite number of arcs of $\partial \Omega$ and $\Gamma_{0}=\partial \Omega \sim \overline{\Gamma_{1}}$. In [Berrone, Subsistencia de Modelos Matematicos que Involucran a la Ecuacion del Calor-Difusion, Ph.D. thesis, Universidad Nacional de Rosario, Argentina, 1994] it was conjectured that if $\Omega$ is convex and the subset $\Gamma_{1}$ is made to vary on $\partial \Omega$ so as to maintain its measure equal to a constant $C>0$, then $\Gamma_{1} \mapsto \sup _{x \in \Omega} u$ attains its maximum value when $\Gamma_{1}$ is a certain connected arc of measure $C$. The present paper has evolved from attempts to prove this conjecture. When certain geometric restrictions are satisfied by the components of $\Gamma_{1}$, the property stated by the conjecture is shown to hold for every regular domain $\Omega$, convex or not, and every connected arc, provided that the measure $\left|\Gamma_{1}\right|$ is sufficiently small (see Theorem 5). However, convexity becomes a necessary condition in order that the full conjecture can be supportable (see section 2). In addition, some variations of the conjecture are proposed.
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1. Introduction. Let $\Omega$ be a bounded plane domain whose boundary curve $\partial \Omega$ is composed of two families of relatively open $\operatorname{arcs} \Gamma_{0}$ and $\Gamma_{1}$ such that $\partial \Omega=\overline{\Gamma_{0} \cup \Gamma_{1}}$, $\Gamma_{0} \cap \Gamma_{1}=\emptyset$. In this paper we are concerned with the following mixed boundary value problem:

$$
\begin{array}{ll}
\Delta u(x)=0, & x \in \Omega  \tag{1}\\
u(x)=0, & x \in \Gamma_{0} \\
\frac{\partial u}{\partial n}(x)=1, & x \in \Gamma_{1}
\end{array}
$$

In (1), we have denoted by $n$ the unit outward-pointing normal vector to $\partial \Omega$. In regard to the required regularity of $\Omega$, a Dini-smooth boundary $\partial \Omega$ will be assumed in the developments of sections 3 and 4. Moreover, an interior sphere condition on every point of $\partial \Omega$ will be supposed in order that the strong maximum principle and Hopf's lemma may hold. As is well known, the solution to problem (1) is continuous up to the boundary provided that the family $\Gamma_{1}$ is finite, as we shall assume henceforth. This solution will be denoted by $u\left[\Gamma_{1}\right]$ to indicate its dependence on $\Gamma_{1}$. It is also well known that many physical phenomena are modeled by problem (1). A nonexhaustive list of these is given in [15] (see also [14]) but, for our purpose, it will be illustrative to think about problem (1) as giving the equilibrium position of an elastic membrane $\Omega$ which is subjected to a unit normal force on $\Gamma_{1}$, while it is fixed at level zero along the remaining portion $\Gamma_{0}$ of the boundary of $\Omega$.

Our main interest focuses on the behavior of the functional $\Gamma_{1} \mapsto \sup _{x \in \Omega} u\left[\Gamma_{1}\right]$. Concretely, in the thesis [2] the following conjecture has been posed.

[^61]Conjecture 1. Let $\Omega$ be a convex domain and $C$ be a constant such that $0<$ $C<|\partial \Omega|$. If $\Gamma_{1}$ is made to vary on all finite families of arcs of $\partial \Omega$ with measure $\left|\Gamma_{1}\right|=C$, then $\Gamma_{1} \mapsto \sup _{x \in \Omega} u\left[\Gamma_{1}\right]$ reaches its maximum value when $\Gamma_{1}$ is a certain connected arc of $\partial \Omega$.

In terms of the above-given mechanical interpretation of problem (1), the conjecture states that if a convex membrane initially fixed at zero is lifted by a unitary normal force on portions $\Gamma_{1}$ of its boundary with a constant total measure $C$, then the membrane will reach a maximum height when $\Gamma_{1}$ is a certain connected arc of measure $C$. As we explained in [4], this conjecture arose from attempts to estimate the solution to boundary value problems like (1) through sub- and supersolutions: in general, simple sub- and supersolutions to problem (1) are more easily calculated when $\Gamma_{1}$ is connected (cf. [3]). Furthermore, exact solutions to (1) are known for particular domains in this situation, Ghizzetti's solution for the circle (see [7]) being a good example. Ghizzeti's solution will be of capital importance in the developments of sections 3 and 4.

In [4], Conjecture 1 is studied for unbounded domains and it is shown there to be not generally true in this case. For instance, Conjecture 1 holds for the half-plane but it fails for an infinite strip. Section 2 of this paper is devoted to supporting the hypothesis of convexity of the domain $\Omega$ in the conjecture by showing an example of a nonconvex domain such that connected arcs of its boundary are not generally optimal for $\Gamma_{1} \mapsto \sup _{x \in \Omega} u\left[\Gamma_{1}\right]$.

Up to now, we have been unable generally to prove or to construct a counterexample to Conjecture 1. Nevertheless, some variations of the conjecture seem to be more manageable. An interesting variation is obtained when the functional $\Gamma_{1} \mapsto$ $\left\|u\left[\Gamma_{1}\right]\right\|_{p}=\left(\int_{\partial \Omega}\left|u\left[\Gamma_{1}\right]\right|^{p} d s\right)^{1 / p}, 1 \leq p<+\infty$, is taken instead of $\Gamma_{1} \mapsto \sup _{x \in \Omega} u\left[\Gamma_{1}\right]$ in Conjecture 1, giving rise to the following.

Conjecture 2. Let $\Omega$ be a convex domain and $C$ be a constant such that $0<$ $C<|\partial \Omega|$. If $\Gamma_{1}$ is made to vary on all possible finite families of arcs of $\partial \Omega$ with total measure $\left|\Gamma_{1}\right|=C$, then $\Gamma_{1} \mapsto\left(\int_{\partial \Omega}\left|u\left[\Gamma_{1}\right]\right|^{p} d s\right)^{1 / p}$ reaches its maximum value when $\Gamma_{1}$ is a certain connected arc of $\partial \Omega$.

In mechanical terms, Conjecture 2 for $p=1$ asserts that in order to maximize the mean height of the boundary of the membrane by lifting a portion of measure $C$ of its boundary, a connected portion of measure $C$ must be lifted. Now, if the Green formula $\int_{\Omega} u \Delta u d x=\int_{\partial \Omega} u \frac{\partial u}{\partial n} d s-\int_{\Omega}|\nabla u|^{2} d x$ is applied to the solution $u\left[\Gamma_{1}\right]$ to problem (1), we obtain

$$
\int_{\partial \Omega} u\left[\Gamma_{1}\right] d s=\int_{\Gamma_{1}} u\left[\Gamma_{1}\right] d s=\int_{\Omega}\left|\nabla u\left[\Gamma_{1}\right]\right|^{2} d x
$$

so that maximizing $\int_{\partial \Omega} u\left[\Gamma_{1}\right] d s$ amounts to the same as maximizing the Dirichlet integral $\int_{\Omega}\left|\nabla u\left[\Gamma_{1}\right]\right|^{2} d x$. On the other hand, there exists a point $P \in \Omega$ such that $|\partial \Omega| u\left[\Gamma_{1}\right](P)=\int_{\partial \Omega} u\left[\Gamma_{1}\right] d s$ and then, the following variation of Conjecture 2 is suggested which says that the height of the membrane at the interior point $P$ is a maximum when $\Gamma_{1}$ is connected.

Conjecture 3. Let $\Omega$ be a convex domain and fix $P \in \Omega$. Moreover, let $C$ be a constant such that $0<C<|\partial \Omega|$. If $\Gamma_{1}$ is made to vary on all possible finite families of arcs of $\partial \Omega$ with total measure $\left|\Gamma_{1}\right|=C$, then $u\left[\Gamma_{1}\right](P)$ reaches its maximum value when $\Gamma_{1}$ is a certain connected subarc of $\partial \Omega$.

Observe that if $\Omega$ is a circle of radius $R$ centered at the origin, we have $\int_{\partial \Omega} u\left[\Gamma_{1}\right] d s=$ $2 \pi R u\left[\Gamma_{1}\right](0)$ and then Conjecture 2 for $p=1$ and Conjecture 3 with $P=0$ are equiv-
alent statements. Recently, a proof of this particular instance was obtained (see [5]) by relating it to a nice result of Beurling on capacities of subsets of the circumference.

Of course, many other variations and extensions of these conjectures are viable but in this paper we discuss two concrete results related to Conjecture 1. To properly state these results, first we need to introduce some preliminary concepts and notations. Let us consider in the following a Jordan domain $\Omega$ with a sufficiently regular boundary curve $\gamma$. We suppose that $\gamma$ is parametrized by its arc length $s$ measured from some point $O \in \gamma$. A relatively open subset $\Gamma_{1}$ of $\gamma$ with a finite number of components can be described as follows:

$$
\begin{equation*}
\Gamma_{1}=\left\{\gamma(s): a_{k}<s<b_{k}, k=1,2, \ldots, n\right\} \tag{2}
\end{equation*}
$$

but, for the sake of brevity, we will identify a point $\gamma(s)$ belonging to $\gamma$ with its corresponding arc length $s$, so that the more condensed notations

$$
\begin{align*}
\Gamma_{1} & =\cup_{k=1}^{n}\left(a_{k}, b_{k}\right)=\cup_{k=1}^{n} \Gamma_{1}^{(k)},  \tag{3}\\
\Gamma_{1}^{(k)} & =\left(a_{k}, b_{k}\right), k=1,2, \ldots, n \tag{4}
\end{align*}
$$

will be used throughout this paper to denote the family of arcs given by (2). We indicate by $\Gamma_{1}^{*}$ a generic connected arc of $\gamma$, i.e.,

$$
\begin{equation*}
\Gamma_{1}^{*}=(a, b) \tag{5}
\end{equation*}
$$

Furthermore, if $\Gamma_{1}$ is given by (3), for $0<\varepsilon \leq 1$ we define

$$
\begin{equation*}
\Gamma_{1}(\varepsilon)=\cup_{k=1}^{n}\left(a_{k}(\varepsilon), b_{k}(\varepsilon)\right) \tag{6}
\end{equation*}
$$

where

$$
a_{k}(\varepsilon)=\frac{a_{k}+b_{k}}{2}-\frac{\varepsilon}{2}\left(b_{k}-a_{k}\right)
$$

and

$$
b_{k}(\varepsilon)=\frac{a_{k}+b_{k}}{2}+\frac{\varepsilon}{2}\left(b_{k}-a_{k}\right)
$$

Note that $\Gamma_{1}(\varepsilon)$ corresponds to a shrinkage of $\Gamma_{1}$ of magnitude $\varepsilon$ and therefore, $\left|\Gamma_{1}(\varepsilon)\right|=\varepsilon\left|\Gamma_{1}\right|$.

A proof is given in section 3 of the following result.
ThEOREM 4. Let $\Omega$ be a Jordan domain with a Dini-smooth boundary $\gamma$ and satisfying an interior sphere condition at every point of $\gamma$. Moreover, let $\Gamma_{1}$ and $\Gamma_{1}^{*}$ be two subsets of $\gamma$ respectively given by (3) and (5) with $b-a=\sum_{k=1}^{n}\left(b_{k}-a_{k}\right)$. Then, the inequality

$$
\begin{equation*}
\sup _{\Omega} u\left[\Gamma_{1}(\varepsilon)\right]<\sup _{\Omega} u\left[\Gamma_{1}^{*}(\varepsilon)\right] \tag{7}
\end{equation*}
$$

holds for every sufficiently small $\varepsilon$.
Recall that a uniformly continuous function $\varphi$ defined on a connected set $A \subset \mathbb{C}$ is said to be Dini-continuous when

$$
\int_{0}^{\delta} \frac{\omega(\varphi, t)}{t} d t<+\infty
$$

where $\omega(\varphi, t)=\sup \left\{\left|\varphi\left(z_{1}\right)-\varphi\left(z_{2}\right)\right|: z_{1}, z_{2} \in A,\left|z_{1}-z_{2}\right| \leq t\right\}$ is the modulus of continuity of $\varphi$ and $\delta>0$. If $\partial \Omega$ admits a parametrization $\gamma(t), a \leq t \leq b$, such that $\gamma^{\prime}$ is Dini-continuous and $\gamma^{\prime}(t) \neq 0, a \leq t \leq b$, then we say the domain $\Omega$ has a Dini-smooth boundary. This regularity condition on $\partial \Omega$ suffices for a conformal map $f: B_{1}(0) \rightarrow \Omega$ to have a derivative $f^{\prime}$ which can be continuously extended to $\bar{\Omega}$ (cf. [12, Theorem 3.5, p. 48]), a fact we exploit often in sections 3 and 4.

For a finite family of $\operatorname{arcs} \Gamma_{1} \subset \partial \Omega$, we define the quantity $d=d\left(\Gamma_{1}\right)$ to be the minimum distance in $\partial \Omega$ existing between adjacent components of $\Gamma_{1}$. Thus, if $\Gamma_{1}$ is represented by (3), then we set

$$
\begin{equation*}
d\left(\Gamma_{1}\right)=\min \left\{\min _{1 \leq k \leq n-1}\left(a_{k+1}-b_{k}\right), a_{1}-b_{n}\right\} . \tag{8}
\end{equation*}
$$

The quantities

$$
\begin{equation*}
H\left(\Gamma_{1}\right)=\frac{\left|\Gamma_{1}\right|}{\sin \left[d\left(\Gamma_{1}\right) /\left(2\left\|f^{\prime}\right\|_{\infty}\right)\right]} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho\left(\Gamma_{1}\right)=\frac{1}{\left|\Gamma_{1}\right|} \max _{1 \leq k \leq n}\left|\Gamma_{1}^{(k)}\right|, \tag{10}
\end{equation*}
$$

where $f$ is a conformal mapping of $B_{1}(0)$ onto $\Omega$, are shown to be useful in the developments of section 4. We remark that $\left\|f^{\prime}\right\|_{\infty}=\sup _{B_{1}(0)}\left|f^{\prime}\right|$ does not depend on the particular choice of the mapping $f$ but only on the geometry of $\Omega$. The same property, that is, independent of the chosen mapping $f$, is enjoyed by the quantity $M(f)=\inf _{\partial B_{1}(0)}\left|f^{\prime}\right|$. Taking into account that $|\partial \Omega|=\int_{0}^{2 \pi}\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta \leq 2 \pi\left\|f^{\prime}\right\|_{\infty}$ and $d /|\partial \Omega|<1 / 2$, we see that $0<d /\left(2\left\|f^{\prime}\right\|_{\infty}\right) \leq \pi d /|\partial \Omega|<\pi / 2$. Therefore, $H\left(\Gamma_{1}\right)$ is a decreasing function of $d\left(\Gamma_{1}\right)$. It should also be noted that $n d \leq\left|\Gamma_{0}\right|$; hence the number of components $n$ is bounded by $\left|\Gamma_{0}\right| / d$.

Using the quantities $H\left(\Gamma_{1}\right)$ and $\rho\left(\Gamma_{1}\right)$, a distinguished class $\mathcal{F}$ of finite families of arcs of $\partial \Omega$ is now defined as follows:

$$
\mathcal{F}=\left\{\Gamma_{1} \subset \partial \Omega: \rho\left(\Gamma_{1}\right) \leq \delta_{1}, \frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M\left(f^{\prime}\right)} H^{2}\left(\Gamma_{1}\right) \leq 1-\delta_{2}, 0<\delta_{1}<\delta_{2}<1\right\}
$$

Section 4 is devoted to proving the following generalization of Theorem 4.
Theorem 5. Let $\Omega$ be a Jordan domain with a Dini-smooth boundary $\gamma$ and satisfying an interior sphere condition at every point of $\gamma$. Then, for every family $\Gamma_{1} \in \mathcal{F}$ with sufficiently small measure, the inequality

$$
\sup _{\Omega} u\left[\Gamma_{1}\right]<\sup _{\Omega} u\left[\Gamma_{1}^{*}\right]
$$

holds provided that $\Gamma_{1}^{*} \subset \partial \Omega$ is a connected arc with $\left|\Gamma_{1}^{*}\right|=\left|\Gamma_{1}\right|$.
For the shrinkage $\Gamma_{1}(\varepsilon)$ of a finite family of arcs $\Gamma_{1}$, the minimum distance $d\left(\Gamma_{1}(\varepsilon)\right)$ increases as $\varepsilon \downarrow 0$ while the measure $\left|\Gamma_{1}(\varepsilon)\right|$ decreases. Moreover, the quantity $\rho\left(\Gamma_{1}(\varepsilon)\right)$ does not change as $\varepsilon$ varies and therefore, $\Gamma_{1}(\varepsilon)$ belongs to the class $\mathcal{F}$ for small enough $\varepsilon$ 's. Then, Theorem 5 contains Theorem 4.

Section 5 concludes the paper with some brief remarks on diverse questions related to Conjectures 1-3. In particular, the possible validity of $n$-dimensional versions of these conjectures is pointed out.
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2. The role of the convexity of the domain. The convexity of the domain $\Omega$ is a condition which cannot be dropped if the property of the solutions to problem (1) stated by Conjecture 1 was generally true. To clarify this point, in this section an example is exhibited of a nonconvex domain where the conjecture fails. Thus, let us consider a domain $\Omega$ with the shape depicted in Figure 1. For this domain $\Omega$, the solutions to problem (1) corresponding to different $\Gamma_{1}$ 's will be estimated by constructing appropriate sub- and supersolutions. By a supersolution to problem (1) we mean a function $w \in \mathcal{C}^{2}(\Omega) \cap \mathcal{C}(\bar{\Omega})$ satisfying

$$
\left\lvert\, \begin{array}{ll}
\Delta w(x) \leq 0, & x \in \Omega  \tag{11}\\
w(x) \geq 0, & x \in \Gamma_{0} \\
\frac{\partial w}{\partial n}(x) \geq 1, & x \in \Gamma_{1}
\end{array}\right.
$$

A function $v \in \mathcal{C}^{2}(\Omega) \cap \mathcal{C}(\bar{\Omega})$ that satisfies the reverse inequalities is said to be a subsolution to problem (1). Let $v$ and $w$ be a sub and a supersolution, respectively, to problem (1). Since the domain $\Omega$ we are considering satisfies an interior sphere condition at every point of its boundary, the strong maximum principle and Hopf's lemma (see [1], [9], [13]) guarantee that the inequalities

$$
v(x) \leq u(x) \leq w(x), x \in \bar{\Omega}
$$

are satisfied by the solution $u$ to problem (1). In the discussion below, affine, quadratic, and potential sub- and supersolutions are utilized which are simple enough to make the calculations feasible and, at the same time, to provide estimates which suffice for our purpose. As a general presentation of the method of sub- and supersolution to obtain approximations in boundary value problems of elliptic type, we cite [13]. For a more systematic study of estimates of the solution to problems like (1) using potential or affine sub- and supersolution we refer to [3].

As can be observed in Figure 1, the geometry of the domain under consideration is completely determined by the positive parameters $L, R$, and $H(R>H / 2)$. Note that the smallest ball centered at the origin that contains $\Omega$ is given by $B_{r_{0}}(0)$ with $r_{0}=L / 2+R+\sqrt{R^{2}-H^{2} / 4}$. This fact will be used later to obtain appropriate estimates. Moreover, we denote by $a$ the length of $\Gamma_{1}$; i.e., $a=\left|\Gamma_{1}\right|$, assuming that
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Fig. 3.
$a<\min \{L, \pi R / 2\}$. First we will construct several supersolutions to problem (1) which depend on the relative position occupied by a connected arc $\Gamma_{1}$ on $\partial \Omega$. By the symmetry of the domain and the assumption made on $a$, it will be sufficient to analyze three situations which are respectively characterized by Figures 2, 3, and 4.

In the following discussion, we always denote by $u$ the solution to the instance of problem (1) that is being analyzed.

Consider first the case illustrated in Figure 2. The function $v_{1}(x, y)=R+y$ is a supersolution to problem (1) in this case. In fact, $v_{1}$ is harmonic and

$$
\begin{aligned}
\left(\left.v_{1}\right|_{\Gamma_{0}}\right)(x, y) & \geq R-R=0, \quad(x, y) \in \Gamma_{0} \\
\left.\left(\frac{\partial v_{1}}{\partial n}\right)\right|_{\Gamma_{1}}(x, y) & =1, \quad(x, y) \in \Gamma_{1} .
\end{aligned}
$$

Thus, $u \leq v_{1}$ in $\bar{\Omega}$ and then

$$
\begin{equation*}
\sup _{\Omega} u \leq \sup _{\Omega} v_{1}=2 R . \tag{12}
\end{equation*}
$$
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When $\Gamma_{1}$ is an arc of circle (see Figure 3) we denote by $\nu$ the unit outwardpointing normal vector to the circle corresponding to the midpoint of $\Gamma_{1}$. Then, the affine function

$$
v_{2}(x, y)=\frac{1}{\cos (a /(2 R))}\left(\frac{L}{2}+R+\sqrt{R^{2}-\frac{H^{2}}{4}}+\langle\nu,(x, y)\rangle\right)
$$

where $\langle\cdot, \cdot\rangle$ indicates the inner product in $\mathbb{R}^{2}$, is a supersolution to problem (1). Indeed, from the above-mentioned inclusion $\Omega \subset B_{r_{0}}(0), r_{0}=L / 2+R+\sqrt{R^{2}-H^{2} / 4}$ and using the Cauchy-Schwarz inequality we deduce

$$
\left(\left.v_{2}\right|_{\Gamma_{0}}\right)(x, y) \geq \frac{1}{\cos (a /(2 R))}\left(\frac{L}{2}+R+\sqrt{R^{2}-\frac{H^{2}}{4}}-|(x, y)|\right) \geq 0, \quad(x, y) \in \Gamma_{0}
$$

and, if $n(x, y)$ indicates the unitary outward-pointing normal vector at the point $(x, y) \in \partial \Omega$,

$$
\left.\left(\frac{\partial v_{2}}{\partial n}\right)\right|_{\Gamma_{1}}(x, y)=\frac{\langle\nu, n(x, y)\rangle}{\cos (a /(2 R))} \geq \frac{\cos (a /(2 R))}{\cos (a /(2 R))}=1, \quad(x, y) \in \Gamma_{1}
$$

Therefore,

$$
\begin{equation*}
\sup _{\Omega} u \leq \sup _{\Omega} v_{2} \leq \frac{2\left(L / 2+R+\sqrt{R^{2}-H^{2} / 4}\right)}{\cos (a /(2 R))} \leq \frac{L+4 R}{\cos (a /(2 R))} \tag{13}
\end{equation*}
$$

The second inequality in (13) follows from a new application of the Cauchy-Schwarz inequality. For the case described by Figure 4 we propose a potential supersolution of the form (cf. [3])

$$
v_{3}(x, y)=\frac{D\left(X_{0}, \Gamma_{1}\right)}{h\left(X_{0}, \Gamma_{1}\right)} \ln \left(\frac{D\left(X_{0}, \Gamma_{0}\right)}{\left|(x, y)-X_{0}\right|}\right)
$$

where $X_{0}$ is a point not belonging to $\bar{\Omega}$ and, if $\Gamma$ is a subset of $\partial \Omega$,

$$
D\left(X_{0}, \Gamma\right)=\sup _{(x, y) \in \Gamma}\left|(x, y)-X_{0}\right|, \quad h\left(X_{0}, \Gamma\right)=\inf _{(x, y) \in \Gamma}\left\langle\frac{X_{0}-(x, y)}{\left|(x, y)-X_{0}\right|}, n(x, y)\right\rangle .
$$

In fact, we obviously have

$$
v_{3}(x, y) \geq 0, \quad(x, y) \in \Gamma_{0},
$$

and placing $X_{0}$ as in Figure 4 we obtain

$$
\begin{aligned}
\left.\left(\frac{\partial v_{3}}{\partial n}\right)\right|_{\Gamma_{1}}(x, y) & =\frac{D\left(X_{0}, \Gamma_{1}\right)}{h\left(X_{0}, \Gamma_{1}\right)} \frac{1}{\left|(x, y)-X_{0}\right|}\left\langle\frac{X_{0}-(x, y)}{\left|(x, y)-X_{0}\right|}, n(x, y)\right\rangle \\
& \geq \frac{D\left(X_{0}, \Gamma_{1}\right)}{\left|(x, y)-X_{0}\right|} \geq 1, \quad(x, y) \in \Gamma_{1} .
\end{aligned}
$$

Thus, the following estimate for $u$ is deduced:

$$
\begin{equation*}
\sup _{\Omega} u \leq \sup _{\Omega} v_{3} \leq \frac{D\left(X_{0}, \Gamma_{1}\right)}{h\left(X_{0}, \Gamma_{1}\right)} \ln \left(\frac{D\left(X_{0}, \Gamma_{0}\right)}{d\left(X_{0}, \Omega\right)}\right), \tag{14}
\end{equation*}
$$

where, as usual, $d\left(X_{0}, \Omega\right)$ denotes the distance of $X_{0}$ to $\Omega$. Now, simple calculations show that an upper bound independent of the parameter $H$ can be found for the estimate of $\sup _{\Omega} u$ given by (14). This property, which is also shared by the bounds provided by (12) and (13), is to be exploited further on to complete the argument. To find such an upper bound we set $a=a_{1}+a_{2}$ with $a_{2}$ denoting the length of the part of $\Gamma_{1}$ placed on the circle. Let $\left(L / 2-a_{1}, H / 2+p\right)$ be the coordinates of $X_{0}$ with the value of $p$ given by

$$
p=\left(a_{1}+\sqrt{R^{2}-\frac{H^{2}}{4}}\right) \tan \left(\frac{a_{2}}{R}+\arcsin \left(\frac{H}{2 R}\right)\right)-\frac{H}{2} ;
$$

then we can write

$$
\begin{align*}
& D\left(X_{0}, \Gamma_{1}\right)=\sqrt{a_{1}^{2}+p^{2}},  \tag{15}\\
& D\left(X_{0}, \Gamma_{0}\right)=R+\sqrt{\left(p+\frac{H}{2}\right)^{2}+\left(L-a_{1}+\sqrt{R^{2}-\frac{H^{2}}{4}}\right)^{2}},  \tag{16}\\
& d\left(X_{0}, \Omega\right)=\min \left\{p, \sqrt{\left(a_{1}+\sqrt{R^{2}-\frac{H^{2}}{4}}\right)^{2}+\left(p+\frac{H}{2}\right)^{2}}-R\right\} . \tag{17}
\end{align*}
$$

Furthermore, taking into account that

$$
\cos \alpha=\frac{p}{\sqrt{a_{1}^{2}+p^{2}}}, \quad \cos \theta=\frac{H}{2 R} \cos \alpha+\sqrt{1-\frac{H^{2}}{4 R^{2}}} \sin \alpha \geq \sqrt{1-\frac{H^{2}}{4 R^{2}}} \frac{a_{1}}{\sqrt{a_{1}^{2}+p^{2}}},
$$

where $\alpha$ and $\theta$ are the angles specified in Figure 4, we obtain

$$
\begin{equation*}
h\left(X_{0}, \Gamma_{1}\right)=\min \{\cos \alpha, \cos \theta\} \geq \frac{1}{\sqrt{a_{1}^{2}+p^{2}}} \min \left\{p, a_{1} \sqrt{1-\frac{H^{2}}{4 R^{2}}}\right\} . \tag{18}
\end{equation*}
$$

By introducing (15)-(18) in (14) and taking $H<R$, after some algebraic manipulations we conclude

$$
\begin{equation*}
\sup _{\Omega} u \leq \frac{a_{1}^{2}+p^{2}}{\min \left\{p, \frac{\sqrt{3}}{2} a_{1}\right\}} \ln \left(\frac{\frac{5}{2} R+p+L-a_{1}}{\min \left\{p, \sqrt{\left(a_{1}+\frac{\sqrt{3}}{2} R\right)^{2}+p^{2}}-R\right\}}\right) \tag{19}
\end{equation*}
$$

Finally, in view of $\lim _{H \downarrow 0} p=\left(a_{1}+R\right) \tan \left(a_{2} / R\right)$, an estimate independent of $H$ for $\sup _{\Omega} u$ can be easily deduced from (19).

Next, we will consider the instance of problem (1) in which $\Gamma_{1}$ splits into two symmetric segments of length $a / 2$ as shown in Figure 5 . On the subdomain $\Omega^{\prime}=$ $(-a / 4, a / 4) \times(-H / 2, H / 2)$ (in gray in Figure 5), the harmonic function

$$
w(x, y)=\frac{1}{H}\left(y^{2}-x^{2}+\frac{a^{2}}{16}-\frac{H^{2}}{4}\right)
$$

satisfies

$$
\begin{aligned}
\left.\left(\frac{\partial w}{\partial n}\right)\right|_{\Gamma_{1}}(x, y) & =1,(x, y) \in \Gamma_{1} \\
w\left( \pm \frac{a}{4}, y\right) & =\frac{1}{H}\left(y^{2}-\frac{H^{2}}{4}\right) \leq 0,|y|<\frac{H}{2}
\end{aligned}
$$

By the strong maximum principle and Hopf's lemma (see [13], [9], [1]), the solution $u$ to problem (1) satisfies $u>0$ in $\Omega$; hence

$$
u\left( \pm \frac{a}{4}, y\right)>0,|y|<\frac{H}{2}
$$

moreover, the symmetry of $\Omega$ and $\Gamma_{1}$ guarantees that $\sup _{\Omega} u=u(0, \pm H / 2)$. Then we see that $w$ is a subsolution in $\Omega^{\prime}$ of $u$ and therefore,

$$
\begin{equation*}
\sup _{\Omega} u \geq \sup _{\Omega^{\prime}} w=w\left(0, \pm \frac{H}{2}\right)=\frac{a^{2}}{16 H} \tag{20}
\end{equation*}
$$

Now, the fact that a domain shaped like that in Figure 1 does not satisfy the property stated in Conjecture 1 quickly follows from inequalities (12), (13), (19), and (20). In effect, the lower bound for $\sup _{\Omega} u$ given by (20) depends on the reciprocal of $H$, unlike the upper bounds provided by the remaining inequalities. Therefore, Conjecture 1 is violated by the domain $\Omega$ under consideration when a sufficiently small $H$ is chosen.
3. Proof of Theorem 4. The technique we employ to prove Theorem 4 consists of several steps. Broadly speaking, we use Ghizzetti's exact solution to problem (1) in the circle and conformal maps to estimate the right-hand side of (7) for small enough $\varepsilon$. An estimate of the other side is obtained through the maximum principles and more involved estimations of normal derivatives. To begin with, using the notation settled in the Introduction, for $k=1,2, \ldots, n$ let us consider the mixed boundary value problems

$$
\left\lvert\, \begin{array}{ll}
\Delta u_{k}(x)=0, & x \in \Omega, \\
u_{k}(x)=0, & x \in \Gamma_{0}, \\
\frac{\partial u_{k}}{\partial n}(x)=1, & x \in \Gamma_{1}^{(k)},  \tag{21}\\
\frac{\partial u_{k}}{\partial n}(x)=0, & x \in \Gamma_{1}^{(j)}, j \neq k,
\end{array}\right.
$$
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$$
\begin{array}{|ll}
\Delta v_{k}(x)=0, & x \in \Omega, \\
v_{k}(x)=0, & x \in \Gamma_{0}, \\
\frac{\partial v_{k}}{\partial n}(x)=1, & x \in \Gamma_{1}^{(k)},  \tag{22}\\
v_{k}(x)=0, & x \in \Gamma_{1}^{(j)}, j \neq k
\end{array}
$$

The normal derivative $\partial v_{k} / \partial n$ of the solution $v_{k}$ to (22) is a bounded and (at least) continuous function on $\Gamma_{1}$ and therefore, it makes sense to consider also the following problem:

$$
\begin{array}{|ll}
\Delta w_{k}(x)=0, & x \in \Omega, \\
w_{k}(x)=0, & x \in \Gamma_{0}, \\
\frac{\partial w_{k}}{\partial n}(x)=0, & x \in \Gamma_{1}^{(k)},  \tag{23}\\
\frac{\partial w_{k}}{\partial n}(x)=-\frac{\partial v_{k}}{\partial n}(x), & x \in \Gamma_{1}^{(j)}, j \neq k .
\end{array}
$$

From the strong maximum principle and Hopf's lemma (see [9],[13]), we deduce that the functions $u_{k}, v_{k}$, and $w_{k}$ are nonnegative on $\bar{\Omega}$. Take, for instance, the function $u_{k}$. In view of the imposed boundary conditions, $u_{k}$ is not constant on $\Omega$; then, $\inf _{\Omega} u_{k}=u_{k}\left(x_{0}\right)$ for a certain $x_{0} \in \partial \Omega$ by the strong maximum principle. But Hopf's lemma ensures the normal derivative $\left(\partial u_{k} / \partial n\right)\left(x_{0}\right)$ is negative at the point $x_{0}$, so that $x_{0} \in \Gamma_{0}$ and therefore $\inf _{\Omega} u_{k}=u_{k}\left(x_{0}\right)=0$. The nonnegativity of $v_{k}$ and $w_{k}$ follows in a similar way.

Several relationships hold among functions $u_{k}, v_{k}, w_{k}$, and the solution $u\left[\Gamma_{1}\right]$ to (1). The most useful of these are listed in the following lemma.

Lemma 6. If $u\left[\Gamma_{1}\right], u_{k}, v_{k}$, and $w_{k}$ respectively denote the solutions to problems (1), (21), (22), and (23), then the following relationships hold:
(i) $u\left[\Gamma_{1}\right]=\sum_{k=1}^{n} u_{k}$;
(ii) $u_{k}=v_{k}+w_{k}, k=1,2, \ldots, n$;
(iii) $v_{k} \leq u_{k} \leq v_{k}+\max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} \sum_{j \neq k} u_{j}$.

Furthermore, if the inequality $\sum_{k=1}^{n} \max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty}<1$ holds, then
(iv)

$$
\max _{1 \leq k \leq n} \sup _{\Omega} v_{k} \leq \sup _{\Omega} u\left[\Gamma_{1}\right] \leq \frac{\max _{1 \leq k \leq n} \sup _{\Omega} v_{k}}{1-\sum_{k=1}^{n} \max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty}}
$$

Proof. Assertions (i) and (ii) are immediate from the definitions of $u\left[\Gamma_{1}\right], u_{k}, v_{k}$, and $w_{k}$. The first inequality in (iii) follows from (ii) and the nonnegativity of $w_{k}$. To derive the second inequality in (iii), we consider the function $\widetilde{w}_{k}$ that solves the problem

$$
\begin{array}{|ll}
\Delta \widetilde{w}_{k}(x)=0, & x \in \Omega, \\
\widetilde{w}_{k}(x)=0, & x \in \Gamma_{0}, \\
\frac{\partial \widetilde{w}_{k}}{\partial n}(x)=0, & x \in \Gamma_{1}^{(k)}, \\
\frac{\partial w_{k}}{\partial n}(x)=\max _{j \neq k}\left\|\left.\frac{\partial v_{k}}{\partial n}\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty}, & x \in \Gamma_{1}^{(j)}, j \neq k
\end{array}
$$

The strong maximum principle and Hopf's lemma provide $w_{k} \leq \widetilde{w}_{k}$ on $\bar{\Omega}$. On the other hand, it is obvious that

$$
\widetilde{w}_{k}=\max _{j \neq k}\left\|\left.\frac{\partial v_{k}}{\partial n}\right|_{\Gamma_{1}^{(j)}}\right\| \sum_{\infty} \sum_{j \neq k} u_{j}
$$

and thus, from (ii) we obtain

$$
u_{k}=v_{k}+w_{k} \leq v_{k}+\widetilde{w}_{k}=v_{k}+\max _{j \neq k}\left\|\left.\frac{\partial v_{k}}{\partial n}\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} \sum_{j \neq k} u_{j} .
$$

In order to prove the inequalities (iv), we take $\sum_{k=1}^{n}$ in the second inequality (iii) to obtain

$$
\begin{equation*}
\sum_{k=1}^{n} u_{k} \leq \sum_{k=1}^{n} v_{k}+\sum_{k=1}^{n}\left(\max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} \sum_{j \neq k} u_{j}\right) \tag{24}
\end{equation*}
$$

or, taking into account (i) and the nonnegativity of $u_{k}, k=1,2, \ldots, n$,

$$
\begin{align*}
u\left[\Gamma_{1}\right] & \leq \sum_{k=1}^{n} v_{k}+\sum_{k=1}^{n}\left(\max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} \sum_{j \neq k} u_{k}\right) \\
& \leq \sum_{k=1}^{n} v_{k}+u\left[\Gamma_{1}\right] \sum_{k=1}^{n} \max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} \tag{25}
\end{align*}
$$

By the strong maximum principle and Hopf's lemma, there exists a point $P \in \Gamma_{1}$ such that $\sup _{\Omega} u\left[\Gamma_{1}\right]=u\left[\Gamma_{1}\right](P)$. Without loss of generality we can assume $P \in \Gamma_{1}^{(1)}$. From (25) we then obtain

$$
\sup _{\Omega} u\left[\Gamma_{1}\right]=u\left[\Gamma_{1}\right](P) \leq v_{1}(P)+u\left[\Gamma_{1}\right](P) \sum_{k=1}^{n} \max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty},
$$

and using the hypothesis $\sum_{k=1}^{n} \max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty}<1$,

$$
\begin{aligned}
\sup _{\Omega} u\left[\Gamma_{1}\right] & \leq \frac{v_{1}(P)}{1-\sum_{k=1}^{n} \max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty}} \\
& \leq \frac{\sup _{\Omega} v_{1}}{1-\sum_{k=1}^{n} \max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty}} \\
& \leq \frac{\max _{1 \leq k \leq n} \sup _{\Omega} v_{k}}{1-\sum_{k=1}^{n} \max _{j \neq k}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty}},
\end{aligned}
$$

which proves the second inequality in (iv). As for the first inequality in (iv), from the first one in (iii) we deduce

$$
\sup _{\Omega} v_{k} \leq \sup _{\Omega} u\left[\Gamma_{1}\right],
$$

whence

$$
\max _{1 \leq k \leq n} \sup _{\Omega} v_{k} \leq \sup _{\Omega} u\left[\Gamma_{1}\right] .
$$

This completes the proof.
The second inequality from Lemma 6(iv) can be employed to prove Theorem 4. In fact, assume for a moment that the expressions

$$
\begin{align*}
\sup _{\Omega} u\left[\Gamma_{1}^{*}(\varepsilon)\right] & =C_{0}((b-a) \varepsilon)^{p}+o\left(\varepsilon^{p}\right),  \tag{26}\\
\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}(\varepsilon)}\right\|_{\infty} & \leq C_{j . k}\left(\left(b_{k}-a_{k}\right) \varepsilon\right)^{q}+o\left(\varepsilon^{q}\right) \tag{27}
\end{align*}
$$

hold for sufficiently small $\varepsilon$ 's with $p, q>0$ and constants $C_{0}$ and $C_{j . k}$ which are independent of $a, b$ and $a_{k}, b_{k}, k=1,2, \ldots, n$, respectively. A proof of (26) and (27) for a Dini-smooth domain (with $p=1$ and $q=2$ ) is furnished by Theorem 8 below. With the inequalities (26) and (27) at hand, we succeed in proving Theorem 4 as follows.

Proof of Theorem 4. By using (26), $\sup _{\Omega} v_{k}$ admits the following representation:

$$
\sup _{\Omega} v_{k}=C_{0}\left(\left(b_{k}-a_{k}\right) \varepsilon\right)^{p}+o\left(\varepsilon^{p}\right), k=1,2, \ldots, n,
$$

and, since the hypothesis of item (iv) of Lemma 6 is satisfied when $\varepsilon$ is small enough (for instance, $\varepsilon^{q}<1 /\left[2 \sum_{k=1}^{n}\left(b_{k}-a_{k}\right)^{q} \max _{j \neq k} C_{j . k}\right]$ ), the second inequality from Lemma 6(iv) and (27) provide for these $\varepsilon$ 's

$$
\begin{align*}
\sup _{\Omega} u\left[\Gamma_{1}(\varepsilon)\right] & \leq \frac{C_{0} \max _{1 \leq k \leq n}\left(\left(b_{k}-a_{k}\right) \varepsilon\right)^{p}+o\left(\varepsilon^{p}\right)}{1-\sum_{k=1}^{n} \max _{j \neq k} C_{j . k}\left(\left(b_{k}-a_{k}\right) \varepsilon\right)^{q}+o\left(\varepsilon^{q}\right)} \\
& =C_{0} \max _{1 \leq k \leq n}\left(\left(b_{k}-a_{k}\right) \varepsilon\right)^{p}+o\left(\varepsilon^{p}\right) . \tag{28}
\end{align*}
$$

By recalling that $b-a=\sum_{k=1}^{n}\left(b_{k}-a_{k}\right)$ and $b_{k}-a_{k}>0, k=1,2, \ldots, n$, from (26) and (28) we get

$$
\begin{aligned}
\sup _{\Omega} u\left[\Gamma_{1}(\varepsilon)\right] & \leq C_{0} \max _{1 \leq k \leq n}\left(\left(b_{k}-a_{k}\right) \varepsilon\right)^{p}+o\left(\varepsilon^{p}\right) \\
& <C_{0}((b-a) \varepsilon)^{p}+o\left(\varepsilon^{p}\right)=\sup _{\Omega} u\left[\Gamma_{1}^{*}(\varepsilon)\right],
\end{aligned}
$$

for sufficiently small $\varepsilon$ 's, as Theorem 4 asserts.
The remainder of this section is devoted to justifying the validity of the expressions (26) and (27) under reasonable hypotheses on the regularity of the domain $\Omega$. Let us begin by showing that (26) and (27) hold for $\Omega=B_{1}(0)$, the circle of radius 1 ; then, the technique of conformal maps will be applied to extend their validity to Dini-smooth domains which satisfy an interior sphere condition. Thus, we assume that $\Omega=B_{1}(0)$ in the following. As usual, polar coordinates are employed to denote points belonging to the circle.

An explicit solution to the general mixed boundary value problem

$$
\begin{array}{|ll}
\Delta u(\rho, \phi)=\frac{1}{\rho}\left(\left(\rho u_{\rho}\right)_{\rho}+\frac{1}{\rho} u_{\phi \phi}\right)=0, & (\rho, \phi) \in B_{1}(0)  \tag{29}\\
u(1, \phi)=F(\phi), & \alpha<\phi<2 \pi \\
\frac{\partial u}{\partial \rho}(1, \phi)=G(\phi), & 0<\phi<\alpha
\end{array}
$$

was found by Ghizzetti in [7] (see also [8]). Under suitable hypotheses of regularity on the functions $F$ and $G$ it is shown by this author that the solution $u(\rho, \phi)$ to (29) can be expressed as follows:

$$
\begin{align*}
u(\rho, \phi) & =\frac{1}{2 \pi} \int_{0}^{\alpha} \ln \left(\frac{\sqrt{H(\rho, \phi, \theta)}+\sqrt{M(\rho, \phi)-N(\rho, \phi)}+\sqrt{K(\rho, \phi, \theta)}}{\sqrt{H(\rho, \phi, \theta)}-\sqrt{M(\rho, \phi)-N(\rho, \phi)}+\sqrt{K(\rho, \phi, \theta)}}\right) G(\theta) d \theta  \tag{30}\\
& +\frac{1}{2 \pi} \frac{1-\rho^{2}}{\sqrt{M(\rho, \phi)+N(\rho, \phi)}} \int_{\alpha}^{2 \pi} \frac{\sqrt{H(\rho, \phi, \theta)}+\sqrt{K(\rho, \phi, \theta)}}{1-2 \rho \cos (\phi-\theta)+\rho^{2}} F(\theta) d \theta
\end{align*}
$$

where

$$
\begin{align*}
& H(\rho, \phi, \theta)=\frac{\sin (|\alpha-\theta| / 2)}{\sin (\theta / 2)}\left(1-2 \rho \cos \phi+\rho^{2}\right)  \tag{31}\\
& K(\rho, \phi, \theta)=\frac{\sin (\theta / 2)}{\sin (|\alpha-\theta| / 2)}\left(1-2 \rho \cos (\phi-\alpha)+\rho^{2}\right)  \tag{32}\\
& M(\rho, \phi)=2 \sqrt{\left(1-2 \rho \cos \phi+\rho^{2}\right)\left(1-2 \rho \cos (\phi-\alpha)+\rho^{2}\right)}  \tag{33}\\
& N(\rho, \phi)=2\left(\cos (\alpha / 2)-2 \rho \cos (\phi-\alpha / 2)+\rho^{2} \cos (\alpha / 2)\right) \tag{34}
\end{align*}
$$

Note that $M=2 \sqrt{H K}$. From (30) and (31)-(34) we easily derive an explicit solution to the instance of problem (1) in which $\Omega=B_{1}(0)$ and $\Gamma_{1}=(0, \alpha)$. In fact, denoting this solution by $u_{\alpha}$ we can write

$$
\begin{equation*}
u_{\alpha}(\rho, \phi)=\frac{1}{2 \pi} \int_{0}^{\alpha} \ln \left(\frac{\sqrt{H(\rho, \phi, \theta)}+\sqrt{M(\rho, \phi)-N(\rho, \phi)}+\sqrt{K(\rho, \phi, \theta)}}{\sqrt{H(\rho, \phi, \theta)}-\sqrt{M(\rho, \phi)-N(\rho, \phi)}+\sqrt{K(\rho, \phi, \theta)}}\right) d \theta \tag{35}
\end{equation*}
$$

where $H, K, M$, and $N$ are defined by (31)-(34). Now we prove that the supremum $\sup _{B_{1}(0)} u_{\alpha}$ is attained at the boundary point $(1, \alpha / 2)$. In fact, the strong maximum principle and Hopf's lemma show that $\sup _{B_{1}(0)} u_{\alpha}$ is attained at a point $\left(1, \phi_{0}\right)$ such that $0<\phi_{0}<\alpha$, and so, we must look for the maximum of the boundary value $\phi \mapsto h(\phi)=u_{\alpha}(1, \phi), 0<\phi<\alpha$. Since $u_{\alpha}$ is symmetric with respect to the line $\phi=\alpha / 2$, the point $\phi=\alpha / 2$ is a point of symmetry for the function $h$; i.e., $h(\alpha / 2-\phi)=h(\alpha / 2+\phi), 0 \leq \phi<\alpha / 2$. Furthermore, $h$ is a strictly concave function in $(0, \alpha)$ which, jointly with its symmetry, implies that $\sup _{B_{1}(0)} u_{\alpha}=\sup _{0<\phi<\alpha} h(\phi)=$ $h(\alpha / 2)=u_{\alpha}(1, \alpha / 2)$. That $h$ is really a strictly concave function can be seen by using once again the maximum principle and Hopf's lemma. On the one hand, $h$ is a smooth function and then the equation

$$
\Delta u_{\alpha}(\rho, \phi)=\frac{1}{\rho}\left(\left(\rho\left(u_{\alpha}\right)_{\rho}\right)_{\rho}+\frac{1}{\rho}\left(u_{\alpha}\right)_{\phi \phi}\right)=0
$$

holds up to the boundary $\rho=1,0<\phi<\alpha$, so that we can write

$$
\begin{equation*}
h^{\prime \prime}(\phi)=\left(u_{\alpha}\right)_{\phi \phi}(1, \phi)=-\left(\rho\left(u_{\alpha}\right)_{\rho}\right)_{\rho}(1, \phi), 0<\phi<\alpha . \tag{36}
\end{equation*}
$$

On the other hand, the function defined by $v=\rho\left(u_{\alpha}\right)_{\rho},(\rho, \phi) \in B_{1}(0)$, is harmonic and its maximum value (equal to 1 ) on $\overline{B_{1}(0)}$ is reached at every point $(1, \phi)$, $0<\phi<\alpha$. Thus, Hopf's lemma shows that the normal derivative $(v)_{\rho}(1, \phi)=$ $\left(\rho\left(u_{\alpha}\right)_{\rho}\right)_{\rho}(1, \phi)>0,0<\phi<\alpha$, and so, from (36) we obtain $h^{\prime \prime}(\phi)<0,0<\phi<\alpha$; that is, $h$ is strictly concave.

Once it is known that $\sup _{B_{1}(0)} u_{\alpha}=u_{\alpha}(1, \alpha / 2)$, Ghizzetti's formula (36) becomes useful in deriving an explicit expression for $\sup _{B_{1}(0)} u_{\alpha}$. Indeed, we have

$$
\begin{aligned}
& \sup _{B_{1}(0)} u_{\alpha}=u_{\alpha}(1, \alpha / 2) \\
& =\frac{1}{2 \pi} \int_{0}^{\alpha} \ln \left(\frac{\sqrt{H(1, \alpha / 2, \theta)}+\sqrt{M(1, \alpha / 2)-N(1, \alpha / 2)}+\sqrt{K(1, \alpha / 2, \theta)}}{\sqrt{H(1, \alpha / 2, \theta)}-\sqrt{M(1, \alpha / 2)-N(1, \alpha / 2)}+\sqrt{K(1, \alpha / 2, \theta)}}\right) d \theta
\end{aligned}
$$

or, realizing that

$$
\begin{aligned}
& H(1, \alpha / 2, \theta)=2 \frac{\sin (|\alpha-\theta| / 2)}{\sin (\theta / 2)}(1-\cos (\alpha / 2)) \\
& K(1, \alpha / 2, \theta)=2 \frac{\sin (\theta / 2)}{\sin (|\alpha-\theta| / 2)}(1-\cos (\alpha / 2)) \\
& M(1, \alpha / 2)=4(1-\cos (\alpha / 2)) \\
& N(1, \alpha / 2)=4(\cos (\alpha / 2)-1)=-M(1, \alpha / 2)
\end{aligned}
$$

and after some simplifications,

$$
\begin{gather*}
\sup _{B_{1}(0)} u_{\alpha}=\frac{1}{\pi} \int_{0}^{\alpha} \ln \left|\frac{\sqrt{\sin ((\alpha-\theta) / 2)}+\sqrt{\sin (\theta / 2)}}{\sqrt{\sin ((\alpha-\theta) / 2)}-\sqrt{\sin (\theta / 2)}}\right| d \theta \\
=\frac{\alpha}{\pi} \int_{0}^{1} \ln \left|\frac{\sqrt{\sin \left(\frac{\alpha}{2}(1-\lambda)\right)}+\sqrt{\sin \left(\frac{\alpha}{2} \lambda\right)}}{\sqrt{\sin \left(\frac{\alpha}{2}(1-\lambda)\right)}-\sqrt{\sin \left(\frac{\alpha}{2} \lambda\right)}}\right| d \lambda . \tag{37}
\end{gather*}
$$

The expression (35) may be further used to compute the radial derivative $\partial u_{\alpha} / \partial \rho$ at a point $(1, \phi)$ belonging to $\Gamma_{0}=(\alpha, 2 \pi)$. With this purpose, we note that $u_{\alpha}(1, \phi)=$ 0 for every $\alpha<\phi<2 \pi$, and so, from (35) we obtain

$$
\begin{align*}
& \frac{\partial u_{\alpha}}{\partial \rho}(R, \phi)=\lim _{\rho \uparrow 1} \frac{u_{\alpha}(\rho, \phi)}{\rho-1} \\
& =\frac{1}{2 \pi} \lim _{\rho \uparrow 1} \int_{0}^{\alpha} \ln \left(\frac{\sqrt{H(\rho, \phi, \theta)}+\sqrt{M(\rho, \phi)-N(\rho, \phi)}+\sqrt{K(\rho, \phi, \theta)}}{\sqrt{H(\rho, \phi, \theta)}-\sqrt{M(\rho, \phi)-N_{R}(\rho, \phi)}+\sqrt{K(\rho, \phi, \theta)}}\right)^{\frac{1}{\rho-1}} d \theta  \tag{38}\\
& =\frac{1}{2 \pi} \lim _{\rho \uparrow 1} \int_{0}^{\alpha} \ln \left(\frac{1+\frac{\sqrt{M(\rho, \phi)-N(\rho, \phi)}}{\sqrt{H(\rho, \phi, \theta)}+\sqrt{K(\rho, \phi)}}}{1-\frac{\sqrt{M(\rho, \phi)-N(\rho, \phi)}}{\sqrt{H(\rho, \phi, \theta)}+\sqrt{K(\rho, \phi)}}}\right)^{\frac{1}{\rho-1}} d \theta .
\end{align*}
$$

Routine calculations applied to the expressions (31)-(34) show that

$$
\sqrt{M(\rho, \phi)-N(\rho, \phi)}=\frac{\sin (\alpha / 2)}{\sqrt{\sin (\phi / 2) \sin ((\phi-\alpha) / 2)}}(1-\rho)+O\left((1-\rho)^{2}\right)
$$

and

$$
\begin{aligned}
\sqrt{H(\rho, \phi, \theta)}+\sqrt{K(\rho, \phi, \theta)}=2 & \left(\sin \frac{\phi}{2} \sqrt{\frac{\sin ((\alpha-\theta) / 2)}{\sin (\theta / 2)}}+\sin \frac{\phi-\alpha}{2} \sqrt{\frac{\sin (\theta / 2)}{\sin ((\alpha-\theta) / 2)}}\right) \\
& +O(1-\rho),
\end{aligned}
$$

whence

$$
\begin{align*}
& \lim _{\rho \uparrow 1} \ln \left(\frac{1+\frac{\sqrt{M(\rho, \phi)-N(\rho, \phi)}}{\sqrt{H(\rho, \phi, \theta}+\sqrt{K(\rho, \phi)}}}{1-\frac{\sqrt{M(\rho, \phi)-N(\rho, \phi)}}{\sqrt{H(\rho, \phi, \theta)}+\sqrt{K(\rho, \phi)}}}\right)^{\frac{1}{\rho-1}}  \tag{39}\\
& \quad=-\frac{\sin (\alpha / 2)}{\sqrt{\sin (\phi / 2) \sin ((\phi-\alpha) / 2)}\left(\sin \frac{\phi}{2} \sqrt{\frac{\sin ((\alpha-\theta) / 2)}{\sin (\theta / 2)}}+\sin \frac{\phi-\alpha}{2} \sqrt{\frac{\sin (\theta / 2)}{\sin ((\alpha-\theta) / 2)}}\right)} .
\end{align*}
$$

On the other hand, using the Taylor's series of $x \mapsto \ln ((1+x) /(1-x))$ and the inequality $A x+B x^{-1} \geq 2 \sqrt{A B}$ which holds for $A, B, x>0$, we see that for $\rho$ close enough to 1 there exists a constant $L>0$ such that

$$
\left|\ln \left(\frac{1+\frac{\sqrt{M(\rho, \phi)-N(\rho, \phi)}}{\sqrt{H(\rho, \phi, \theta)}+\sqrt{K(\rho, \phi)}}}{1-\frac{\sqrt{M(\rho, \phi)-N(\rho, \phi)}}{\sqrt{H(\rho, \phi, \theta)}+\sqrt{K(\rho, \phi)}}}\right)^{\frac{1}{\rho-1}}\right|
$$

$$
\begin{align*}
& \leq \frac{L \sin (\alpha / 2)}{\sqrt{\sin (\phi / 2) \sin ((\phi-\alpha) / 2)}\left(\sin \frac{\phi}{2} \sqrt{\frac{\sin ((\alpha-\theta) / 2)}{\sin (\theta / 2)}}+\sin \frac{\phi-\alpha}{2} \sqrt{\frac{\sin (\theta / 2)}{\sin ((\alpha-\theta) / 2)}}\right.}  \tag{40}\\
& \leq \frac{L \sin (\alpha / 2)}{2 \sin (\phi / 2) \sin ((\phi-\alpha) / 2)}, \quad 0<\theta<\alpha
\end{align*}
$$

In view of (39) and (40) we can apply the dominated convergence theorem to the last member of (38) to obtain

$$
\begin{gather*}
\frac{\partial u_{\alpha}}{\partial \rho}(1, \phi)=-\frac{\sin (\alpha / 2)}{2 \pi \sqrt{\sin (\phi / 2) \sin ((\phi-\alpha) / 2)}} \int_{0}^{\alpha} \frac{d \theta}{\sin \frac{\phi}{2} \sqrt{\frac{\sin ((\alpha-\theta) / 2)}{\sin (\theta / 2)}+\sin \frac{\phi-\alpha}{2} \sqrt{\frac{\sin (\theta / 2)}{\sin ((\alpha-\theta) / 2)}}}} \\
\quad=-\frac{\alpha \sin (\alpha / 2)}{2 \pi \sqrt{\sin (\phi / 2) \sin ((\phi-\alpha) / 2)}} \int_{0}^{1} \frac{d \lambda}{\sin \frac{\phi}{2} \sqrt{\frac{\sin (\alpha(1-\lambda) / 2)}{\sin (\alpha \lambda / 2)}}+\sin \frac{\phi-\alpha}{2} \sqrt{\frac{\sin (\alpha \lambda / 2)}{\sin (\alpha(1-\lambda) / 2)}}} \tag{41}
\end{gather*}
$$

Now we are in the position to prove that expressions like (26) and (27) hold for the circle.

Theorem 7. By employing the above notation, we have

$$
\begin{equation*}
\sup _{B_{1}(0)} u_{\alpha}=\frac{1}{2} \alpha+o(\alpha) . \tag{42}
\end{equation*}
$$

Moreover, if $\alpha<\phi_{1}<\phi_{2}<2 \pi$, then

$$
\begin{equation*}
\sup _{\phi_{1}<\phi<\phi_{2}}\left|\frac{\partial u_{\alpha}}{\partial \rho}(1, \phi)\right| \leq \frac{1}{8 \pi \min _{\phi \in\left[\phi_{1}, \phi_{2}\right]}[\sin (\phi / 2) \sin ((\phi-\alpha) / 2)]} \alpha^{2}+o\left(\alpha^{2}\right) \tag{43}
\end{equation*}
$$

Proof. With the purpose of proving the validity of expression (42), we observe that

$$
\lim _{\alpha \downarrow 0} \int_{0}^{1} \ln \left|\frac{\sqrt{\sin \left(\frac{\alpha}{2}(1-\lambda)\right)}+\sqrt{\sin \left(\frac{\alpha}{2} \lambda\right)}}{\sqrt{\sin \left(\frac{\alpha}{2}(1-\lambda)\right)}-\sqrt{\sin \left(\frac{\alpha}{2} \lambda\right)}}\right| d \lambda=\int_{0}^{1} \ln \left|\frac{\sqrt{1-\lambda}+\sqrt{\lambda}}{\sqrt{1-\lambda}-\sqrt{\lambda}}\right| d \lambda=\frac{\pi}{2}
$$

The expression (42) immediately follows from this equality and from (37). On the other hand, it follows from the arithmetic mean-geometric mean inequality that, for every $0<\lambda<1$ and $\alpha<\phi<2 \pi$,

$$
\sin \frac{\phi}{2} \sqrt{\frac{\sin (\alpha(1-\lambda) / 2)}{\sin (\alpha \lambda / 2)}}+\sin \frac{\phi-\alpha}{2} \sqrt{\frac{\sin (\alpha \lambda / 2)}{\sin (\alpha(1-\lambda) / 2)}} \geq 2 \sqrt{\sin \frac{\phi}{2} \sin \frac{\phi-\alpha}{2}},
$$

and hence

$$
\begin{equation*}
\int_{0}^{1} \frac{d \lambda}{\sin \frac{\phi}{2} \sqrt{\frac{\sin (\alpha(1-\lambda) / 2)}{\sin (\alpha \lambda / 2)}}+\sin \frac{\phi-\alpha}{2} \sqrt{\frac{\sin (\alpha \lambda / 2)}{\sin (\alpha(1-\lambda) / 2)}}} \leq \frac{1}{2 \sqrt{\sin \frac{\phi}{2} \sin \frac{\phi-\alpha}{2}}} . \tag{44}
\end{equation*}
$$

Therefore, from (41) and (44) we see that

$$
\begin{aligned}
\left|\frac{\partial u_{\alpha}}{\partial \rho}(1, \phi)\right| & \leq \frac{\alpha \sin (\alpha / 2)}{2 \pi \sqrt{\sin (\phi / 2) \sin ((\phi-\alpha) / 2)}} \frac{1}{2 \sqrt{\sin (\phi / 2) \sin ((\phi-\alpha) / 2)}} \\
& =\frac{1}{8 \pi \sin (\phi / 2) \sin ((\phi-\alpha) / 2)} \alpha^{2}+o\left(\alpha^{2}\right)
\end{aligned}
$$

whence we finally get expression (43).
It should be observed that if $u_{R, \alpha}$ is the solution to problem (1) for $\Omega=B_{R}(0)$ and $\Gamma_{1}=(0, R \alpha)$, then we have $u_{R, \alpha}(\rho, \phi) \equiv R u_{\alpha}(\rho / R, \phi)$. In this way, by setting $\varepsilon=\left|\Gamma_{1}\right|=R \alpha$, from Theorem 7 we conclude

$$
\begin{equation*}
\sup _{B_{R}(0)} u_{R, \alpha}=\frac{1}{2} \varepsilon+o(\varepsilon) \tag{45}
\end{equation*}
$$

and, for $\alpha<\phi_{1}<\phi_{2}<2 \pi$,

$$
\begin{equation*}
\sup _{\phi_{1}<\phi<\phi_{2}}\left|\frac{\partial u_{R, \alpha}}{\partial \rho}(R, \phi)\right| \leq \frac{1}{8 \pi R^{2} \min _{\phi \in\left[\phi_{1}, \phi_{2}\right]}[\sin (\phi / 2) \sin ((\phi-\alpha) / 2)]} \varepsilon^{2}+o\left(\varepsilon^{2}\right) \tag{46}
\end{equation*}
$$

Now we turn to consider the case of a Jordan domain $\Omega$ with a Dini-smooth boundary curve $\gamma$. Choose a point $O \in \gamma$ and take $O$ as the origin of arcs. To facilitate the following calculations $\gamma(s)$ is given in complex form, $\gamma(s)=\gamma_{1}(s)+i \gamma_{2}(s)$. By translating $\Omega$ if necessary, we can take $O$ as the origin of coordinates; i.e., we set $O=\gamma^{\prime}(0)=(0,0)$. Furthermore, a rotation of $\Omega$ around $O$ can be done in such a way so as to get $\gamma^{\prime}(0)=1$. As before, we symbolize by $u\left[\Gamma_{1}\right]$ the solution to problem (1) for $\Gamma_{1}=(0, \varepsilon)$. Among the conformal maps $f$ from $B_{1}(0)$ onto $\Omega$, we select that one which verifies $f(1)=0$ and $f^{\prime}(1)=-i\left|f^{\prime}(1)\right|$. In this way, the function $v=u\left[\Gamma_{1}\right] \circ f$ satisfies

$$
\begin{array}{|cc}
\Delta v(\rho, \phi)=0, & (\rho, \phi) \in B_{1}(0) \\
v(1, \phi)=0, & \alpha(\varepsilon)<\phi<2 \pi  \tag{47}\\
\frac{\partial v}{\partial \rho}(1, \phi)=\left|f^{\prime}\left(e^{i \phi}\right)\right|, & 0<\phi<\alpha(\varepsilon),
\end{array}
$$

where $\alpha(s)$ is such that $f\left(e^{i \alpha(s)}\right)=\gamma(s), 0 \leq s \leq|\partial \Omega|$. Differentiating this last equality with respect to $s$, we obtain $f^{\prime}\left(e^{i \alpha(s)}\right) e^{i \alpha(s)} i \alpha^{\prime}(s)=\gamma^{\prime}(s)$ and then, from the assumptions made on $\gamma$ and $f$, we deduce $\alpha(0)=0$ and $\alpha^{\prime}(0)=1 /\left|f^{\prime}(1)\right|$, so that for $\varepsilon \downarrow 0$ we can write

$$
\begin{equation*}
\alpha(\varepsilon)=\frac{1}{\left|f^{\prime}(1)\right|} \varepsilon+o(\varepsilon) \tag{48}
\end{equation*}
$$

By Ghizzetti's formula (30), the function $v$ solving (47) can be represented as

$$
v(\rho, \phi)=\frac{1}{2 \pi} \int_{0}^{\alpha(\varepsilon)} \ln \left(\frac{\sqrt{H(\rho, \phi, \theta)}+\sqrt{M(\rho, \phi)-N(\rho, \phi)}+\sqrt{K(\rho, \phi, \theta)}}{\sqrt{H(\rho, \phi, \theta)}-\sqrt{M(\rho, \phi)-N(\rho, \phi)}+\sqrt{K(\rho, \phi, \theta)}}\right)\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta
$$

whence

$$
\begin{align*}
& v(1, \phi)=\frac{1}{2 \pi} \int_{0}^{\alpha(\varepsilon)} \ln \left(\frac{\sqrt{H(1, \phi, \theta)}+\sqrt{M(1, \phi)-N(1, \phi)}+\sqrt{K(1, \phi, \theta)}}{\sqrt{H(1, \phi, \theta)}-\sqrt{M(1, \phi)-N(1, \phi)}+\sqrt{K(1, \phi, \theta)}}\right)\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta \\
& =\frac{1}{\pi} \int_{0}^{\alpha(\varepsilon)} \ln \left|\frac{\sqrt{\sin ((\alpha(\varepsilon)-\theta) / 2) \sin (\phi / 2)}+\sqrt{\sin (\theta / 2) \sin ((\alpha(\varepsilon)-\phi) / 2)}}{\sqrt{\sin ((\alpha(\varepsilon)-\theta) / 2) \sin (\phi / 2)}-\sqrt{\sin (\theta / 2) \sin ((\alpha(\varepsilon)-\phi) / 2)}}\right|\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta \tag{49}
\end{align*}
$$

and

$$
\begin{aligned}
\frac{\partial v}{\partial \rho}(1, \phi)= & -\frac{\sin (\alpha(\varepsilon) / 2)}{2 \pi \sqrt{\sin (\phi / 2) \sin ((\phi-\alpha(\varepsilon)) / 2)}} \\
& \times \int_{0}^{\alpha(\varepsilon)} \frac{\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta}{\sin \frac{\phi}{2} \sqrt{\frac{\sin ((\alpha(\varepsilon)-\theta) / 2)}{\sin (\theta / 2)}}+\sin \frac{\phi-\alpha(\varepsilon)}{2} \sqrt{\frac{\sin (\theta / 2)}{\sin ((\alpha(\varepsilon)-\theta) / 2)}}} .
\end{aligned}
$$

Compare (49) and (50) with (35) and (41), respectively. Now we prove that a result like Theorem 7 holds for Jordan domains with a Dini-smooth boundary.

THEOREM 8. Let $\Omega$ be a Jordan domain with a Dini-smooth boundary and $\Gamma_{1}$ denote a connected arc of $\partial \Omega$ such that $\left|\Gamma_{1}\right|=\varepsilon$. If $u\left[\Gamma_{1}\right]$ is the solution to problem (1) for $\Omega$ and $\Gamma_{1}$, then we have

$$
\begin{equation*}
\sup _{\Omega} u\left[\Gamma_{1}\right]=\frac{1}{2} \varepsilon+o(\varepsilon) \tag{51}
\end{equation*}
$$

Moreover, if the conformal map $f: B_{1}(0) \rightarrow \Omega$ and $\alpha(\varepsilon)$ are defined as above, then for $\alpha(\varepsilon)<\phi_{1}<\phi_{2}<2 \pi$,

$$
\begin{equation*}
\sup _{\phi_{1}<\phi<\phi_{2}}\left|\frac{\partial u\left[\Gamma_{1}\right]}{\partial n}\left(f\left(e^{i \phi}\right)\right)\right| \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M^{3}\left(f^{\prime}\right) \min _{\phi \in\left[\phi_{1}, \phi_{2}\right]}[\sin (\phi / 2) \sin ((\phi-\alpha) / 2)]} \varepsilon^{2}+o\left(\varepsilon^{2}\right) \tag{52}
\end{equation*}
$$

where $M\left(f^{\prime}\right)=\min _{0 \leq \phi \leq 2 \pi}\left|f^{\prime}(\phi)\right|$.
Proof. By making an appropriate change of variable in the integral of the last member of (49), for $0<\phi<\alpha(\varepsilon)$ we obtain

$$
\begin{align*}
v(1, \phi)= & \frac{\alpha(\varepsilon)}{\pi} \int_{0}^{1} \ln \left|\frac{\sqrt{\sin (\alpha(\varepsilon)(1-\lambda) / 2) \sin (\phi / 2)}+\sqrt{\sin (\alpha(\varepsilon) \lambda / 2) \sin ((\alpha(\varepsilon)-\phi) / 2)}}{\sqrt{\sin (\alpha(\varepsilon)(1-\lambda) / 2) \sin (\phi / 2)}-\sqrt{\sin (\alpha(\varepsilon) \lambda / 2) \sin ((\alpha(\varepsilon)-\phi) / 2)}}\right|  \tag{53}\\
& \times\left|f^{\prime}\left(e^{i \alpha(\varepsilon) \lambda}\right)\right| d \lambda
\end{align*}
$$

Taking into account (48) and the continuity up to the boundary of $f^{\prime}$, we realize that, when $\varepsilon \downarrow 0$, the integral of the right-hand side of (53) converges to

$$
\left|f^{\prime}(1)\right| \int_{0}^{1} \ln \left|\frac{\sqrt{1-\lambda}+\sqrt{\lambda}}{\sqrt{1-\lambda}-\sqrt{\lambda}}\right| d \lambda=\frac{\pi}{2}\left|f^{\prime}(1)\right| ;
$$

thus

$$
\begin{aligned}
u\left[\Gamma_{1}\right]\left(f\left(e^{i \phi}\right)\right) & =v(1, \phi) \\
& =\frac{1}{\pi}\left(\frac{1}{\left|f^{\prime}(1)\right|} \varepsilon+o(\varepsilon)\right)\left(\frac{\pi}{2}\left|f^{\prime}(1)\right|+O(1)\right)=\frac{1}{2} \varepsilon+o(\varepsilon)
\end{aligned}
$$

so proving the expression (51). On the other hand, from (50) we deduce

$$
\begin{align*}
& \frac{\partial u\left[\Gamma_{1}\right]}{\partial n}\left(f\left(e^{i \phi}\right)\right)=\frac{1}{\left|f^{\prime}\left(e^{i \phi}\right)\right|} \frac{\partial v}{\partial \rho}(1, \phi) \\
&=-\frac{\sin (\alpha(\varepsilon) / 2)}{2 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right| \sqrt{\sin (\phi / 2) \sin ((\phi-\alpha(\varepsilon)) / 2)}}  \tag{54}\\
& \quad \times \alpha(\varepsilon) \int_{0}^{1} \frac{\left|f^{\prime}\left(e^{i \alpha(\varepsilon) \lambda}\right)\right| d \lambda}{\sin \frac{\phi}{2} \sqrt{\frac{\sin (\alpha(\varepsilon)(1-\lambda) / 2)}{\sin (\alpha(\varepsilon) \lambda / 2)}}+\sin \frac{\phi-\alpha(\varepsilon)}{2} \sqrt{\frac{\sin (\alpha(\varepsilon) \lambda / 2)}{\sin (\alpha(\varepsilon)(1-\lambda) / 2)}}} .
\end{align*}
$$

By proceeding as in the proof of (43) we obtain

$$
\begin{aligned}
\left|\frac{\partial u\left[\Gamma_{1}\right]}{\partial n}\left(f\left(e^{i \phi}\right)\right)\right| & \leq \frac{\alpha(\varepsilon) \sin (\alpha(\varepsilon) / 2)}{2 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right| \sqrt{\sin (\phi / 2) \sin ((\phi-\alpha(\varepsilon)) / 2)}} \frac{\int_{0}^{1}\left|f^{\prime}\left(e^{i \alpha(\varepsilon) \lambda}\right)\right| d \lambda}{2 \sqrt{\sin (\phi / 2) \sin ((\phi-\alpha(\varepsilon)) / 2)}} \\
& \leq \frac{\left\|f^{\prime}\right\|_{\infty} \alpha(\varepsilon) \sin (\alpha(\varepsilon) / 2)}{4 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right| \sin (\phi / 2) \sin ((\phi-\alpha(\varepsilon)) / 2)} \\
& =\frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right| \sin (\phi / 2) \sin ((\phi-\alpha(\varepsilon)) / 2)} \frac{\varepsilon^{2}}{\left|f^{\prime}(1)\right|^{2}}+o\left(\varepsilon^{2}\right) \\
& \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M^{3}\left(f^{\prime}\right) \sin (\phi / 2) \sin ((\phi-\alpha(\varepsilon)) / 2)} \varepsilon^{2}+o\left(\varepsilon^{2}\right),
\end{aligned}
$$

where we have again used (48), the continuity up to the boundary of $f^{\prime}$, and the fact that $f^{\prime}$ does not vanish in $\bar{\Omega}$. Inequality (52) follows by taking $\sup _{\phi_{1}<\phi<\phi_{2}}$ in the first and last members of inequalities (55).

As a simple example of an application of Theorem 8 we now set $\Omega=B_{R}(0)$. The function $f(z)=i R(1-z)$ is the Riemann mapping from $B_{1}(0)$ onto $i R+B_{R}(0)$ verifying $f(1)=0, f^{\prime}(1)=-i R=-i\left|f^{\prime}(1)\right|$. Since $\left|f^{\prime}(z)\right| \equiv R$ for this mapping, expressions (45) and (46) are respectively recovered from the general expressions (51) and (52) appearing in the theorem.

Observe that expression (51) from Theorem 8 is just a proof of (26) for Jordan domains with a Dini-smooth boundary. In order to derive the corresponding expression (27) for these domains, we introduce suitable coordinates so that $a_{1}=0, \gamma(0)=O$, and $\gamma^{\prime}(0)=1$. As before, denote by $f$ the function that conformally maps $B_{1}(0)$ onto $\Omega$ and satisfies $f(1)=0, f^{\prime}(1)=-i\left|f^{\prime}(1)\right|$. For $k=1,2, \ldots, n$ and $0<\varepsilon \leq 1$, define the rotations $g_{k}(z)=e^{i \alpha\left(a_{k}(\varepsilon)\right)} z$ and consider the mappings $f_{k}: B_{1}(0) \rightarrow \Omega$ such that $f_{k}=f \circ g_{k}$. These mappings verify $f_{k}(1)=f\left(e^{i \alpha\left(a_{k}(\varepsilon)\right)}\right)=\gamma\left(a_{k}(\varepsilon)\right), f_{k}\left(e^{i\left(\alpha\left(b_{k}(\varepsilon)\right)-\alpha\left(a_{k}(\varepsilon)\right)\right)}\right)=f\left(e^{i \alpha\left(b_{k}(\varepsilon)\right)}\right)=\gamma\left(b_{k}(\varepsilon)\right)$, $\left\|f_{k}^{\prime}\right\|_{\infty}=\left\|f^{\prime}\right\|_{\infty}$, and $M\left(f_{k}^{\prime}\right)=M\left(f^{\prime}\right)$; then, an application of the inequality (52) with $u\left[\Gamma_{1}\right]$ and $f$ substituted by $v_{k}$ and $f_{k}$, respectively, give us

$$
\sup _{\phi_{1}<\phi<\phi_{2}}\left|\frac{\partial v_{k}}{\partial n}\left(f_{k}\left(e^{i \phi}\right)\right)\right| \leq \frac{\left\|f^{\prime}\right\|_{\infty}\left(\left(b_{k}-a_{k}\right) \varepsilon\right)^{2}}{8 \pi M^{3}\left(f^{\prime}\right) \min _{\phi \in\left[\phi_{1}, \phi_{2}\right]}\left[\sin \frac{\phi}{2} \sin \frac{\phi-\left(\alpha\left(b_{k}(\varepsilon)\right)-\alpha\left(a_{k}(\varepsilon)\right)\right)}{2}\right]}+o\left(\varepsilon^{2}\right)
$$

where $\alpha\left(b_{k}(\varepsilon)\right)-\alpha\left(a_{k}(\varepsilon)\right)<\phi_{1}<\phi_{2}<2 \pi$. Therefore, for small enough $\varepsilon$ 's, we have

$$
\begin{equation*}
\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}(\varepsilon)}\right\|_{\infty} \leq \frac{\left\|f^{\prime}\right\|_{\infty}\left(\left(b_{k}-a_{k}\right) \varepsilon\right)^{2}}{8 \pi M^{3}\left(f^{\prime}\right) \min _{\phi \in\left[\alpha\left(a_{j}(\varepsilon)\right), \alpha\left(b_{j}(\varepsilon)\right)\right]}\left[\sin \frac{\phi-\alpha\left(a_{k}(\varepsilon)\right)}{2} \sin \frac{\phi-\alpha\left(b_{k}(\varepsilon)\right)}{2}\right]}+o\left(\varepsilon^{2}\right) \tag{56}
\end{equation*}
$$

Since

$$
\min _{\phi \in\left[\alpha\left(a_{j}(\varepsilon)\right), \alpha\left(b_{j}(\varepsilon)\right)\right]}\left[\sin \frac{\phi-\alpha\left(a_{k}(\varepsilon)\right)}{2} \sin \frac{\phi-\alpha\left(b_{k}(\varepsilon)\right)}{2}\right] \rightarrow \sin ^{2}\left(\frac{\alpha\left(\left(a_{j}+b_{j}\right) / 2\right)-\alpha\left(\left(a_{k}+b_{k}\right) / 2\right)}{2}\right)
$$

when $\varepsilon \downarrow 0$, we see from (56) that expression (27) holds for the constants $C_{j, k}$ given by

$$
C_{j, k}=\frac{\left\|f^{\prime}\right\|_{\infty}}{4 \pi M^{3}\left(f^{\prime}\right) \min _{j \neq k}\left[\sin ^{2}\left(\frac{\alpha\left(\left(a_{j}+b_{j}\right) / 2\right)-\alpha\left(\left(a_{k}+b_{k}\right) / 2\right)}{2}\right)\right]}
$$

4. Proof of Theorem 5. In order to prove Theorem 5, better estimates for normal derivatives are needed. For the sake of clarity, we first discuss the case $\Omega=$ $B_{1}(0)$. Notations are the same as those used in the previous section.

From (41) and (44) we obtain, for $\alpha<\phi<2 \pi$,

$$
\begin{aligned}
\left|\frac{\partial u_{\alpha}}{\partial \rho}(1, \phi)\right| & \leq \frac{\alpha \sin (\alpha / 2)}{4 \pi \sin (\phi / 2) \sin ((\phi-\alpha) / 2)} \\
& =\frac{\alpha}{4 \pi} \frac{\sin (\phi / 2) \cos ((\phi-\alpha) / 2)-\cos (\phi / 2) \sin ((\phi-\alpha) / 2)}{\sin (\phi / 2) \sin ((\phi-\alpha) / 2)} \\
& =\frac{\alpha}{4 \pi}(\cot ((\phi-\alpha) / 2)-\cot (\phi / 2)) .
\end{aligned}
$$

By the mean value theorem, we can write

$$
\cot ((\phi-\alpha) / 2)-\cot (\phi / 2)=\sin ^{-2}((\phi-\alpha) / 2+\mu \alpha / 2) \alpha / 2
$$

for a certain $0<\mu=\mu(\phi)<1$, and then

$$
\begin{equation*}
\left|\frac{\partial u_{\alpha}}{\partial \rho}(1, \phi)\right| \leq \frac{\alpha^{2}}{8 \pi \sin ^{2}((\phi-\alpha) / 2+\mu(\phi) \alpha / 2)}, \alpha<\phi<2 \pi . \tag{57}
\end{equation*}
$$

In this way, for a given $\tau>0$ we have

$$
\begin{align*}
\sup _{\alpha+\tau<\phi<2 \pi-\tau}\left|\frac{\partial u_{\alpha}}{\partial \rho}(1, \phi)\right| & \leq \frac{\alpha^{2}}{8 \pi \min _{\alpha+\tau<\phi<2 \pi-\tau}\left[\sin ^{2}((\phi-\alpha) / 2+\mu(\phi) \alpha / 2)\right]}  \tag{58}\\
& \leq \frac{\alpha^{2}}{8 \pi \sin ^{2}(\tau / 2)}
\end{align*}
$$

Now consider a finite family of arcs $\Gamma_{1}=\cup_{k=1}^{n} \Gamma_{1}^{(k)}$ with $\Gamma_{1}^{(k)}=\left(\alpha_{k}, \beta_{k}\right) \subset \partial B_{1}(0)$ and let $\delta$ denote the minimum distance on $\partial B_{1}(0)$ between adjacent components of $\Gamma_{1}$; i.e., $\delta=\min \left\{\min _{1 \leq k \leq n-1}\left(\alpha_{k+1}-\beta_{k}\right), \alpha_{1}-\beta_{n}\right\}$. By using (58), we find

$$
\begin{equation*}
\left\|\left.\frac{\partial v_{k}}{\partial n}\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} \leq \frac{\left(\beta_{k}-\alpha_{k}\right)^{2}}{8 \pi \sin ^{2}(\delta / 2)}, \tag{59}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sum_{k=1}^{n}\left\|\left.\frac{\partial v_{k}}{\partial n}\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} \leq \frac{1}{8 \pi \sin ^{2}(\delta / 2)} \sum_{k=1}^{n}\left(\beta_{k}-\alpha_{k}\right)^{2} \leq \frac{\left|\Gamma_{1}\right|^{2}}{8 \pi \sin ^{2}(\delta / 2)} \tag{60}
\end{equation*}
$$

Now, inequalities like (59) and (60) will be analogously derived for a domain with a Dini-smooth boundary. With this purpose, the starting point we will choose is a general representation formula for the normal derivative of the solution to the problem

$$
\left\lvert\, \begin{array}{ll}
\Delta u(\rho, \phi)=\frac{1}{\rho}\left(\left(\rho u_{\rho}\right)_{\rho}+\frac{1}{\rho} u_{\phi \phi}\right)=0, & (\rho, \phi) \in B_{1}(0) \\
u(1, \phi)=0, & \beta<\phi<\alpha+2 \pi \\
\frac{\partial u}{\partial \rho}(1, \phi)=\left|f^{\prime}\left(e^{i \phi}\right)\right|, & \alpha<\phi<\beta
\end{array}\right.
$$

where the function $f$ conformally maps $B_{1}(0)$ onto $\Omega$. Denote by $u_{\alpha, \beta}$ the solution to this problem. After the developments of the previous section, it is not difficult to see that, for $\beta<\phi<\alpha+2 \pi$,

$$
\frac{\partial u_{\alpha, \beta}}{\partial \rho}(1, \phi)=-\frac{\sin ((\beta-\alpha) / 2)}{2 \pi \sqrt{\sin \frac{\phi-\alpha}{2} \sin \frac{\phi-\beta}{2}}} \int_{\alpha}^{\beta} \frac{\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta}{\sin \frac{\phi-\alpha}{2} \sqrt{\frac{\sin ((\beta-\theta) / 2)}{\sin ((\theta-\alpha) / 2)}}+\sin \frac{\phi-\beta}{2} \sqrt{\frac{\sin ((\theta-\alpha) / 2)}{\sin ((\beta-\theta) / 2)}}},
$$

whence we deduce

$$
\frac{\partial v_{k}}{\partial n}\left(f\left(e^{i \phi}\right)\right)=-\frac{\sin \left(\left(\beta_{k}-\alpha_{k}\right) / 2\right)}{2 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right| \sqrt{\sin \frac{\phi-\alpha_{k}}{2} \sin \frac{\phi-\beta_{k}}{2}}}
$$

$$
\begin{equation*}
\times \int_{\alpha_{k}}^{\beta_{k}} \frac{\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta}{\sin \frac{\phi-\alpha_{k}}{2} \sqrt{\frac{\sin \left(\left(\beta_{k}-\theta\right) / 2\right)}{\sin \left(\left(\theta-\alpha_{k}\right) / 2\right)}}+\sin \frac{\phi-\beta_{k}}{2} \sqrt{\frac{\sin \left(\left(\theta-\alpha_{k}\right) / 2\right)}{\sin \left(\left(\beta_{k}-\theta\right) / 2\right)}}} \tag{61}
\end{equation*}
$$

In estimating the integral in the second member of (61) we again use the arithmetic mean-geometric mean inequality and the fact that $\int_{\alpha}^{\beta}\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta=b-a$ to obtain

$$
\begin{align*}
\left|\frac{\partial v_{k}}{\partial n}\left(f\left(e^{i \phi}\right)\right)\right| & \leq \frac{\sin \left(\left(\beta_{k}-\alpha_{k}\right) / 2\right)}{4 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right| \sin \frac{\phi-\alpha_{k}}{2} \sin \frac{\phi-\beta_{k}}{2}} \int_{\alpha_{k}}^{\beta_{k}}\left|f^{\prime}\left(e^{i \theta}\right)\right| d \theta \\
& =\frac{b_{k}-a_{k}}{4 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right|} \frac{\sin \frac{\beta_{k}-\alpha_{k}}{2}}{\sin \frac{\phi-\alpha_{k}}{2} \sin \frac{\phi-\beta_{k}}{2}} . \tag{62}
\end{align*}
$$

As before, we have

$$
\frac{\sin \frac{\beta_{k}-\alpha_{k}}{2}}{\sin \frac{\phi-\alpha_{k}}{2} \sin \frac{\phi-\beta_{k}}{2}}=\frac{\beta_{k}-\alpha_{k}}{\left.2 \sin ^{2}\left[\phi-\left((1-\mu) \alpha_{k}+\mu \beta_{k}\right)\right)\right]}
$$

for $0<\mu=\mu(\phi)<1$, and then inequality (62) becomes

$$
\begin{equation*}
\left|\frac{\partial v_{k}}{\partial n}\left(f\left(e^{i \phi}\right)\right)\right| \leq \frac{b_{k}-a_{k}}{8 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right|} \frac{\beta_{k}-\alpha_{k}}{\left.\sin ^{2}\left[\phi-\left((1-\mu) \alpha_{k}+\mu \beta_{k}\right)\right)\right]} . \tag{63}
\end{equation*}
$$

Now let $d$ be the minimum distance between adjacent components of $\Gamma_{1}$ as defined by (8). Since $M\left(f^{\prime}\right) \leq\left|f^{\prime}\left(e^{i \theta}\right)\right| \leq\left\|f^{\prime}\right\|_{\infty}$, we have

$$
M\left(f^{\prime}\right) \delta \leq d \leq\left\|f^{\prime}\right\|_{\infty} \delta
$$

where $\delta=\min \left\{\min _{1 \leq k \leq n-1}\left(\alpha_{k+1}-\beta_{k}\right), \alpha_{1}-\beta_{n}\right\}$ is the minimum distance on $\partial B_{1}(0)$ between adjacent components of $f^{-1}\left(\Gamma_{1}\right)$. Thus, from (62) we deduce

$$
\begin{align*}
\left\|\left.\frac{\partial v_{k}}{\partial n}\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} & \leq \sup _{\alpha_{k}-\delta<\phi<\beta_{k}+\delta}\left|\frac{\partial v_{k}}{\partial n}\left(f\left(e^{i \phi}\right)\right)\right| \\
& \leq \sup _{\alpha_{k}-\delta<\phi<\beta_{k}+\delta}\left[\frac{b_{k}-a_{k}}{8 \pi\left|f^{\prime}\left(e^{i \phi}\right)\right|} \frac{\beta_{k}-\alpha_{k}}{\sin ^{2}\left[\phi-\left((1-\mu) \alpha_{k}+\mu \beta_{k}\right)\right]}\right] \\
& \leq \frac{\left\|f^{\prime}\right\|_{\infty}\left(b_{k}-a_{k}\right)^{2}}{8 \pi M\left(f^{\prime}\right)} \sup _{\alpha_{k}-d /\left\|f^{\prime}\right\|_{\infty}<\phi<\beta_{k}+d /\left\|f^{\prime}\right\|_{\infty}}\left[\frac{1}{\sin ^{2}\left[\phi-\left((1-\mu) \alpha_{k}+\mu \beta_{k}\right)\right]}\right] \\
& \leq \frac{\left\|f^{\prime}\right\|_{\infty}\left(b_{k}-a_{k}\right)^{2}}{8 \pi M\left(f^{\prime}\right)} \frac{1}{\sin ^{2}\left[d /\left(2\left\|f^{\prime}\right\|_{\infty}\right)\right]}, \tag{64}
\end{align*}
$$

and summing on $k=1,2, \ldots, n$,

$$
\begin{align*}
\sum_{k=1}^{n}\left\|\left.\frac{\partial v_{k}}{\partial n}\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty} & \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M\left(f^{\prime}\right)} \frac{1}{\sin ^{2}\left[d /\left(2\left\|f^{\prime}\right\|_{\infty}\right)\right]} \sum_{k=1}^{n}\left(b_{k}-a_{k}\right)^{2} \\
& \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M\left(f^{\prime}\right)} \frac{\left|\Gamma_{1}\right|^{2}}{\sin ^{2}\left[d /\left(2\left\|f^{\prime}\right\|_{\infty}\right)\right]}  \tag{65}\\
& =\frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M\left(f^{\prime}\right)} H^{2}\left(\Gamma_{1}\right)
\end{align*}
$$

where $H\left(\Gamma_{1}\right)$ was defined by (9).
Finally, with inequalities (64) and (65) at hand, we can proceed to prove Theorem 5 as follows. Assume that $\Gamma_{1} \in \mathcal{F}$; i.e., that there exist $\delta_{1}$ and $\delta_{2}, 0<\delta_{1}<\delta_{2}<1$, such that

$$
\begin{align*}
\rho\left(\Gamma_{1}\right) & \leq \delta_{1}  \tag{66}\\
\frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M\left(f^{\prime}\right)} H^{2}\left(\Gamma_{1}\right) & \leq 1-\delta_{2} \tag{67}
\end{align*}
$$

Furthermore, take $0<\varepsilon \leq\left(\delta_{2}-\delta_{1}\right) /\left[2\left(\delta_{2}+\delta_{1}\right)\right]$ and assume that $\left|\Gamma_{1}\right|$ is so small that expression (51) from Theorem 8 can be applied to write

$$
\begin{equation*}
\max _{1 \leq k \leq n} \sup _{\Omega} v_{k}<\frac{1}{2} \max _{1 \leq k \leq n}\left|\Gamma_{1}^{(k)}\right|+\varepsilon \max _{1 \leq k \leq n}\left|\Gamma_{1}^{(k)}\right| \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\Omega} u\left[\Gamma_{1}^{*}\right]>\frac{1}{2}\left|\Gamma_{1}\right|-\varepsilon\left|\Gamma_{1}\right| \tag{69}
\end{equation*}
$$

where $\Gamma_{1}^{*} \subset \partial \Omega$ is an arc with $\left|\Gamma_{1}^{*}\right|=\left|\Gamma_{1}\right|$. From inequalities (65) and (67) we see that the second inequality in Lemma 6(iv) is applicable so that, in view of (68), (66), and (67), we obtain

$$
\begin{align*}
\sup _{\Omega} u\left[\Gamma_{1}\right] & \leq \frac{\max _{1 \leq k \leq n} \sup _{\Omega} v_{k}}{1-\sum_{k=1}^{n}\left\|\left.\left(\partial v_{k} / \partial n\right)\right|_{\Gamma_{1}^{(j)}}\right\|_{\infty}} \\
& <\frac{\frac{1}{2} \max _{1 \leq k \leq n}\left|\Gamma_{1}^{(k)}\right|+\varepsilon \max _{1 \leq k \leq n}\left|\Gamma_{1}^{(k)}\right|}{1-\frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M\left(f^{\prime}\right)} H^{2}\left(\Gamma_{1}\right)} \\
& =\frac{\frac{1}{2}+\varepsilon}{1-\frac{\left\|f^{\prime}\right\|_{\infty}}{8 \pi M\left(f^{\prime}\right)} H^{2}\left(\Gamma_{1}\right)} \rho\left(\Gamma_{1}\right)\left|\Gamma_{1}\right| \\
& \leq \frac{\delta_{1}\left(\frac{1}{\delta_{2}}+\varepsilon\right)\left|\Gamma_{1}\right|}{} . \tag{70}
\end{align*}
$$

From (70) and (69) we deduce

$$
\sup _{\Omega} u\left[\Gamma_{1}\right]<\frac{\delta_{1}}{\delta_{2}}\left(\frac{1}{2}+\varepsilon\right)\left|\Gamma_{1}\right| \leq\left(\frac{1}{2}-\varepsilon\right)\left|\Gamma_{1}\right|<\sup _{\Omega} u\left[\Gamma_{1}^{*}\right] .
$$

This finishes the proof of Theorem 5.
5. Final remarks. Results that are to Conjectures 2 and 3 as Theorem 4 is to Conjecture 1 can reasonably be proved. Namely, if $\Omega$ is a sufficiently regular Jordan domain, $P \in \Omega$ and $1 \leq p<+\infty$, then the inequalities

$$
\begin{gathered}
\left\|u\left[\Gamma_{1}(\varepsilon)\right]\right\|_{p}<\left\|u\left[\Gamma_{1}^{*}(\varepsilon)\right]\right\|_{p} \\
u\left[\Gamma_{1}(\varepsilon)\right](P)<u\left[\Gamma_{1}^{*}(\varepsilon)\right](P)
\end{gathered}
$$

hold for $\varepsilon$ small enough, provided that $\Gamma_{1}$ and $\Gamma_{1}^{*}$ are two subsets of $\gamma$ respectively given by (3) and (5) with $\beta-\alpha=\sum_{k=1}^{n}\left(\beta_{k}-\alpha_{k}\right)$.

Although questions of regularity of the domain $\Omega$ may well be considered of secondary interest in relation to the proposed conjectures, some commentaries are in order on this matter. Domains $\Omega$ with a Dini-smooth boundary were assumed in the developments of sections 4 and 5 . By eventually restricting the placement on $\partial \Omega$ of the arcs composing $\Gamma_{1}$, this assumption may be relaxed to include domains with corners too. The technique of conformal maps could be employed again in such a generalization (cf. [12]). On the other side, the domain $\Omega$ studied in section 2 is one with corners, but these corners can be mollified to obtain a smooth domain $\Omega_{*} \supset \Omega$ so close to $\Omega$ that the solution $u_{*}$ corresponding to problem (4) for $\Omega_{*}$ (and an appropriate $\Gamma_{1}$ ) is a small "perturbation" of the solution $u$ to that problem (4) for $\Omega$. This domain $\Omega_{*}$ would then afford an example of a nonconvex smooth domain for which the optimality of connected arcs is not true.

In this paper we have treated plane domains but $n$-dimensional versions of Conjectures 1-3 could, we hope, also be supportable. Of course, additional precisions will then be needed on the geometry of the admissible family $\Gamma_{1}$. For the sphere, the optimal $\Gamma_{1}$ would presumably be bounded by circles.
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# FIRST-ORDER CORRECTOR FOR THE HOMOGENIZATION OF THE CRITICALITY EIGENVALUE PROBLEM IN THE EVEN PARITY FORMULATION OF THE NEUTRON TRANSPORT* 
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#### Abstract

We consider the homogenization of the criticality eigenvalue problem for the even parity flux of neutron transport in a domain with isotropic and periodically oscillating coefficients. We prove that the neutron density is factored in the product of two terms. The first one describes local behavior of the density at the cell level. It is a solution of a heterogeneous transport problem with periodic boundary conditions. The second term gives global behavior on the whole domain. It satisfies a homogeneous diffusion equation posed on the whole domain with Dirichlet boundary conditions. We also give the asymptotic analysis of the corresponding eigenvalues. This expansion gives rise to errors of the order of the cell size. It does not account for neutron leakage at the boundary of the core and yields unacceptable errors in practice. We derive a more accurate expansion of the eigenelements in the case of a symmetric and cubic domain. The analysis of a boundary layer allows us to derive modified boundary conditions for the diffusion eigenvalue problem. The resulting approximation for the leading transport eigenvalue is proven to be accurate to one order higher than previously. Numerical experiments confirm the accuracy of the reconstructed eigenvectors in realistic settings.
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1. Introduction. Transport equations are solved in industrial applications in order to determine the power distribution of neutrons in nuclear reactors. In the case of a stable reactor, only a steady-state solution is required. Hence the time variable can be eliminated. An eigenvalue problem, called the criticality problem for neutron transport, is solved to figure out whether a steady state exists. The unknowns are the multiplicative factor $k_{e f f}$, which expresses the balance between the production of neutrons by fission and its absorption and leakage at the boundary of the core, and the neutron density $\phi(x, \mu)$, defined in phase space at position $x$ and velocity $\mu$. They are the largest eigenvalue and the associated positive eigenvector of the following equation:
(1) $(\mu \cdot \nabla \phi+\Sigma \phi)(x, \mu)=\int_{V} \Sigma_{s}\left(x, \mu^{\prime}, \mu\right) \phi\left(x, \mu^{\prime}\right) d \mu^{\prime}+\frac{1}{k_{\text {eff }}} \int_{V} \sigma_{f}\left(x, \mu^{\prime}, \mu\right) \phi\left(x, \mu^{\prime}\right) d \mu^{\prime}$
posed with appropriate boundary conditions in an open bounded domain $\Omega \in \mathbb{R}^{d}$ for a velocity space $V$. With the usual notation, $\mu \cdot \nabla=\sum_{i=1}^{d} \mu_{i} \frac{\partial}{\partial x_{i}}$, where $\mu=\left(\mu_{1}, \ldots, \mu_{d}\right)$ and $d \in \mathbb{N}^{*}$ is the spatial dimension. It turns out that the eigenvector $\phi(x, v)$ is the only positive normalized eigenvector of (1); hence the only one of physical interest. We have the following interpretation for the multiplicative factor $k_{\text {eff }}$. If $k_{e f f}=1$, the core is stable and fission exactly compensates for absorption and leakage. When

[^62]$k_{e f f}>1$, fission is too important and the reactor is supercritical. If $k_{e f f}<1$, fission must be increased, or the chain reaction dies out.

In (1), $\Sigma, \Sigma_{s}$, and $\sigma_{f}$ are the total cross section, the scattering cross section, and the fission cross section, respectively. They characterize the nuclear reactors, which are highly heterogeneous. Therefore, numerical simulations with the transport equation are very demanding.

A first approximation consists in assuming that the core is periodic. It allows us to homogenize the transport equation (1), which yields a homogeneous secondorder elliptic eigenvalue problem. We consider here a physical domain $\Omega^{\varepsilon}$ composed of roughly $\frac{1}{\varepsilon^{d}}$ identical cells. The cross sections $\Sigma, \Sigma_{s}$, and $\sigma_{f}$ are supposed to be isotropic, i.e., only depend on the spatial position $x$, and to be $Y$-periodic in the domain $\Omega^{\varepsilon}$, where $Y$ is the unit cell. For simplicity, the velocity space $V$ will be here the unit sphere $V=S^{d-1}=\left\{\mu \in \mathbb{R}^{d},|\mu|=1\right\}$.

The homogenization of transport equations has been studied at length in the past, physically $[12,15,21]$ and mathematically $[14,26,27,31,33]$. We have recently revisited the criticality eigenvalue problem in $[4,5,8]$. To the best of our knowledge, no theory is available for the homogenization of eigenvalue problems with periodic coefficients taking account for neutron leakage at the boundary of the core. In the same spirit, let us mention the works of $[6,7,29]$ concerning the homogenization of heterogeneous diffusion eigenvalue problems. Notice that various results on the homogenization of transport equations have been obtained in different contexts [1, 22, 23].

The theory of transport is usually done using (1). However, it is also interesting to analyze the so-called even parity flux formulation. The even parity flux is defined by

$$
\psi^{+}(x, \mu)=\frac{1}{2}(\phi(x, \mu)+\phi(x,-\mu)) .
$$

When no direction is privileged with respect to its opposite one, such as in the diffusion limit, this symmetrized flux can be of interest. We deduce from (1) and Appendix A the following equation in $\Omega^{\varepsilon} \times V$ :

$$
\begin{equation*}
-\mu \cdot \nabla \frac{1}{\Sigma(x)} \mu \cdot \nabla \psi^{+}(x, \mu)+\Sigma(x) \psi^{+}(x, \mu)=\left(\Sigma_{s}(x)+\frac{1}{k_{e f f}^{\varepsilon}} \sigma_{f}(x)\right) \int_{V} \psi^{+}\left(x, \mu^{\prime}\right) d \mu \tag{2}
\end{equation*}
$$

The derivation of this symmetrized transport equation requires that the cross sections be isotropic. By definition of the even parity flux, we have $\psi^{+}(x,-\mu)=\psi^{+}(x, \mu)$. Consequently, we need to consider only solutions of (2) satisfying this symmetry condition. It is well known that the homogenization of transport equations yields homogeneous second-order elliptic equations. Thus, the second-order differential operator in the even parity formulation is similar to that of diffusion. More precisely, we will see that the variational formulation associated with the transport equation (2) is well suited to the derivation of the variational formulation of diffusion and simplifies the analysis of the leakage at the boundary of the core and of the associated boundary layer problem.

Let us now define our main framework. It is convenient to recast the sequence of problems (2), parameterized by $\varepsilon$, on a fixed domain. By change of variables $x \rightarrow \varepsilon x$, the spatial domain becomes $\Omega$. Since the core is periodic, $\Omega$ is composed of roughly $\varepsilon^{-d}$ identical cells of the kind $\varepsilon Y=(0, \varepsilon)^{d}$, where $Y=(0,1)^{d}$ is the unit cell. The
period of the heterogeneities in $\Omega$ is thus given by $\varepsilon>0$. No further geometrical assumption is needed when no leakage is accounted for. However, in order to derive a more accurate approximation for the leading eigenvalue, neutron leakage at the boundary cannot be ignored. We have to make more precise the local geometry at the boundary of the core. We assume here that $\Omega$ is the unit cube and that $\varepsilon^{-1}$ is an integer. The main characteristic is that the boundary of $\Omega$ always coincides with the boundary of a unit cell.

Let us define

$$
\begin{equation*}
\Sigma^{\varepsilon}(x)=\Sigma\left(\frac{x}{\varepsilon}\right), \Sigma_{s}^{\varepsilon}(x)=\Sigma_{s}\left(\frac{x}{\varepsilon}\right), \sigma_{f}^{\varepsilon}(x)=\sigma_{f}\left(\frac{x}{\varepsilon}\right) \tag{3}
\end{equation*}
$$

where $\Sigma, \Sigma_{s}$, and $\sigma_{f}$ are $Y$-periodic measurable functions, bounded from above and below by positive constants and such that the absorption cross section $\Sigma-\Sigma_{s}$ be also bounded from below by a positive constant. The latter condition ensures that absorption is positive everywhere; hence fission is allowed. For simplicity, we introduce $\lambda_{\varepsilon}=\frac{1}{k_{\text {eff }}}$. We consider here an absorbing boundary condition. It means that no particle enters the core. The solution to (1) satisfies

$$
\phi=0 \text { on } \Gamma_{-}=\{(x, \mu) \in \partial \Omega \times V \text { subject to (s.t.) } \mu \cdot n(x)<0\}
$$

where $n(x)$ denotes the outward unit normal to $\partial \Omega$ at $x \in \partial \Omega$. In practice, this boundary condition is a first approximation only. The addition of a reflector around the core yields a correction of order $\varepsilon$. Its analysis is much more involved and is not considered here.

Let us define $\varphi^{\varepsilon+}(x, \mu)=\psi^{+}\left(\frac{x}{\varepsilon}, \mu\right)$. These assumptions enable us to recast (2) as

$$
\begin{align*}
& -\varepsilon^{2} \mu \cdot \nabla \frac{1}{\Sigma^{\varepsilon}(x)} \mu \cdot \nabla \varphi^{\varepsilon+}(x, \mu)+\Sigma^{\varepsilon}(x) \varphi^{\varepsilon+}(x, \mu) \\
& \quad=\left(\Sigma_{s}^{\varepsilon}(x)+\lambda^{\varepsilon} \sigma_{f}^{\varepsilon}(x)\right) \int_{V} \varphi^{\varepsilon+}\left(x, \mu^{\prime}\right) d \mu^{\prime} \quad \text { in } \Omega \times V  \tag{4}\\
& \varphi^{\varepsilon+}(x, \mu)-\frac{\varepsilon}{\Sigma^{\varepsilon}(x)} \mu \cdot \nabla \varphi^{\varepsilon+}(x, \mu)=0 \quad \text { on } \Gamma_{-}
\end{align*}
$$

The boundary conditions have been obtained following rules recalled in Appendix A.
An outline of this paper is as follows. In section 2, we recall existing results on problem (4) at $\varepsilon$ given. We also address the transport problem with periodic boundary conditions, which characterizes the neutron density at the small scale. In section 3 , we present our main results on the asymptotic behavior of the eigenvalues and eigenvectors of (4) as $\varepsilon \rightarrow 0$. First an analysis is given without accounting for the leakage at the boundary of the core. Second, a first-order correction of the previous results is given for the largest eigenvalue $k_{e f f}$. This correction characterizes the amount of neutron leakage at the boundary of a nuclear reactor. We give in sections 4 to 6 a detailed proof of these results. In section 4, we give some a priori estimates and existence results with $\varepsilon$ fixed. Our results are based on the analysis of a source problem introduced in section 3. The asymptotic expansion of this problem is given in section 5 . The analysis of a genuine multidimensional boundary layer problem, or Milne problem, that is used in section 5, is given in section 6. Finally, we present some numerical experiments in section 7 .
2. The criticality eigenvalue problem in bounded and periodic domain. In this section, we state some results of existence and regularity for the eigenvalues and eigenvectors of the even parity transport. They are very close to known results
on eigenvalue problems in transport theory (see [20, Chapter 21]). We recall them here for the sake of completeness. The proofs are sketched only and we refer to the thesis [8] for the details and to the equivalence between the first-order formulation and the even parity flux formulation given in Appendix A. Our main hypothesis on the physical data is given now.

Hypothesis 2.1.
(H1) $\Omega$ is a convex open bounded subset of $\mathbb{R}^{d}$.
(H2) $V=S^{d-1}=\left\{v \in \mathbb{R}^{d}\right.$ s.t. $\left.|v|=1\right\}$.
(H3) The cross sections $\Sigma(x), \Sigma_{s}(x)$, and $\sigma_{f}(x)$ are positive functions in $E^{\infty}(\Omega)$. Moreover they are $Y$-periodic, where $Y=(0,1)^{d}$ is the periodicity cell.
(H4) There exists a constant $\eta>0$ such that $\Sigma(x)-\Sigma_{s}(x) \geq \eta$ and $\sigma_{f}(x) \geq \eta$.
Let us introduce the Hilbert space

$$
\begin{equation*}
W^{2}(\Omega \times V)=\left\{u \in L^{2}(\Omega \times V), \mu \cdot \nabla u \in L^{2}(\Omega \times V)\right\} \tag{5}
\end{equation*}
$$

We deduce from [8, Theorem II.2.1.1] and Appendix A the following result.
Theorem 2.2. Assume that Hypothesis 2.1 is satisfied. Then problem (4) admits a countable number of real eigenvalues and of associated eigenvectors, which are elements of $W^{2}(\Omega \times V)$. Moreover there exists a simple, positive, and real eigenvalue of smallest modulus, such that its associated eigenvector be the unique normalized positive eigenvector of (4).

The solutions of (4) can be seen as the eigenvalues and eigenvectors of a positive compact operator. The reality of these eigenvalues, which holds true in the simplified setting of isotropic cross sections, is given in [34], for instance. The first part of the theorem is then proven. The second part relies on the Krein-Rutman theory of positive operators, which asserts that the spectral radius of this compact operator is an eigenvalue and that the corresponding eigenvector is positive. Following a proof given in [20, Chapter 21], one proves that this eigenvalue is simple and that there exists a unique positive normalized eigenvector.

As we shall see in the next section, the asymptotic limit as $\varepsilon \rightarrow 0$ of the solutions to (4) involves the small scale behavior of the neutron density. It is obtained by considering the solutions of the following criticality eigenvalue problem in periodic domain:

Find the smallest eigenvalue $\lambda_{\infty}$ and the associated positive eigenvector $\psi_{\infty}^{+}$of

$$
\begin{align*}
& -\mu \cdot \nabla_{y} \frac{1}{\Sigma} \mu \cdot \nabla_{y} \psi_{\infty}^{+}+\Sigma \psi_{\infty}^{+}=\left(\Sigma_{s}+\lambda_{\infty} \sigma_{f}\right) \int_{V} \psi_{\infty}^{+}\left(y, \mu^{\prime}\right) d \mu^{\prime} \quad \text { in } Y \times V,  \tag{6}\\
& y \mapsto \psi_{\infty}^{+}(y, \mu) \text { is } Y \text {-periodic. }
\end{align*}
$$

Still following the equivalence between the first-order formulation and the even parity flux formulation given in Appendix A, we deduce from [8, Theorems II.2.2.4 and II.2.2.7] the following theorem.

Theorem 2.3. Assume that Hypothesis 2.1 is satisfied. Then problem (6) admits a simple, positive, and real eigenvalue of smallest modulus, such that its associated eigenvector be the unique normalized positive eigenvector of (6). Moreover assume that the cross sections $\Sigma, \Sigma_{s}$, and $\sigma_{f}$ belong to $C^{m}(Y)$ for $m \in \mathbb{N}^{*}$. Then we have that $\psi_{\infty}^{+} \in H^{m}(Y \times V)$.

REMARK 2.4. The regularity result stated in the previous theorem is a characteristic property of the criticality problem with periodic boundary conditions. It is well known that the solutions to (4) are not arbitrarily regular, even with smooth physical data (see [30]). For example, we have a nonvanishing outgoing density at the boundary
of the core, whereas the incoming density is zero by hypothesis. Let us also mention the following regularity result [5]. Assume that the cross sections are bounded from above and below by positive constants. Then $\psi_{\infty}^{+}$and $\frac{1}{\psi_{\infty}^{+}}$belong to $L^{\infty}(Y \times V)$.

Consider the associated source problem:

$$
\begin{align*}
& -\mu \cdot \nabla_{y} \frac{1}{\Sigma} \mu \cdot \nabla_{y} \psi^{+}+\Sigma \psi^{+}=\left(\Sigma_{s}+\lambda_{\infty} \sigma_{f}\right) \int_{V} \psi^{+}\left(y, \mu^{\prime}\right) d \mu^{\prime}+S \quad \text { in } Y \times V  \tag{7}\\
& y \mapsto \psi^{+}(y, \mu) \text { is } Y \text {-periodic }
\end{align*}
$$

where $S$ is a given function in $L^{2}(Y \times V)$ satisfying $S(y, \mu)=S(y,-\mu)$. Then we deduce from [8, Theorems II.2.2.5 and II.2.2.8] the following result.

THEOREM 2.5. Let $\left(\lambda_{\infty}, \psi_{\infty}^{+}\right)$be the solution to (6). Then problem (7) admits a solution if and only if the source term $S$ satisfies the following compatibility condition:

$$
\begin{equation*}
\int_{Y} \int_{V} S(y, \mu) \psi_{\infty}^{+}(y, \mu) d \mu d y=0 \tag{8}
\end{equation*}
$$

Furthermore, if a solution exists, it is unique up to the addition of a multiple of $\psi_{\infty}^{+}$. Assume moreover that the cross sections $\Sigma, \Sigma_{s}$, and $\sigma_{f}$ are of class $C^{m}(Y)$ and the source term $S$ belongs to $H^{m}(Y \times V)$ for $m \in \mathbb{N}^{*}$. Then we have that $\psi^{+} \in H^{m}(Y \times V)$.
3. Main results on the asymptotic analysis. In this section, we present our main results on the asymptotic analysis of the criticality eigenvalue problem (4). Let us introduce the function $\psi_{\varepsilon}^{+}(x, \mu)=\psi_{\infty}^{+}\left(\frac{x}{\varepsilon}, \mu\right)$, where $\psi_{\infty}^{+}$is the positive normalized eigenvector of (6) extended by $Y$-periodicity on $\mathbb{R}^{d} \times V$. Clearly, $\psi_{\varepsilon}^{+}$is $\varepsilon Y$-periodic and satisfies (4) on $\Omega \times V$. The difference between $\psi_{\varepsilon}^{+}$and $\varphi^{\varepsilon+}$ is the definition of their boundary conditions on $\partial \Omega$. Therefore, we can expect some similarities in the behavior of both solutions away from the boundary. This is confirmed more precisely in Theorem 3.2 below. It is based on the asymptotic expansion of solutions to source problems, which requires sufficient regularity for the physical parameters. We do not dwell on optimal regularity results here and assume the physical parameters to be smooth.

Hypothesis 3.1.
(H5) In addition to Hypothesis 2.1, we assume the cross sections $\Sigma, \Sigma_{s}$, and $\sigma_{f}$ to be of class $C^{\infty}(\Omega)$.
(H6) The domain $\Omega$ is either cubic or has a boundary $\partial \Omega$ of class $C^{\infty}$.
Theorem 3.2. Assume that Hypothesis 3.1 is satisfied. Let $0<\lambda_{1}^{\varepsilon}<\lambda_{2}^{\varepsilon} \leq \lambda_{3}^{\varepsilon} \leq$ $\cdots \leq \infty$ be the eigenvalues of (4) ranked in increasing order, and $\varphi_{l}^{\varepsilon+}$ the normalized eigenvector associated with $\lambda_{l}^{\varepsilon}$. Then, up to a subsequence, we have

$$
\begin{equation*}
\varphi_{l}^{\varepsilon+}(x, \mu)=u_{l}(x) \psi_{\infty}^{+}\left(\frac{x}{\varepsilon}, \mu\right)+O(\varepsilon) \quad \text { and } \quad \lambda_{l}^{\varepsilon}=\lambda_{\infty}+\varepsilon^{2} \nu_{l}+O\left(\varepsilon^{3}\right) \tag{9}
\end{equation*}
$$

where $\lambda_{\infty}$ is the first eigenvalue of (6), $\psi_{\infty}^{+}$its associated normalized eigenvector and where $\left(\nu_{l}, u_{l}\right)$ are the lth eigenvalue (in the sense that $0<\nu_{1}<\nu_{2} \leq \nu_{3} \leq \cdots \leq \infty$ ) and corresponding normalized eigenvector of the homogenized diffusion problem

$$
\begin{align*}
-\nabla D \nabla u & =\nu \overline{\sigma_{f}} u & \text { in } \Omega, \\
u & =0 & \text { on } \partial \Omega . \tag{10}
\end{align*}
$$

In the convergence of the eigenvectors, $O(\varepsilon)$ is to be understood in the sense of the $L^{2}(\Omega \times V)$-norm. The positive definite homogeneous tensor $D=\left(D_{i j}\right)_{1 \leq i, j \leq d}$ and the
homogeneous fission cross section $\overline{\sigma_{f}}$ in (10) are defined by

$$
\begin{align*}
D_{i j} & =\int_{V} \int_{Y} \frac{\left(\psi_{\infty}^{+}(y, \mu)\right)^{2}}{\Sigma(y)}\left(\mu_{i}+\mu \cdot \nabla \theta^{i}(y, \mu)\right) \mu_{j} d \mu d y  \tag{11}\\
\overline{\sigma_{f}} & =\int_{Y} \sigma_{f}(y)\left(\int_{V} \psi_{\infty}^{+}(y, \mu) d \mu\right)^{2} d y
\end{align*}
$$

where $\left(\mu_{i}\right)_{1 \leq i \leq d}$ are the coordinates of $\mu$ in $\mathbb{R}^{d}$ and $\left(\theta^{i}\right)_{1 \leq i \leq d}$ are the zero mean solutions of

$$
\begin{align*}
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} \theta^{i}+Q \theta^{i}=\mu_{i}\left(\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\right)  \tag{12}\\
& y \mapsto \theta^{i}(y, \mu) \text { is } Y \text {-periodic }
\end{align*}
$$

with the local scattering operator being defined by

$$
\begin{align*}
Q w & =\Sigma^{\infty}\left(\psi_{\infty}^{+} w \int_{V} \psi_{\infty}^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}-\psi_{\infty}^{+} \int_{V} w\left(x, \mu^{\prime}\right) \psi_{\infty}^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}\right)  \tag{13}\\
\Sigma^{\infty} & =\Sigma_{s}+\lambda_{\infty} \sigma_{f}
\end{align*}
$$

Due to the even parity formulation, the homogeneous coefficients given in this theorem are nonstandard. However, they are similar to those obtained in the homogenization of heterogeneous diffusion problems [29], and it can be shown [8] that they correspond to those derived in the setting of first-order transport [5, 26, 27]. Notice, however, that they slightly differ from the coefficients derived physically in [12].

Remark 3.3. Hypothesis (H6) is not optimal. We do not need it to prove the convergence of the eigenvalues and eigenvectors, i.e., to replace the rates of convergence $O(\varepsilon)$ and $O\left(\varepsilon^{3}\right)$ in (9) by o(1) and $o\left(\varepsilon^{2}\right)$, respectively. Hypothesis (H5) can also be considerably weakened. We obtained in [5] the convergence of the eigenelements for cross sections that are only uniformly bounded from above and below by positive constants.

In practical nuclear reactor computations, the number of assemblies, or equivalently $\varepsilon^{-1}$, is not very large, and the expansion given in the previous theorem is not sufficiently accurate. The aim of the next theorem is to give a third-order corrector for the smallest eigenvalue $\lambda_{1}^{\varepsilon}$, the only one of physical interest. Numerical simulations also show a better accuracy for the associated positive eigenvector [9], even if a theoretical proof is given only for source problems.

First-order correctors have already been addressed in homogeneous transport theory [33] as well as in heterogeneous diffusion theory [3, 32]. The results obtained in these works show that the first-order corrector for the eigenvalues can strongly depend on the geometry. In transport theory, the first-order corrector is driven by the neutron leakage at the boundary of the core. Since the neutron mean free path is comparable to the size of the unit cell, the boundary $\partial \Omega$ has a direct influence on the leakage. We need to define our geometry more precisely in order to obtain an asymptotic neutron leakage. We study here the case of a cubic domain with symmetric cells as follows.

Hypothesis 3.4.
(H7) $\Omega$ is the unit cube $(0,1)^{d}$. It is composed of $N^{d}$ identical cells, where $N=$ $\frac{1}{\varepsilon} \in \mathbb{N}$.
(H8) Hypotheses (H5) and (H6) are satisfied.
(H9) The periodicity cell $Y$ is symmetric in the following sense. The cross sections $\Sigma, \Sigma_{s}$, and $\sigma_{f}$ are symmetric with respect to the (hyper)planes parallel to the
sides of $Y$ and splitting $Y$ in two identical parts. Furthermore these cross sections are invariant by the rotations that preserve $Y$ (rotations of angle $\pi / 2$ ).
Then we have the following first-order corrector for the smallest eigenvalue.
Theorem 3.5. Assume that Hypothesis 3.4 is satisfied. Then there exists a constant extrapolation length $L$ such that the first eigenvalue $\omega_{1}^{\varepsilon}$ of the elliptic problem

$$
\begin{array}{rlr}
-\nabla D \nabla \Phi^{\varepsilon} & =\omega^{\varepsilon} \overline{\sigma_{f}} \Phi^{\varepsilon} \text { in } \Omega, \\
\Phi^{\varepsilon}+\varepsilon L \frac{\partial \Phi^{\varepsilon}}{\partial n} & =0 & \text { on } \partial \Omega, \tag{14}
\end{array}
$$

satisfies

$$
\begin{equation*}
\lambda_{1}^{\varepsilon}=\lambda_{\infty}+\varepsilon^{2} \omega_{1}^{\varepsilon}+O\left(\varepsilon^{7 / 2}\right) \tag{15}
\end{equation*}
$$

REMARK 3.6. To our knowledge, this extrapolation length can unfortunately not be computed explicitly. In the case of homogeneous cells, the value of $L$ can be derived from Chandrasekhar's $H$ function [18]. An approximate value is $L_{0}=0.7104$ (see, e.g., $[20$, Chapter 21]). In general, $L$ is defined as the limit when the first coordinate $x_{1} \rightarrow \infty$ of the solution to a conservative transport problem posed on the half space $x_{1}>0$ with some suitable boundary conditions. The analysis of this problem is part of our section 6. Since the neutron leakage is positive, we believe that $L$ is always positive, although we do not have a mathematical proof for it. In case $L<0$, which is physically unrealistic, (14) is well posed for $\varepsilon$ small enough only.

REMARK 3.7. Up to some slight modifications in the proof, the theorem can be extended to the case of cells satisfying all symmetries stated in (H9) but the invariance by rotation. Then $L$ is constant on each side of $\partial \Omega$, but not necessarily on the whole $\partial \Omega$.

We now give a proof for Theorems 3.2 and 3.5 . They will rely on some results interesting in themselves for related source problems. We present them in the remaining part of this section and postpone the proofs to the following sections. The proof of Theorem 3.2 relies on the analysis of an equivalent eigenvalue problem for the factored function $u_{\varepsilon}$ defined by

$$
\begin{equation*}
u_{\varepsilon}=\frac{\varphi^{\varepsilon+}}{\psi_{\varepsilon}^{+}} \tag{16}
\end{equation*}
$$

where $\varphi^{\varepsilon+}$ is a solution of (4). Since $\psi_{\infty}^{+}$is positive and regular by virtue of Theorem $2.3, \varphi^{\varepsilon+} \mapsto u_{\varepsilon}$ is uniquely defined by (16). The derivation of a transport equation for $u_{\varepsilon}$ uses the following identity:

$$
\begin{equation*}
\mu \cdot \nabla \frac{1}{\Sigma} \mu \cdot \nabla(u \psi)=u \mu \cdot \nabla \frac{1}{\Sigma} \mu \cdot \nabla \psi+\frac{1}{\psi} \mu \cdot \nabla \frac{\psi^{2}}{\Sigma} \mu \cdot \nabla u \tag{17}
\end{equation*}
$$

An analogous relation was first used in the homogenization of heterogeneous diffusion eigenvalue problems [29]. Plugging (16) into (4) and using (6) and (17), we obtain

$$
\begin{aligned}
& -\varepsilon^{2} \mu \cdot \nabla \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla u_{\varepsilon}+\Sigma_{s}^{\varepsilon}\left(\psi_{\varepsilon}^{+} u_{\varepsilon} \int_{V} \psi_{\varepsilon}^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}-\psi_{\varepsilon}^{+} \int_{V} u_{\varepsilon}\left(x, \mu^{\prime}\right) \psi_{\varepsilon}^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}\right) \\
& \quad=\lambda^{\varepsilon} \sigma_{f}^{\varepsilon} \psi_{\varepsilon}^{+} \int_{V} u_{\varepsilon}\left(x, \mu^{\prime}\right) \psi_{\varepsilon}^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}-\lambda_{\infty} \sigma_{f}^{\varepsilon} u_{\varepsilon} \psi_{\varepsilon}^{+} \int_{V} \psi_{\varepsilon}^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime} \quad \text { in } \Omega \times V .
\end{aligned}
$$

Let us now derive the boundary conditions satisfied by $u_{\varepsilon}$. We deduce from (4) and (16) that

$$
u_{\varepsilon}\left(\psi_{\varepsilon}^{+}-\frac{\varepsilon}{\Sigma^{\varepsilon}} \mu \cdot \nabla \psi_{\varepsilon}^{+}\right)-\frac{\varepsilon}{\Sigma^{\varepsilon}} \psi_{\varepsilon}^{+} \mu \cdot \nabla u_{\varepsilon}=0 \quad \text { on } \Gamma_{-}
$$

Introduce $\psi_{\varepsilon}=\psi_{\varepsilon}^{+}-\frac{\varepsilon}{\Sigma^{\varepsilon}} \mu \cdot \nabla \psi_{\varepsilon}^{+}$. From the equivalence presented in Appendix A, $\psi_{\varepsilon}$ is the solution of the first-order criticality eigenvalue problem

$$
\begin{equation*}
\frac{1}{\varepsilon} \mu \cdot \nabla \psi_{\varepsilon}+\frac{1}{\varepsilon^{2}}\left(\Sigma^{\varepsilon} \psi_{\varepsilon}-\Sigma_{\infty}^{\varepsilon} \psi_{\varepsilon}\right)=0 \tag{19}
\end{equation*}
$$

where $\Sigma_{\varepsilon}^{\infty}=\Sigma_{s}^{\varepsilon}+\lambda_{\infty} \sigma_{f}^{\varepsilon}$. It is positive (see [5] and [8, Theorem II.2.1.1]). Thus we obtain the boundary conditions for $u_{\varepsilon}$ :

$$
\begin{equation*}
u_{\varepsilon}-\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla u_{\varepsilon}=0 \quad \text { on } \Gamma_{-} \tag{20}
\end{equation*}
$$

This enables us to recast (18) as

$$
\begin{align*}
& A_{\varepsilon} u_{\varepsilon}=\nu^{\varepsilon} F_{\varepsilon} u_{\varepsilon} \quad \text { in } \Omega \times V \\
& u_{\varepsilon}-\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla u_{\varepsilon}=0 \quad \text { on } \Gamma_{-} \tag{21}
\end{align*}
$$

where we have defined

$$
\begin{align*}
A_{\varepsilon} u & =-\mu \cdot \nabla \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla u+\frac{1}{\varepsilon^{2}} Q_{\varepsilon} u  \tag{22}\\
\nu^{\varepsilon} & =\frac{\lambda^{\varepsilon}-\lambda_{\infty}}{\varepsilon^{2}}  \tag{23}\\
Q_{\varepsilon} u & =\Sigma_{\varepsilon}^{\infty}\left(\psi_{\varepsilon}^{+} u \int_{V} \psi_{\varepsilon}^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}-\psi_{\varepsilon}^{+} \int_{V} u\left(x, \mu^{\prime}\right) \psi_{\varepsilon}^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}\right)  \tag{24}\\
F_{\varepsilon} u & =\psi_{\varepsilon}^{+} \sigma_{f}^{\varepsilon} \int_{V} \psi_{\varepsilon}^{+}\left(x, \mu^{\prime}\right) u\left(x, \mu^{\prime}\right) d \mu^{\prime} \tag{25}
\end{align*}
$$

Following the results given in section $2, \psi_{\varepsilon}^{+}$is smooth and uniformly positive. Thus problems (4) and (21) are equivalent in $W^{2}(\Omega \times V)$. We write (21) as

$$
\begin{align*}
\frac{1}{\nu^{\varepsilon}} u_{\varepsilon} & =S_{\varepsilon} u_{\varepsilon}  \tag{26}\\
S_{\varepsilon} & =A_{\varepsilon}^{-1} F_{\varepsilon}
\end{align*}
$$

We will see in Theorem 3.9 that $S_{\varepsilon} \in \mathcal{L}\left(L^{2}(\Omega \times V)\right)$. The first step in the asymptotic analysis of problem (26), or equivalently (4), consists in studying the following source problem:

$$
\begin{align*}
& A_{\varepsilon} w_{\varepsilon}=F_{\varepsilon} q \quad \text { in } \Omega \times V \\
& w_{\varepsilon}-\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla w_{\varepsilon}=0 \quad \text { on } \Gamma_{-}, \tag{27}
\end{align*}
$$

where $q(x, \mu) \in L^{2}(\Omega \times V)$ is a given source term satisfying $q(x, \mu)=q(x,-\mu)$. Let us recall that we are interested only in solutions of the form $w_{\varepsilon}(x,-\mu)=w_{\varepsilon}(x, \mu)$. We first state an a priori estimate for the solutions of source problems.

Lemma 3.8. Let $q(x, \mu) \in L^{2}(\Omega \times V)$ and $g \in L^{2}\left(\Gamma_{-}, d \xi\right)$. Assume that $w_{\varepsilon}$ is a solution to

$$
\begin{align*}
& A_{\varepsilon} w_{\varepsilon}=F_{\varepsilon} q \quad \text { in } \Omega \times V \\
& w_{\varepsilon}-\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla w_{\varepsilon}=g \quad \text { on } \Gamma_{-} \tag{28}
\end{align*}
$$

Then we have

$$
\begin{align*}
& \left\|\mu \cdot \nabla w_{\varepsilon}\right\|+\left\|w_{\varepsilon}\right\|+\frac{1}{\sqrt{\varepsilon}}\left\|w_{\varepsilon}\right\|_{L^{2}(\partial \Omega \times V, d \xi)}+\frac{1}{\varepsilon}\left\|w_{\varepsilon}-\int_{V} w_{\varepsilon}\right\| \\
\leq & C\|q\|+\frac{C}{\sqrt{\varepsilon}}\|g\|_{L^{2}\left(\Gamma_{-}, d \xi\right)} \tag{29}
\end{align*}
$$

where $\|\cdot\|$ is the $L^{2}(\Omega \times V)$-norm and where the measure $d \xi$ on $\partial \Omega \times V$ is given by $d \xi=|\mu \cdot n(x)| d \mu d \sigma$, with $d \sigma$ the surface measure on $\partial \Omega$.

The proof of this lemma is given in section 4. This energy estimate is a key result in our analysis. It enhances the interest of the variational formulation associated with the even parity flux formulation. The asymptotic behavior of the source problem is stated in the following result.

Theorem 3.9. Assume that Hypothesis 3.1 is satisfied. Let $q \in L^{2}(\Omega \times V)$ be a given source term. Then problem (27) admits a unique solution $w_{\varepsilon}$, which converges strongly to $w \in H_{0}^{1}(\Omega)$ in $L^{2}(\Omega \times V)$ as $\varepsilon \rightarrow 0$, where $w$ is the solution of the diffusion problem

$$
\begin{align*}
&-\nabla D \nabla w=\bar{q} \quad \text { in } \Omega  \tag{30}\\
& w=0 \\
& \text { on } \partial \Omega .
\end{align*}
$$

Here we have

$$
\bar{q}(x)=\int_{Y} \sigma_{f}(y)\left\{\int_{V} \psi_{\infty}^{+}\left(y, \mu^{\prime}\right) d \mu^{\prime} \int_{V} \psi_{\infty}^{+}(y, \mu) q(x, \mu) d \mu\right\} d y
$$

Moreover, assume that there exists $M \in \mathbb{N}$ such that $q(x, \mu)=\sum_{m=1}^{M} q_{m}(x) h_{m}(\mu)$, where $q_{m} \in C^{2, \alpha}(\Omega)$ and $h_{m} \in L^{2}(V), 1 \leq m \leq M$. Then we have the error estimate in $L^{2}(\Omega \times V)$ :

$$
w_{\varepsilon}-w=O(\varepsilon)
$$

The proof of the well-posedness of (27) is given in section 4. The proof of the asymptotic behavior stated in this theorem is postponed to section 5 . We deduce from this theorem the pointwise convergence of $S_{\varepsilon}$ to the homogenized operator $S \in$ $\mathcal{L}\left(L^{2}(\Omega \times V)\right)$ defined by

$$
q \mapsto S q=w
$$

where $w$ is the solution to (30). The compact convergence of the sequence $S_{\varepsilon}$ (in the sense given in Appendix B) is asserted by the following lemma.

Lemma 3.10. Let $x_{\varepsilon}$ be a sequence of elements in the unit ball of $L^{2}(\Omega \times V)$. Then $S_{\varepsilon} x_{\varepsilon}$ is relatively compact.

Proof. We deduce from the a priori estimate (29) of Lemma 3.8 that

$$
\left\|\mu \cdot \nabla\left(S_{\varepsilon} x_{\varepsilon}\right)\right\|^{2}+\left\|S_{\varepsilon} x_{\varepsilon}\right\|+\left\|S_{\varepsilon} x_{\varepsilon}\right\|_{L^{2}(\partial \Omega \times V, d \xi)}^{2} \leq C .
$$

Then the averaging lemma given in [25] yields that $\int_{V} S_{\varepsilon} x_{\varepsilon} d \mu$ is relatively compact in $L^{2}(\Omega)$. Using (29) once again, we have

$$
\left\|S_{\varepsilon} x_{\varepsilon}-\int_{V} S_{\varepsilon} x_{\varepsilon} d \mu\right\| \leq C \varepsilon
$$

which asserts that $S_{\varepsilon} x_{\varepsilon}$ is also relatively compact. This completes the proof of this lemma.

We deduce from Theorem 3.9 and Lemma 3.10 that the sequence of operators $S_{\varepsilon}$ converges compactly to $S$. Theorem 3.2 is then a straight consequence of Theorem B.1. Since the eigenvectors of the diffusion eigenvalue problem are regular, the error estimates (9) given in Theorem 3.2 are easily derived from Theorem B.2.

In order to prove Theorem 3.5, we need to characterize first-order correctors for the source problem (27). The source term in the criticality eigenvalue problem, coming from the fission term, is regular and isotropic. Therefore, we consider only source terms $q=q(x) \in C^{3, \alpha}(\Omega)$ with $\alpha>0$.

THEOREM 3.11. Let $w_{\varepsilon}$ be the solution to (28) with $g=0$ and $\left(\theta^{i}\right)_{1 \leq i \leq d}$ defined by (12). Assume that Hypothesis 3.4 is satisfied and that $q=q(x) \in C^{3, \alpha}(\Omega)$. Then there exists a constant L, independent of $q$, such we have the following result.

Let $w_{0}$ and $w_{10}$ be the solutions of

$$
\begin{align*}
& \left\{\begin{array}{rll}
-\nabla D \nabla w_{0} & =q & \text { in } \Omega, \\
w_{0} & =0 & \text { on } \partial \Omega,
\end{array}\right.  \tag{31}\\
& \left\{\begin{array}{rll}
-\nabla D \nabla w_{10} & =0 & \text { in } \Omega, \\
w_{10}+L \frac{\partial w_{0}}{\partial n} & =0 & \text { on } \partial \Omega .
\end{array}\right. \tag{32}
\end{align*}
$$

Then, denoting by $\theta_{\varepsilon}^{i}(x, \mu)=\theta^{i}\left(\frac{x}{\varepsilon}, \mu\right)$, we have

$$
\begin{equation*}
\left\|w_{\varepsilon}-\left[w_{0}+\varepsilon\left(\theta_{\varepsilon}^{i} \frac{\partial w_{0}}{\partial x_{i}}+w_{10}\right)\right]\right\|_{L^{2}(\Omega \times V)}=O\left(\varepsilon^{3 / 2}\right) \tag{33}
\end{equation*}
$$

This theorem is proven in section 5. Let us focus on the proof of Theorem 3.5. We obtained in Theorem 3.2 that $\lambda^{\varepsilon}=\lambda_{\infty}+\varepsilon^{2} \nu^{\varepsilon}$, where the $l$ th eigenvalue $\nu_{l}^{\varepsilon}$ converges to $\nu_{l}$ as $\varepsilon \rightarrow 0$. Now we are interested in the limit of the corrector for the smallest eigenvalue $\xi_{1}^{\varepsilon}=\frac{\nu_{1}^{\varepsilon}-\nu_{1}}{\varepsilon}$. Denote by $s^{\varepsilon}$ the solution of

$$
A_{\varepsilon} s^{\varepsilon}=\nu_{1} F_{\varepsilon} u_{1}
$$

This problem admits a unique solution, as seen in Theorem 3.9. Multiplying this equation by $u_{\varepsilon}$, the solution of $A_{\varepsilon} u_{\varepsilon}=\nu_{1}^{\varepsilon} F_{\varepsilon} u_{\varepsilon}$, and integrating over $\Omega \times V$, we obtain, since $A_{\varepsilon}$ is self-adjoint, that

$$
\begin{align*}
\nu_{1}^{\varepsilon}\left(s^{\varepsilon}, F_{\varepsilon} u_{\varepsilon}\right) & =\nu_{1}\left(u_{1}, F_{\varepsilon} u_{\varepsilon}\right), \\
\left(\nu_{1}^{\varepsilon}-\nu_{1}\right)\left(u_{1}, F_{\varepsilon} u_{\varepsilon}\right) & =\nu_{1}^{\varepsilon}\left(u_{1}-s^{\varepsilon}, F_{\varepsilon} u_{\varepsilon}\right), \\
\left(\frac{\nu_{1}^{\varepsilon}-\nu_{1}}{\varepsilon}\right)\left(u_{1}, F_{\varepsilon} u_{\varepsilon}\right) & =\nu_{1}^{\varepsilon}\left(\frac{u_{1}-s^{\varepsilon}}{\varepsilon}, F_{\varepsilon} u_{\varepsilon}\right) . \tag{34}
\end{align*}
$$

Since $u_{1}$ is sufficiently smooth, we deduce from Theorem 3.11 the following expansion in $L^{2}(\Omega \times V)$ :

$$
\begin{equation*}
s^{\varepsilon}=u_{1}+\varepsilon \theta_{\varepsilon}^{i} \frac{\partial u_{1}}{\partial x_{i}}+\varepsilon w+O\left(\varepsilon^{3 / 2}\right) \tag{35}
\end{equation*}
$$

where $w$ is the solution to (32) with $w_{0}$ replaced by $u_{1}$. Then

$$
\left(\frac{s^{\varepsilon}-u_{1}}{\varepsilon}, F_{\varepsilon} u_{1}\right)=\left(w, F_{\varepsilon} u_{1}\right)+\left(F_{\varepsilon} \theta_{\varepsilon}^{i} \frac{\partial u_{1}}{\partial x_{i}}, u_{1}\right)+O(\varepsilon)
$$

The first term on the right-hand side clearly converges to $\bar{\sigma}_{f}\left(u_{1}, w\right)$. The second term is given by

$$
\int_{\Omega}\left[\int_{V} \theta^{i}\left(\frac{x}{\varepsilon}, \mu\right) \sigma_{f}\left(\frac{x}{\varepsilon}\right) \psi_{\infty}^{+}\left(\frac{x}{\varepsilon}, \mu\right) d \mu \int_{V} \psi_{\infty}^{+}\left(\frac{x}{\varepsilon}, \mu^{\prime}\right) d \mu^{\prime}\right] \frac{\partial u_{1}}{\partial x_{i}}(x) u_{1}(x) d x
$$

From the symmetry properties of $Y$ given in Hypothesis 3.4, we easily deduce (see also Lemma 5.1 in section 5) that

$$
\int_{Y} \int_{V} \theta^{i}(y, \mu) \sigma_{f}(y) \psi_{\infty}^{+}(y, \mu) d \mu \int_{V} \psi_{\infty}^{+}\left(y, \mu^{\prime}\right) d \mu^{\prime} d y=0
$$

Since $u_{1}$ is regular, a Taylor expansion of $u_{1}$ yields that $\left(F_{\varepsilon} \theta_{\varepsilon}^{i} \frac{\partial u_{1}}{\partial x_{i}}, u_{1}\right)=O(\varepsilon)$. Therefore, since $u_{\varepsilon}=u_{1}+O(\varepsilon)$, the right-hand side of (34) is equal to $-\nu_{1} \bar{\sigma}_{f}\left(u_{1}, w\right)+$ $O\left(\varepsilon^{1 / 2}\right)$. The left-hand side of (34) is equal to $\xi_{1}^{\varepsilon} \bar{\sigma}_{f}+O(\varepsilon)$. The first-order corrector for the eigenvalue takes the form

$$
\xi_{1}^{\varepsilon}=-\nu_{1}\left(u_{1}, w\right)+O\left(\varepsilon^{1 / 2}\right)
$$

At last we deduce from [20, Proposition 3, section 5, Chapter 21], or from elementary computations on the eigenvalues of a homogeneous diffusion problem in a cube, that the smallest eigenvalue of

$$
\begin{align*}
-\nabla D \nabla \Phi^{\varepsilon} & =\omega^{\varepsilon} \overline{\sigma_{f}} \Phi^{\varepsilon} \quad \text { in } \Omega, \\
\Phi^{\varepsilon}+\varepsilon L \frac{\partial \Phi^{\varepsilon}}{\partial n} & =0 \quad \text { on } \partial \Omega, \tag{36}
\end{align*}
$$

satisfies $u_{1}$ and $\Phi^{\varepsilon}$ being normalized in $L^{2}(\Omega)$,

$$
\begin{equation*}
\omega_{1}^{\varepsilon}=\nu_{1}-\varepsilon \nu_{1}\left(u_{1}, w\right)+O\left(\varepsilon^{3 / 2}\right) \tag{37}
\end{equation*}
$$

This concludes the proof of Theorem 3.5.
4. A priori estimates and analysis of the source problem. This section presents some preliminary results on the source problem (27), which will prove useful in the study of its asymptotic behavior as $\varepsilon \rightarrow 0$. We give a proof for Lemma 3.8 and for the well-posedness of problem (27) as stated in Theorem 3.9. We will use the notation

$$
\langle u\rangle=\int_{V} u(\mu) d \mu
$$

One of the interesting properties of the even parity flux is that it allows us to use a variational formulation. Introduce the bilinear form $a_{\varepsilon}(u, v)$

$$
\begin{align*}
a_{\varepsilon}(u, v) & =\int_{\Omega} \int_{V} \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla u \mu \cdot \nabla v d \mu d x+\frac{1}{\varepsilon} \int_{\partial \Omega} \int_{V}|\mu \cdot n| h_{\varepsilon} u v d \mu d \sigma  \tag{38}\\
& +\frac{1}{\varepsilon^{2}} \int_{\Omega} \int_{V}\left(Q_{\varepsilon} u\right) v d \mu d x
\end{align*}
$$

where the function $h_{\varepsilon}$ is defined on $\partial \Omega \times V$ by $h_{\varepsilon}=\psi_{\varepsilon} \psi_{\varepsilon}^{+}$on $\Gamma_{-}$and $h_{\varepsilon}(x, \mu)=$ $h_{\varepsilon}(x,-\mu)$. According to the results of section $2, h_{\varepsilon}$ is uniformly positive. An integration by parts shows that (28) is equivalent to finding $w_{\varepsilon} \in \mathcal{V}$ such that

$$
\begin{equation*}
a_{\varepsilon}\left(w_{\varepsilon}, v\right)=\left(F_{\varepsilon} q, v\right)+\frac{1}{\varepsilon} \int_{\partial \Omega} \int_{V}|\mu \cdot n| h_{\varepsilon} g v d \mu d \sigma \quad \forall v \in \mathcal{V} \tag{39}
\end{equation*}
$$

where $\mathcal{V}$ is the Hilbert space

$$
\begin{equation*}
\mathcal{V}=\left\{v \in W^{2}(\Omega \times V) \text { s.t. } v \in L^{2}(\partial \Omega \times V, d \xi), v(x, \mu)=v(x,-\mu)\right\} \tag{40}
\end{equation*}
$$

The bilinear form $a_{\varepsilon}$ is bicontinuous in $\mathcal{V}$. We deduce that $a_{\varepsilon}$ is symmetric from the identity $\int_{V}\left(Q_{\varepsilon} u\right) v d \mu=\int_{V} u\left(Q_{\varepsilon} v\right) d \mu$. Now choosing $v=w_{\varepsilon}$ in (39), we obtain that

$$
\begin{align*}
&\left\|\mu \cdot \nabla w_{\varepsilon}\right\|^{2}+\frac{1}{\varepsilon}\left\|w_{\varepsilon}\right\|_{L^{2}(\partial \Omega \times V, d \xi)}^{2}+\frac{1}{\varepsilon^{2}}\left(Q_{\varepsilon} w_{\varepsilon}, w_{\varepsilon}\right)  \tag{41}\\
& \leq \quad C a_{\varepsilon}\left(w_{\varepsilon}, w_{\varepsilon}\right) \leq C\|q\|\left\|w_{\varepsilon}\right\|+\frac{C}{\varepsilon}\|g\|_{L^{2}(\partial \Omega \times V, d \xi)}\left\|w_{\varepsilon}\right\|_{L^{2}(\partial \Omega \times V, d \xi)}
\end{align*}
$$

A Poincaré-like inequality in transport theory (see [5, 8]) yields that

$$
\begin{equation*}
\left\|w_{\varepsilon}\right\| \leq C\left(\left\|\mu \cdot \nabla w_{\varepsilon}\right\|+\left\|w_{\varepsilon}\right\|_{L^{2}(\partial \Omega \times V, d \xi)}\right) \tag{42}
\end{equation*}
$$

where $C$ is a constant independent of $w_{\varepsilon}$. Therefore, the coercivity of $a_{\varepsilon}$ is easily deduced from the positiveness of the collision operator $Q_{\varepsilon}$ that we prove now.

LEMMA 4.1. Let $f \in L^{\infty}(V)$ be a positive function. Then the operator $\mathcal{Q}$ defined by

$$
\mathcal{Q} u(\mu)=f(\mu) u(\mu)\langle f\rangle-f(\mu)\langle f u\rangle
$$

satisfies the property

$$
(\mathcal{Q} u, u) \geq\left(\inf _{V} f\right)^{2}\|u-\langle u\rangle\|_{L^{2}(V)}^{2}
$$

where $(\cdot, \cdot)$ is the usual scalar product of $L^{2}(V)$.
Proof. Some computations yield

$$
\begin{aligned}
(\mathcal{Q} u, u) & =\int_{V} \int_{V} f(\mu) f\left(\mu^{\prime}\right) u(\mu)\left(u(\mu)-u\left(\mu^{\prime}\right)\right) d \mu d \mu^{\prime} \\
& =\frac{1}{2} \int_{V} \int_{V} f(\mu) f\left(\mu^{\prime}\right)\left(u(\mu)-u\left(\mu^{\prime}\right)\right)^{2} d \mu d \mu^{\prime} \\
& \geq\left(\inf _{V} f\right)^{2} \frac{1}{2} \int_{V} \int_{V}\left(u(\mu)-u\left(\mu^{\prime}\right)\right)^{2} d \mu d \mu^{\prime}=\left(\inf _{V} f\right)^{2} \int_{V}(u(\mu)-\langle u\rangle)^{2} d \mu
\end{aligned}
$$

This concludes the proof of the lemma.
From this lemma and the Poincaré inequality (42), we obtain that

$$
\begin{align*}
& \left\|\mu \cdot \nabla w_{\varepsilon}\right\|+\left\|w_{\varepsilon}\right\|+\frac{1}{\sqrt{\varepsilon}}\left\|w_{\varepsilon}\right\|_{L^{2}(\partial \Omega \times V, d \xi)}+\frac{1}{\varepsilon}\left\|w_{\varepsilon}-\int_{V} w_{\varepsilon}\right\| \\
\leq & C \sqrt{a_{\varepsilon}\left(w_{\varepsilon}, w_{\varepsilon}\right)} \leq C\left(\|q\|+\frac{1}{\sqrt{\varepsilon}}\|g\|_{L^{2}(\partial \Omega \times V, d \xi)}\right) . \tag{43}
\end{align*}
$$

This concludes the proof of Lemma 3.8. Moreover, the existence and uniqueness of a solution to (28) is a straight consequence of the Lax-Milgram theory. This also asserts the well-posedness and boundedness of $S_{\varepsilon}$ in $\mathcal{L}\left(L^{2}(\Omega \times V)\right)$, and the first part of Theorem 3.9 is complete. We also need an analogous result for nonhomogeneous boundary conditions. We have the maximum principle as follows.

Proposition 4.2. Let $g \in L^{\infty}\left(\Gamma_{-}\right)$. There exists a unique solution to (28) with $q=0$ in $L^{\infty}(\Omega \times V)$. Furthermore, we have that $\left\|w_{\varepsilon}\right\|_{L^{\infty}(\Omega \times V)} \leq\|g\|_{L^{\infty}\left(\Gamma_{-}\right)}$.

Proof. We use the maximum principle stated for first-order transport equations in [20, Chapter 21] and the equivalence presented in Appendix A. Let $\alpha>0$ and the sequence of problems

$$
\begin{aligned}
-\mu \cdot \nabla \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla w_{\alpha}^{\varepsilon}+\frac{1}{\varepsilon^{2}} Q_{\varepsilon} w_{\alpha}^{\varepsilon}+\alpha w_{\alpha}^{\varepsilon} & =0
\end{aligned} \quad \text { in } \Omega \times V, ~\left(\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla w_{\alpha}^{\varepsilon}=g \quad \text { on } \Gamma_{-} .\right.
$$

We denote $\check{f}(\mu)=f(-\mu)$ for every function $f$. We deduce from the results recalled in Appendix A that

$$
w_{\alpha}^{\varepsilon}=\frac{\psi_{\varepsilon} \psi_{\alpha}^{\varepsilon}+\check{\psi}_{\varepsilon} \check{\psi}_{\alpha}^{\varepsilon}}{\psi_{\varepsilon}+\check{\psi}_{\varepsilon}}
$$

Here, $\psi_{\varepsilon}$ is the positive solution of (19) and $\psi_{\alpha}^{\varepsilon}$ is the solution to

$$
\begin{aligned}
\frac{1}{\varepsilon} \mu \cdot \nabla \psi_{\alpha}^{\varepsilon}+\frac{\Sigma_{\varepsilon}^{\infty}}{\varepsilon^{2}}\left(\frac{1}{\psi_{\varepsilon}} \psi_{\alpha}^{\varepsilon} \int_{V} \psi_{\varepsilon}-\frac{1}{\psi_{\varepsilon}} \int_{V} \psi_{\alpha}^{\varepsilon} \psi_{\varepsilon}\right)+\alpha \psi_{\alpha}^{\varepsilon} & =0 & \text { in } \Omega \times V \\
\psi_{\alpha}^{\varepsilon} & =g & \text { on } \Gamma_{-}
\end{aligned}
$$

We deduce from [20, Proposition 7, Chapter 21, section 2] that $\left\|\psi_{\alpha}^{\varepsilon}\right\|_{L^{\infty}} \leq\|g\|_{L^{\infty}}$ independently of $\alpha$. Therefore, $\left\|w_{\alpha}^{\varepsilon}\right\|_{L^{\infty}} \leq\|g\|_{L^{\infty}}$ independently of $\alpha$. Thus there exists a subsequence of $w_{\alpha}^{\varepsilon}$ that converges to $w_{\varepsilon}$ in $L^{\infty}(\Omega \times V)$ weak* as $\alpha \rightarrow 0$. Using standard techniques (see Bardos [10] and Appendix A), we verify that $w_{\varepsilon}$ is a solution of (28) and satisfies $\left\|w_{\varepsilon}\right\|_{L^{\infty}(\Omega \times V)} \leq\|g\|_{L^{\infty}\left(\Gamma_{-}\right)}$. We know from Lemma 3.8 that

$$
\left\|w_{\varepsilon}\right\| \leq \frac{C}{\sqrt{\varepsilon}}\|g\|_{L^{2}\left(\Gamma_{-}, d \xi\right)}
$$

Therefore, the solution to (28) in $L^{\infty}(\Omega \times V)$ is unique.
Before addressing the asymptotic convergence of the solutions to (27), we need one more result on source problems in infinite media. Let us introduce the factored flux $\varphi^{+}$defined by $\psi^{+}=\psi_{\infty}^{+} \varphi^{+}$. Then we easily obtain the following corollary for Theorem 2.5.

Corollary 4.3. Assume that the hypotheses of Theorem 2.5 are satisfied. Then problem

$$
\begin{align*}
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} \varphi^{+}+Q \varphi^{+}=S \quad \text { in } Y \times V  \tag{44}\\
& y \mapsto \varphi^{+}(y, \mu) \text { is } Y \text {-periodic }
\end{align*}
$$

admits a unique zero mean solution if and only if

$$
\int_{Y} \int_{V} S(y, \mu) d y d \mu=0
$$

The same regularity results as in Theorem 2.5 hold true.

Since $\psi_{\infty}^{+}$is periodic, we deduce from this corollary that (12) admits a unique zero mean solution. Then the diffusion coefficients are uniquely defined by (11) and do not depend on the mean over $Y \times V$ of the functions $\theta^{i}$. The following lemma asserts the positive definiteness of the diffusion tensor $D$ and consequently the well-posedness of the diffusion problem (10).

Lemma 4.4. The homogeneous tensor $D$ defined by (11) is positive definite.
Proof. Let us multiply (12) by a $Y$-periodic smooth test function. After integration by parts, we obtain

$$
\begin{aligned}
& \int_{Y} \int_{V} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} \theta^{i} \mu \cdot \nabla_{y} v d \mu d y+\left(Q \theta^{i}, v\right)-\int_{\partial Y} \int_{V} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} \theta^{i}(\mu \cdot n) v d \mu d \sigma \\
= & -\int_{Y} \int_{V} \mu_{i} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} v d \mu d y+\int_{\partial Y} \int_{V} \mu_{i} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} v(\mu \cdot n) d \mu d \sigma .
\end{aligned}
$$

The boundary terms in this equation cancel out since $\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} \theta^{i} v$ and $\mu_{i} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} v$ are $Y$-periodic, whereas the sign of $(\mu \cdot n)$ is reversed from one side of $Y$ to the opposite one. Thus we have

$$
\int_{Y} \int_{V} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{y} \theta^{i}+\mu_{i}\right) \mu \cdot \nabla_{y} v d \mu d y+\left(Q \theta^{i}, v\right)=0
$$

for any periodic test function $v$ and in particular for the functions $\theta^{j}$. We recall that the coefficients $D_{i j}$ are defined by (11). For each vector $\xi \in \mathbb{R}^{n}$, of components $\xi_{i}$, we deduce that (with the convention of summation over the repeated indexes)

$$
\begin{aligned}
D_{i j} \xi_{i} \xi_{j}= & \int_{Y} \int_{V} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu_{j} \xi_{j}\left(\mu \cdot \nabla_{y} \theta^{i}+\mu_{i}\right) \xi_{i} d \mu d y \\
= & \int_{Y} \int_{V} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{y} \theta^{j}+\mu_{j}\right) \xi_{j}\left(\mu \cdot \nabla_{y} \theta^{i}+\mu_{i}\right) \xi_{i} d \mu d y \\
& -\int_{Y} \int_{V} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} \theta^{j} \xi_{j}\left(\mu \cdot \nabla_{y} \theta^{i}+\mu_{i}\right) \xi_{i} d \mu d y \\
= & \int_{Y} \int_{V} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left\{\left(\sum_{i=1}^{n}\left(\mu \cdot \nabla_{y} \theta^{i}+\mu_{i}\right) \xi_{i}\right)^{2}+\left(Q\left(\sum_{i=1}^{n} \xi_{i} \theta^{i}\right), \sum_{i=1}^{n} \xi_{i} \theta^{i}\right)\right\} d \mu d y
\end{aligned}
$$

We deduce from Lemma 4.1 that this expression is nonnegative. Therefore, $D$ is positive. Assume now that it is not definite. Then there exists a vector $\xi \neq 0$ such that $\left(\mu \cdot \nabla_{y} \theta^{i}+\mu_{i}\right) \xi_{i}=0$ almost everywhere (a.e.) $(y, \mu) \in Y \times V$. Integrate this equality over $Y$ for $\mu \in V$ given. We deduce from the $Y$-periodicity of $\theta^{i}$ that $\int_{Y} \mu_{i} \xi_{i}=\mu_{i} \xi_{i}=0$ a.e. $\mu \in V$. This yields $\xi=0$ and a contradiction. Thus the tensor $D$ is positive definite.
5. Analysis of the source problem. This section is devoted to the proof of Theorems 3.9 and 3.11. It is based on the classical method of two-scale asymptotic expansions. Notice that the two-scale convergence introduced in [2] represents a natural framework to prove the convergence stated in Theorem 3.9 [5]. It allows for very mild regularity assumptions on the physical data; however, it does not enable us to obtain the rates of convergence stated in section 3 .
5.1. Asymptotic convergence of the source problem. The pointwise convergence of the operator $S_{\varepsilon}$ is stated in Theorem 3.9. We now give a proof of this result.

Proof. It is based on a two-scale analysis of the neutron density. Let us define the ansatz

$$
\begin{equation*}
w_{\varepsilon}(x, \mu)=w_{0}\left(x, \frac{x}{\varepsilon}, \mu\right)+\varepsilon w_{1}\left(x, \frac{x}{\varepsilon}, \mu\right)+\varepsilon^{2} w_{2}\left(x, \frac{x}{\varepsilon}, \mu\right)+\zeta^{\varepsilon}(x, \mu) \tag{45}
\end{equation*}
$$

where the functions $y \mapsto w_{k}(x, y, \mu)$ are $Y$-periodic for $0 \leq k \leq 2$. We derive the equations that $w_{k}(x, y, \mu)$ must verify to justify this asymptotic expansion. This provides us with an explicit choice for $w_{k}(x, y, \mu)$. Next, we prove that $\zeta^{\varepsilon}$ defined by (45) is of order $O(\varepsilon)$ in $L^{2}(\Omega \times V)$. This is done first for a source term $q(x, \mu)=$ $\tilde{q}(x) h(\mu)$ and then extended to the case $q \in L^{2}(\Omega \times V)$ by density.
(i) We remark that the differentiation operator is now given by $\mu \cdot \nabla=\mu \cdot \nabla_{x}+\frac{1}{\varepsilon} \mu \cdot \nabla_{y}$. Inserting (45) into (27) and neglecting $\zeta_{\varepsilon}$, we obtain

$$
\begin{align*}
& -\left(\mu \cdot \nabla_{x}+\frac{1}{\varepsilon} \mu \cdot \nabla_{y}\right) \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}+\frac{1}{\varepsilon} \mu \cdot \nabla_{y}\right)\left(w_{0}+\varepsilon w_{1}+\varepsilon^{2} w_{2}\right) \\
& +\frac{1}{\varepsilon^{2}} Q\left(w_{0}+\varepsilon w_{1}+\varepsilon^{2} w_{2}\right)=\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+}\left(x, \mu^{\prime}\right) q\left(x, \mu^{\prime}\right) d \mu^{\prime} \tag{46}
\end{align*}
$$

The term of order -2 in the expansion in powers of $\varepsilon$ yields

$$
\begin{equation*}
-\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{0}+Q w_{0}=0 \tag{47}
\end{equation*}
$$

Following the same development as in section 3 we obtain that $w_{0} \psi_{\infty}^{+}$is a solution of (6) for any given $x$. Then by virtue of Theorem 2.3, we have $w_{0}=w_{0}(x)$. From the boundary conditions for $w_{\varepsilon}$ we deduce that $w_{0}$ must vanish on $\partial \Omega$.

Taking into account the form of $w_{0}$, we obtain for the terms of order $\varepsilon^{-1}$ that

$$
\begin{equation*}
-\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{1}+Q w_{1}=\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x} w_{0} \tag{48}
\end{equation*}
$$

This equation was posed on $Y \times V$ for every given $x \in \Omega$ and we deduce from Corollary 4.3 that $w_{1}(y, \mu)=\theta^{i}(y, \mu) \frac{\partial w_{0}}{\partial x_{i}}(x)+w_{10}(x)$, where $\theta^{i}$ is defined by (12) and $w_{10}(x)$ is still undetermined. We choose here $w_{10}(x)=0$.

Consider now the zeroth-order equation. We have

$$
\begin{align*}
& -\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{0}-\left(\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x}+\mu \cdot \nabla_{x} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y}\right) w_{1}  \tag{49}\\
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2}+Q w_{2}=\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+}\left(y, \mu^{\prime}\right) q\left(x, \mu^{\prime}\right) d \mu^{\prime} .
\end{align*}
$$

Following Corollary 4.3, this equation admits a solution when the source term is of zero mean. It implies that $w_{0}$ satisfies the equation

$$
\begin{aligned}
& \int_{V} \int_{Y}\left[-\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{0}-\left(\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x}+\mu \cdot \nabla_{x} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y}\right) w_{1}\right] d \mu d y \\
= & \int_{V} \int_{Y}\left(\sigma_{f}(y) \psi_{\infty}^{+}(y, \mu) \int_{V} \psi_{\infty}^{+}\left(y, \mu^{\prime}\right) q\left(x, \mu^{\prime}\right) d \mu^{\prime}\right) d \mu d y .
\end{aligned}
$$

Replacing $w_{1}$ by its expression in terms of $w_{0}$, we obtain that $w_{0}$ is a solution to (30). Since $D$ is positive definite according to Lemma 4.1, we deduce that $w_{0}$ is uniquely defined in $H_{0}^{1}(\Omega)$. The expression of $w_{1}$ is also known. It remains to define $w_{2}$. Equation (49) can be recast as

$$
-\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2}+Q w_{2}=\left(\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+} q-\bar{q}\right)+\left(h_{i j}(y, \mu)-D_{i j}\right) \frac{\partial^{2} w_{0}}{\partial x_{j} \partial x_{i}}
$$

owing to the expression of $w_{1}$ and (30), where

$$
h_{i j}=\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu_{j}\left(\mu_{i}+\mu \cdot \nabla_{y} \theta^{i}\right)+\mu_{j} \mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \theta^{i} .
$$

We define the functions $w_{2 a}$ and $w_{2 i j}, 1 \leq i, j \leq n$, recalling that $q(x, \mu)=\tilde{q}(x) h(\mu)$, by

$$
\begin{aligned}
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2 a}+Q w_{2 a}=\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+} h d \mu^{\prime}-\int_{Y} \int_{V}\left(\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+} h d \mu^{\prime}\right) d \mu d y \\
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2 i j}+Q w_{2 i j}=h_{i j}-D_{i j}
\end{aligned}
$$

We easily check that the source terms have zero mean. Consequently the functions $w_{2 a}$ and $w_{2 i j}$ are defined up to an additive constant and are smooth according to Corollary 4.3. By linearity of transport, we obtain that $w_{2}$ is equal to

$$
w_{2}(x, y, \mu)=w_{2 a}(y, \mu) \tilde{q}(x)+w_{2 i j}(y, \mu) \frac{\partial^{2} w_{0}}{\partial x_{j} \partial x_{i}}(x)+w_{20}(x)
$$

where $w_{20}$ is undetermined. We choose here $w_{20}=0$.
(ii) It remains to derive an equation for $\zeta^{\varepsilon}$ and prove that this error term is small. Inserting (45) in (27), we obtain from the explicit expressions of $w_{0}, w_{1}$, and $w_{2}$ that

$$
\begin{array}{rlrl}
-\mu \cdot \nabla \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla \zeta^{\varepsilon}+\frac{1}{\varepsilon^{2}} Q_{\varepsilon} \zeta^{\varepsilon} & =\varepsilon \zeta_{1}^{\varepsilon}+\varepsilon^{2} \zeta_{2}^{\varepsilon} \quad \text { in } \Omega \times V \\
\zeta^{\varepsilon}-\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla \zeta^{\varepsilon} & =\varepsilon \zeta_{3}^{\varepsilon}+\varepsilon^{2} \zeta_{4}^{\varepsilon}+\varepsilon^{3} \zeta_{5}^{\varepsilon} & \text { on } \Gamma_{-} \tag{50}
\end{array}
$$

where $\zeta_{i}^{\varepsilon}(x, \mu)=\zeta_{i}\left(x, \frac{x}{\varepsilon}, \mu\right)$ and

$$
\begin{align*}
\zeta_{1} & =-\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{1}-\mu \cdot \nabla_{x} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2}-\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x} w_{2} \\
\zeta_{2} & =-\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{2}, \quad \zeta_{3}=-w_{1}+\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma}\left(\mu \cdot \nabla_{x} w_{0}+\mu \cdot \nabla_{y} w_{1}\right)  \tag{51}\\
\zeta_{4} & =-w_{2}+\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma}\left(\mu \cdot \nabla_{x} w_{1}+\mu \cdot \nabla_{y} w_{2}\right), \quad \zeta_{5}=\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma} \mu \cdot \nabla_{x} w_{2}
\end{align*}
$$

Assume first that $\tilde{q}$ is of class $C^{2, \alpha}(\Omega)$. Since $D$ is positive definite, we deduce from [24] that $w_{0}$ is of class $C^{4, \alpha}(\Omega)$. The terms $w_{1}$ and $w_{2}$ are the sums of products of functions depending only on $x$ and of functions depending only on $(y, \mu)$. The part depending only on $x$ in the expression of $w_{1}: \frac{\partial w_{0}}{\partial x_{i}}$ is of class $C^{3, \alpha}(\Omega)$, and the one in the expression of $w_{2}: \tilde{q}$ and $\frac{\partial^{2} w_{0}}{\partial x_{j} x_{i}}$ is of class $C^{2, \alpha}(\Omega)$. The parts depending on
$(y, \mu)$ in terms $\theta^{i}, w_{2 a}$, and $w_{2 i j}$ are regular according to Corollary 4.3. Therefore, the terms $\zeta_{i}^{\varepsilon}$ are of class $C^{0, \alpha}(\Omega \times V)$. From the variational formulation of (50) (see Lemma 3.8 and Proposition 4.2), we deduce that $\left\|\zeta^{\varepsilon}\right\| \leq C \varepsilon$, where $C$ is independent of $\varepsilon$. Therefore, we have proven that $w_{\varepsilon}-w=O(\bar{\varepsilon})$, provided $q$ is of the form $q(x, \mu)=\sum_{m=1}^{M} q_{m}(x) h_{m}(\mu)$, where all $q_{m}$ are of class $C^{2, \alpha}(\Omega)$.

The proof of the convergence in the general case follows from two density arguments. Let us first assume that $\tilde{q}$ belongs to $L^{2}(\Omega)$. Consider a sequence $\tilde{q}_{i}$ of functions of class $C^{2, \alpha}(\Omega)$ converging to $\tilde{q}$ strongly in $L^{2}(\Omega)$. Then for any $\eta>0$ and $i$ large enough we have $\left\|\tilde{q}_{i}-\tilde{q}\right\| \leq C \eta$. Let $w_{i}^{\varepsilon}$ be the solution of (27). From the linearity of the transport equation and from its variational formulation, we deduce that $\left\|w_{i}^{\varepsilon}-w_{\varepsilon}\right\| \leq C \eta$ independently of $\eta$ and $\varepsilon$. On the other hand we have proven that $w_{i}^{\varepsilon} \rightarrow w_{i}$, where $w_{i}$ is defined as the solution of the diffusion solution with a source term equal to $\tilde{q}_{i}$ instead of $\tilde{q}$. We easily check that $\left\|w_{i}-w_{0}\right\| \leq C \eta$, where $w_{0}$ is the solution of (30) with source term $\tilde{q}$, and deduce the convergence of $w_{\varepsilon}$ to $w_{0}$ as $\varepsilon \rightarrow 0$.

The same argument is used for the general case $q \in L^{2}(\Omega \times V)$. Every function $q \in L^{2}(\Omega \times V)$ admits a spectral decomposition in the canonical Schauder basis of $L^{2}(\Omega \times V)$

$$
q(x, \mu)=\sum_{m=1}^{\infty} \sum_{p=1}^{\infty} \alpha_{m p} \tilde{q}_{m}(x) h_{p}(\mu)
$$

where the functions $\tilde{q}_{m}$ are vectors of an orthogonal basis in $L^{2}(\Omega)$ and $h_{p}$ are vectors of an orthogonal basis in $L^{2}(V)$. We have that $\sum_{m=1}^{\infty} \sum_{p=1}^{\infty} \alpha_{m p}^{2}<\infty$. Thus the sequence

$$
q_{M P}=\sum_{m=1}^{M} \sum_{p=1}^{P} \alpha_{m p} \tilde{q}_{m}(x) h_{p}(\mu)
$$

converges strongly to $q$ in $L^{2}(\Omega \times V)$. We deduce that $\left\|w_{M P}^{\varepsilon}-w_{M P}\right\|$ converges to 0 independently of $\varepsilon$ and that $w_{M P}$ converges strongly to $w$ (using obvious notation) as $M, P \rightarrow \infty$. On the other hand for fixed $M, P$ large enough, the linearity of the transport and diffusion equations yields the strong convergence in $L^{2}(\Omega \times V)$ of $w_{M P}^{\varepsilon}$ to $w_{M P}$ as $\varepsilon \rightarrow 0$.
5.2. First-order corrector for the source problem. This subsection is devoted to the derivation of the first-order corrector of the source problem (27) as stated in Theorem 3.11.

First we introduce some notation. To simplify we assume here that the spatial dimension is $d=3$. Let $O$ be the center of $Y$. We denote by $\mathcal{P}_{p}$ the plane $\left(O, x_{m}, x_{n}\right)$, $m, n \in\{i, j, k\}$ spanned by the vectors $e_{m}, e_{n}$ and such that $O \in \mathcal{P}_{p}$. The index $p \in\{i, j, k\}$ is such that $p \neq m$ and $p \neq n$.

We say that two pairs $(y, \mu)$ and $\left(y^{\prime}, \mu^{\prime}\right)$ of $Y \times V$ are symmetric with respect to $\mathcal{P}_{p}$ if they satisfy

$$
d\left(y, \mathcal{P}_{p}\right)=d\left(y^{\prime}, \mathcal{P}_{p}\right), \quad\left(y^{\prime}-y\right) \| e_{p}, \quad \mu^{\prime}=\mu-2\left(\mu \cdot e_{p}\right) e_{p}
$$

For a pair $(y, \mu)$ and $\left(y^{\prime}, \mu^{\prime}\right)$ of symmetric points we say that a function $\psi$ is symmetric with respect to $\mathcal{P}_{p}$ if $\psi\left(y^{\prime}, \mu^{\prime}\right)=\psi(y, \mu)$, and that it is skew symmetric if $\psi\left(y^{\prime}, \mu^{\prime}\right)=$ $-\psi(y, \mu)$. We now state Lemma 5.1.

Lemma 5.1. Assume that the cross sections $\Sigma$ and $\Sigma_{s}$ are symmetric in $Y$ with respect to the planes $\mathcal{P}_{p}, p=i, j, k$. Let $(y, \mu)$ and $\left(y^{\prime}, \mu^{\prime}\right)$ be symmetric points with respect to $\mathcal{P}_{p}$ for $p \in\{i, j, k\}$.
(i) Let $f$ be a source term satisfying $\check{f}=f$ and $f(y, \mu)= \pm f\left(y^{\prime}, \mu^{\prime}\right)$ a.e. $(y, \mu) \in$ $Y \times V$. Then the solution of

$$
\begin{aligned}
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} \varphi+Q \varphi=f \quad \text { in } Y \times V \\
& y \mapsto \varphi(y, \mu) \text { is } Y \text {-periodic }
\end{aligned}
$$

satisfies the following relation of symmetry $\varphi(y, \mu)= \pm \varphi\left(y^{\prime}, \mu^{\prime}\right)$.
(ii) Let $f$ be a function satisfying that $f(y, \mu)= \pm f\left(y^{\prime}, \mu^{\prime}\right)$ a.e. $(y, \mu) \in Y \times V$. Then we have

$$
\mu^{\prime} \cdot \nabla_{y^{\prime}} f\left(y^{\prime}, \mu^{\prime}\right)=\mu \cdot \nabla_{y} f(y, \mu)
$$

Proof. (i) Define $h\left(y^{\prime}, \mu^{\prime}\right)=\varphi(y, \mu)$. We check that $\mu^{\prime} \cdot \nabla_{y^{\prime}} h\left(y^{\prime}, \mu^{\prime}\right)=\mu \cdot \nabla_{y} \varphi(y, \mu)$. Since $Y$ is symmetric, the solution $\psi_{\infty}^{+}$and the cross sections are also symmetric. Then

$$
-\mu^{\prime} \cdot \nabla_{y^{\prime}} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(y^{\prime}, \mu^{\prime}\right) \mu^{\prime} \cdot \nabla_{y^{\prime}} h\left(y^{\prime}, \mu^{\prime}\right)=\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} \varphi
$$

and

$$
(Q h)\left(y^{\prime}, \mu^{\prime}\right)=(Q \varphi)(y, \mu)
$$

Therefore, $h$ is solution of the equation

$$
-\mu^{\prime} \cdot \nabla_{y^{\prime}} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(y^{\prime}, \mu^{\prime}\right) \mu^{\prime} \cdot \nabla_{y^{\prime}} h\left(y^{\prime}, \mu^{\prime}\right)+(Q h)\left(y^{\prime}, \mu^{\prime}\right)= \pm f\left(y^{\prime}, \mu^{\prime}\right)
$$

We deduce from the uniqueness of the solution for this equation that $h\left(y^{\prime}, \mu^{\prime}\right)=$ $\pm \varphi(y, \mu)$. It concludes the first part of the proof.
(ii) Consider the plane of symmetry $\mathcal{P}_{k}$. We have $\mu \cdot \nabla_{y} f=\mu_{i} \frac{\partial f}{\partial y_{i}}$. If $i=k$, then $\frac{\partial f}{\partial y_{i}}\left(y^{\prime}, \mu^{\prime}\right)=-\frac{\partial f}{\partial y_{i}}(y, \mu)$ and $\left(\mu_{i}\right)^{\prime}=\mu_{i}^{\prime}=-\mu_{i}$. If $i \neq k$, then $\frac{\partial f}{\partial y_{i}}\left(y^{\prime}, \mu^{\prime}\right)=\frac{\partial f}{\partial y_{i}}(y, \mu)$ and $\left(\mu_{i}\right)^{\prime}=\mu_{i}$. In any case we have $\left(\mu_{i} \frac{\partial f}{\partial y_{i}}\right)\left(y^{\prime}, \mu^{\prime}\right)=\left(\mu_{i} \frac{\partial f}{\partial y_{i}}\right)(y, \mu)$, and the proof is complete.

We are now in a position to prove Theorem 3.11.
Proof of Theorem 3.11. The first part of the proof is very similar to that of Theorem 3.9. We assume the following ansatz on $w_{\varepsilon}$ :

$$
\begin{equation*}
w_{\varepsilon}(x, \mu)=w_{0}\left(x, \frac{x}{\varepsilon}, \mu\right)+\varepsilon w_{1}\left(x, \frac{x}{\varepsilon}, \mu\right)+\varepsilon^{2} w_{2}\left(x, \frac{x}{\varepsilon}, \mu\right)+\varepsilon^{3} w_{3}\left(x, \frac{x}{\varepsilon}, \mu\right)+\zeta^{\varepsilon}(x, \mu) \tag{52}
\end{equation*}
$$

where the functions $y \mapsto w_{i}(x, y, \mu)$ are $Y$-periodic for $0 \leq i \leq 3$. Our objective is to derive some conditions on the terms $w_{i}$ such that $\zeta^{\varepsilon}$ be of order $O\left(\varepsilon^{3 / 2}\right)$. The main difference with the proof of Theorem 3.9 is that the asymptotic expansion does not provide suitable boundary conditions for the functions $w_{i}$. This difficulty will be overcome by the analysis of a boundary layer problem, which allows us to find boundary conditions for the terms $w_{i}$ such that the error $\zeta^{\varepsilon}$ be of order $\varepsilon$ in the vicinity of the boundary but of order $\varepsilon^{3 / 2}$ globally in $L^{2}(\Omega \times V)$.
(i) Plugging (52) into (27) and neglecting $\zeta^{\varepsilon}$, we obtain

$$
\begin{aligned}
& -\left(\mu \cdot \nabla_{x}+\frac{1}{\varepsilon} \mu \cdot \nabla_{y}\right) \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}+\frac{1}{\varepsilon} \mu \cdot \nabla_{y}\right)\left(w_{0}+\varepsilon w_{1}+\varepsilon^{2} w_{2}+\varepsilon^{3} w_{3}\right) \\
& +\frac{1}{\varepsilon^{2}} Q_{\varepsilon}\left(w_{0}+\varepsilon w_{1}+\varepsilon^{2} w_{2}+\varepsilon^{3} w_{3}\right)=\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+}\left(y, \mu^{\prime}\right) q(x) d \mu^{\prime}
\end{aligned}
$$

From the terms of order $\varepsilon^{-2}$, we have $w_{0}=w_{0}(x)$, and from the terms of order $\varepsilon^{-1}$, $w_{1}=\theta^{i} \frac{\partial w_{0}}{\partial x_{i}}+w_{10}$. Here we cannot choose $w_{10}=0$ since it is of order $\varepsilon$. The term of order $\varepsilon^{0}$ is given by

$$
\begin{aligned}
& -\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{0}-\left(\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x}+\mu \cdot \nabla_{x} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y}\right) w_{1} \\
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2}+Q w_{2}=\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+}\left(y, \mu^{\prime}\right) q(x) d \mu^{\prime} .
\end{aligned}
$$

This equation admits a solution when (31) is satisfied. We recast the equation for $w_{2}$ as follows:

$$
\begin{aligned}
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2}+Q w_{2} \\
= & \left(\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+} q-\bar{q}\right)+\left(h_{i j}(y, \mu)-D_{i j}\right) \frac{\partial^{2} w_{0}}{\partial x_{j} \partial x_{i}}+\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x} w_{10},
\end{aligned}
$$

where $h_{i j}=\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu_{j}\left(\mu_{i}+\mu \cdot \nabla_{y} \theta^{i}\right)+\mu_{j} \mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \theta^{i}$. Since $q=q(x)$, we have

$$
\begin{aligned}
& \mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2 a}+Q w_{2 a}=\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+} d \mu^{\prime}-\int_{Y} \int_{V}\left(\sigma_{f} \psi_{\infty}^{+} \int_{V} \psi_{\infty}^{+} d \mu^{\prime}\right) d \mu d y \\
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{2 i j}+Q w_{2 i j}=h_{i j}-D_{i j}
\end{aligned}
$$

In these equations the source term has zero mean. Thus $w_{2}$ can be written as

$$
w_{2}(x, y, \mu)=w_{2 a}(y, \mu) q(x)+w_{2 i j}(y, \mu) \frac{\partial^{2} w_{0}}{\partial x_{j} \partial x_{i}}(x)+\theta^{i} \frac{\partial w_{10}}{\partial x_{i}}+w_{20}(x)
$$

Because we are not interested in the terms of order $\varepsilon^{2}$ we can choose $w_{20}=0$. Let us go one step further in the expansion in powers of $\varepsilon$. The term of order $\varepsilon$ yields

$$
\begin{aligned}
& -\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{1}-\left(\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x}+\mu \cdot \nabla_{x} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y}\right) w_{2} \\
& -\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{3}+Q w_{3}=0
\end{aligned}
$$

This equation admits a solution if and only if the source term

$$
\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{1}+\left(\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x}+\mu \cdot \nabla_{x} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y}\right) w_{2}
$$

has zero mean. Replacing the functions $w_{i}$ by their expressions in terms of $w_{0}, w_{10}$, and $q$, and denoting for simplicity by $\partial_{i}=\frac{\partial}{\partial x_{i}}$, we rewrite this compatibility condition
as

$$
\begin{aligned}
& \left(\int_{V} \int_{Y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left[\left(\mu_{k} \mu_{j} \theta^{i}\right)+\mu \cdot \nabla_{y}\left(\mu_{k} w_{2 i j}\right)\right] d \mu d y\right) \partial_{k j i}^{3} w_{0} \\
& +\left(\int_{V} \int_{Y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu_{i} \mu \cdot \nabla_{y} w_{2 a} d \mu d y\right) \partial_{i} q \\
& +\left(\int_{V} \int_{Y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left[\left(\mu \cdot \nabla_{x}\right)^{2} w_{10}+\mu \cdot \nabla_{y} \theta^{i} \mu \cdot \nabla_{x} \partial_{i} w_{10}\right] d \mu d y\right)=0
\end{aligned}
$$

The last term of the left side is given by

$$
\left(\int_{V} \int_{Y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left[\left(\mu \cdot \nabla_{x}\right)^{2} w_{10}+\mu \cdot \nabla_{y} \theta^{i} \mu \cdot \nabla_{x} \partial_{i} w_{10}\right] d \mu d y\right)=\nabla D \nabla w_{10}
$$

Using the hypotheses of symmetry on $Y$, we prove now that the other terms in this expression vanish. We use results stated in Lemma 5.1. First, we easily obtain that

$$
\int_{V} \int_{Y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu_{k} \mu_{j} \theta^{i}\right) d \mu d y=0
$$

Indeed $\theta^{i}$ and $\mu_{j}$ are skew symmetric with respect to the plane $\mathcal{P}_{i}$ and symmetric with respect to the other planes $\mathcal{P}_{k}$ for $k \neq i$. The product of three skew symmetric functions being skew symmetric at least with respect to one hyperplane, we deduce from the symmetries of $\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}$ that the integral vanishes. Consider now the term

$$
\int_{V} \int_{Y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu_{k} \mu \cdot \nabla_{y}\left(w_{2 i j}\right) d \mu d y
$$

We easily check by symmetry that $D_{i j}=0$ if $i \neq j$. Thus the source term in the equation for $w_{2 i j}$ equals $h_{i j}$. Since $\theta^{i}$ is skew symmetric with respect to $\mathcal{P}_{i}$,

$$
\left(\mu_{i}+\mu \cdot \nabla_{y} \theta^{i}+\mu \cdot \nabla\left(\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \theta^{i}\right)\right)
$$

is also skew symmetric. Then $w_{2 i j}$ and therefore $\mu \cdot \nabla_{y} w_{2 i j}$ are skew symmetric with respect to $\mathcal{P}_{i}$. Here again, for all values of $k$, the integral vanishes. The last term is

$$
\int_{V} \int_{Y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu_{i} \mu \cdot \nabla_{y} w_{2 a} d \mu d y
$$

The source terms in the equation for $w_{2 a}$ and then $w_{2 a}$ and $\mu \cdot \nabla_{y} w_{2 a}$ are symmetric. Since $\mu_{i}$ is skew symmetric with respect to $\mathcal{P}_{i}$, the corresponding integral vanishes. It follows that $w_{10}$ satisfies (32) on $\Omega \times V$.

We do not give here the equation satisfied by $w_{3}$ explicitly. However, $w_{3}$, like $w_{2}$, is the sum of products of functions of $(y, \mu)$ and of functions of $x$. The terms depending on $(y, \mu)$ are regular by hypothesis, and the terms depending on $x$ depend on fifthorder derivatives of $w_{0}$, first-order derivatives of $q$, and second-order derivatives of $w_{10}$. By hypothesis for $q, w_{0}$ and $w_{10}$ are sufficiently regular. This yields that $w_{3}$ is well defined and has continuous second-order derivatives. Again $w_{3}$ is defined up to an additive function $w_{30}(x)$. We choose $w_{30}=0$.
(ii) It remains to define a constant $L$ such that the term $\zeta^{\varepsilon}$ are small. Assume that $L$ is given and insert the expressions of the functions $w_{i}$ given by (52) into (27). We obtain

$$
\begin{align*}
-\mu \cdot \nabla \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla \zeta^{\varepsilon}+\frac{1}{\varepsilon^{2}} Q_{\varepsilon} \zeta^{\varepsilon} & =\varepsilon^{2} \zeta_{1}^{\varepsilon}+\varepsilon^{3} \zeta_{2}^{\varepsilon} \quad \text { in } \Omega \times V \\
\zeta^{\varepsilon}-\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla \zeta^{\varepsilon} & =\varepsilon \zeta_{3}^{\varepsilon}+\varepsilon^{2} \zeta_{4}^{\varepsilon}+\varepsilon^{3} \zeta_{5}^{\varepsilon}+\varepsilon^{4} \zeta_{6}^{\varepsilon} \quad \text { on } \Gamma_{-}, \tag{54}
\end{align*}
$$

where $\zeta_{i}^{\varepsilon}(x, \mu)=\zeta_{i}\left(x, \frac{x}{\varepsilon}, \mu\right)$ and

$$
\begin{align*}
& \zeta_{1}=-\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{2}-\mu \cdot \nabla_{x} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} w_{3}-\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{x} w_{3} \\
& \zeta_{2}=-\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla_{x}\right)^{2} w_{3}, \quad \zeta_{3}=-w_{1}+\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma}\left(\mu \cdot \nabla_{x} w_{0}+\mu \cdot \nabla_{y} w_{1}\right)  \tag{55}\\
& \zeta_{4}=-w_{2}+\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma}\left(\mu \cdot \nabla_{x} w_{1}+\mu \cdot \nabla_{y} w_{2}\right) \\
& \zeta_{5}=-w_{3}+\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma}\left(\mu \cdot \nabla_{x} w_{2}+\mu \cdot \nabla_{y} w_{3}\right), \quad \zeta_{6}=\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma} \mu \cdot \nabla_{x} w_{3} .
\end{align*}
$$

Each term $\zeta_{i}$ gives rise to contributions of order $\varepsilon^{2}$ except $\zeta_{3}$. We would like to derive some boundary conditions on $w_{10}$, which would enable us to cancel out this first-order term. This cannot be done in general because $\zeta_{3}$ depends on the variables $x, y$, and $\mu$, whereas $w_{10}$ depends only on $x$. Replacing $w_{1}$ by its expression in terms of $w_{0}$ and $w_{10}$, we find that

$$
\zeta_{3}(x, y, \mu)=\kappa_{i}(y, \mu) \frac{\partial w_{0}}{\partial x_{i}}(x)-w_{10}(x)
$$

where $\kappa_{i}(y, \mu)=\left(\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma}\left(\mu_{i}+\mu \cdot \nabla_{y} \theta^{i}\right)-\theta^{i}\right)(y, \mu)$. Let us define the first-order term $b^{\varepsilon}$ as a solution of

$$
\begin{align*}
& A_{\varepsilon} b^{\varepsilon}=0 \quad \text { in } \Omega \times V \\
& b^{\varepsilon}-\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla b^{\varepsilon}=\zeta_{3}^{\varepsilon} \quad \text { on } \Gamma_{-} \tag{56}
\end{align*}
$$

From the linearity of the transport equations, the function $b^{\varepsilon}$ is the sum of $2 d$ terms having vanishing boundary conditions on each side of $\Omega$ but one. For all $x \in \mathbb{R}^{d}$, we introduce the notation $x=\left(x_{1}, x^{\prime}\right)$, where $x_{1}$ is the first coordinate of $x$ and $x^{\prime}$ the last $(d-1)$ th ones. By symmetry we consider only the side $x_{1}=0$. Denote by $b_{1}^{\varepsilon}$ the function satisfying the same equation as $b^{\varepsilon}$ on $\Omega \times V$, with the same condition on the boundary where $x_{1}=0$ and vanishing boundary conditions on the other sides of $\Omega$. For conciseness, we do not write the equation satisfied by $b_{1}^{\varepsilon}$. Since $w_{0}=0$ on $\partial \Omega$, we obtain for $x=\left(0, x^{\prime}\right)$ the relation

$$
\zeta_{3}^{\varepsilon}(x, \mu)=\kappa_{1}\left(\frac{x}{\varepsilon}, \mu\right) \frac{\partial w_{0}}{\partial x_{1}}(x)-w_{10}(x)
$$

We are interested in the asymptotic behavior of $b_{1}^{\varepsilon}$. Let $\varepsilon$ go to 0 and consider a point $\left(0, x^{\prime}\right)$ on the side $x_{1}=0$. We perform a stretching around the point $\left(0, x^{\prime}\right)$ in
order to obtain an equation for $b_{1}^{\varepsilon}(\varepsilon x, \mu)$. In the limit $\varepsilon=0$ we obtain formally the following equation for $b_{\infty}(y, \mu)$, where $x^{\prime}$ is a parameter:

$$
\begin{align*}
-\mu \cdot \nabla_{y} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla_{y} b_{\infty}+Q b_{\infty} & =0 \quad \text { in } \mathbb{R}^{+} \times \mathbb{R}^{d-1} \times V \\
b_{\infty}-\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma} \mu \cdot \nabla_{y} b_{\infty} & =\kappa_{1}(y, \mu)\left[\frac{\partial w_{0}}{\partial x_{1}}\left(0, x^{\prime}\right)\right]-\left[w_{10}\left(0, x^{\prime}\right)\right] \quad \text { on } \Gamma_{-} . \tag{57}
\end{align*}
$$

This problem is similar to the Milne problem presented, for instance, in [14, 20, 33]. For some particular matching conditions between $w_{10}$ and $\frac{\partial w_{0}}{\partial x_{i}}$ we obtain that $b_{\infty}$ decays exponentially fast as $x_{1} \rightarrow+\infty$. This problem is studied in Lemma 6.2, given in section 6 . We deduce from this lemma that (57) admits a unique solution in $W^{2}\left(\mathbb{R}^{+} \times \mathbb{R}^{d-1} \times V\right)$, which converges, as $x_{1}$ goes to infinity, to a constant term $G\left(\kappa_{1} \frac{\partial w_{0}}{\partial x_{1}}-w_{10}\right)=G\left(\kappa_{1}\right) \frac{\partial w_{0}}{\partial x_{1}}-w_{10}$, where $G\left(\kappa_{1}\right)=L$ is a constant. We obtain that the layer $b_{\infty}$ vanishes when $x_{1} \rightarrow \infty$ provided $G\left(\kappa_{1} \frac{\partial w_{0}}{\partial x_{1}}-w_{10}\right)=0$. In other words,

$$
\begin{equation*}
L \frac{\partial w_{0}}{\partial n}+w_{10}=0 \tag{58}
\end{equation*}
$$

This corresponds to the boundary conditions (32).
Let us now prove that $b^{\varepsilon}$ is of order $O\left(\varepsilon^{1 / 2}\right)$ in $L^{2}(\Omega \times V)$ when (58) is satisfied. We define

$$
\gamma^{0}=\left\{x \in \partial \Omega \text { s.t. } x_{1}=0\right\}
$$

The variational formulation for $b_{1}^{\varepsilon}$ is given for every test function $v \in \mathcal{V}$ by

$$
\begin{aligned}
& \int_{\Omega} \int_{V} \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla b_{1}^{\varepsilon} \mu \cdot \nabla v d \mu d x+\frac{1}{\varepsilon^{2}} \int_{\Omega} \int_{V}\left(Q_{\varepsilon} b_{1}^{\varepsilon}\right) v d \mu d x \\
+ & \frac{1}{\varepsilon} \int_{\partial \Omega} \int_{V}|\mu \cdot n| h_{\varepsilon} b_{1}^{\varepsilon} v d \mu d \sigma=\frac{1}{\varepsilon} \int_{\gamma^{0}} \int_{V}|\mu \cdot n| h_{\varepsilon}\left(\kappa_{1}\left(\frac{x}{\varepsilon}, \mu\right)-L\right) \partial_{1} w_{0}\left(x^{\prime}\right) v d \mu d \sigma
\end{aligned}
$$

(59)

Let us introduce

$$
\begin{equation*}
d^{\varepsilon}\left(x_{1}, x^{\prime}, \mu\right)=-\partial_{1} w_{0}\left(x^{\prime}\right) U\left(x_{1}\right) b\left(\frac{x}{\varepsilon}, \mu\right) \tag{60}
\end{equation*}
$$

where $U\left(x_{1}\right) \in C^{\infty}\left(\mathbb{R}^{+}\right)$is such that $U(0)=1$ and $U\left(x_{1}\right)=0$ for $x_{1} \geq 1$, and where $b$ is the solution to (66) with $g=\kappa_{1}-L, S=0$, and $T=0$. According to Lemma $6.2, b$ is exponentially decaying to 0 . We have that

$$
\begin{align*}
& A_{\varepsilon} d^{\varepsilon}=\tilde{S}-\mu \cdot \nabla \tilde{T} \quad \text { in } X \\
& d^{\varepsilon}-\frac{\varepsilon \psi_{\varepsilon}^{+}}{\psi_{\varepsilon} \Sigma^{\varepsilon}} \mu \cdot \nabla d^{\varepsilon}=\left(L-\kappa_{1}\left(\frac{x}{\varepsilon}, \mu\right)\right) \partial_{1} w_{0}\left(x^{\prime}\right) \quad \text { on } \Gamma_{-}^{0} \tag{61}
\end{align*}
$$

with the notation of section 6 . Here we have

$$
\begin{aligned}
\tilde{T} & =2 b\left(\frac{x}{\varepsilon}, \mu\right) \mu \cdot \nabla\left(-\partial_{1} w_{0}\left(x^{\prime}\right) U\left(x_{1}\right)\right) \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \\
\tilde{S} & =(\mu \cdot \nabla)^{2}\left(-\partial_{1} w_{0}\left(x^{\prime}\right) U\left(x_{1}\right)\right) \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} b\left(\frac{x}{\varepsilon}, \mu\right) .
\end{aligned}
$$

According to the $Y^{\prime}$-periodicity of $b$ (see section 6 for the notation), we obtain the following variational formulation for $d^{\varepsilon}$ :

$$
\begin{aligned}
& \int_{X} \frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla d^{\varepsilon} \mu \cdot \nabla v d \mu d x+\frac{1}{\varepsilon^{2}} \int_{X}\left(Q_{\varepsilon} d^{\varepsilon}\right) v d \mu d x+\frac{1}{\varepsilon} \int_{\Gamma^{0}}|\mu \cdot n| h_{\varepsilon} d^{\varepsilon} v d \mu d \sigma \\
(62)= & \frac{1}{\varepsilon} \int_{\Gamma^{0}}\left[|\mu \cdot n| h_{\varepsilon}\left(\kappa_{1}\left(\frac{x}{\varepsilon}, \mu\right)-L\right) \partial_{1} w_{0}\left(x^{\prime}\right) v-\varepsilon(\mu \cdot n) \tilde{T} v\right] d \mu d \sigma \\
& +\int_{X}(\tilde{S} v+\tilde{T} \mu \cdot \nabla v) d \mu d x
\end{aligned}
$$

Let us define $\delta^{\varepsilon}=d^{\varepsilon}-b_{1}^{\varepsilon}$. Since $w_{0}=0$ on $\partial \Omega$, we have $d^{\varepsilon}=0$ on $\partial \Omega \backslash \gamma^{0}$. Therefore, subtracting (59) from (62), we obtain that

$$
\begin{align*}
& \int_{\Omega} \int_{V}\left(\frac{\left(\psi_{\varepsilon}^{+}\right)^{2}}{\Sigma^{\varepsilon}} \mu \cdot \nabla \delta^{\varepsilon} \mu \cdot \nabla v d \mu d x+\left(Q_{\varepsilon} \delta^{\varepsilon}\right) v\right) d \mu d x+\frac{1}{\varepsilon} \int_{\partial \Omega} \int_{V}|\mu \cdot n| h_{\varepsilon} \delta^{\varepsilon} v d \mu d \sigma  \tag{63}\\
& =-\int_{\gamma^{0}} \int_{V}(\mu \cdot n) \tilde{T} v d \mu d \sigma+\int_{\Omega} \int_{V}(\tilde{S} v+\tilde{T} \mu \cdot \nabla v) d \mu d x
\end{align*}
$$

Because $b$ decays exponentially fast, we deduce that

$$
\left\|b\left(\frac{x}{\varepsilon}, \mu\right)\right\| \leq C \sqrt{\varepsilon}
$$

Therefore, the source terms $\tilde{T}$ and $\tilde{S}$ satisfy the same bound. Choose $v=\delta^{\varepsilon}$ in this expression. We have

$$
\left\|\mu \cdot \nabla \delta^{\varepsilon}\right\|^{2}+\frac{1}{\varepsilon}\left\|\delta^{\varepsilon}\right\|_{L^{2}\left(\Gamma_{-}, d \xi\right)}^{2} \leq C\left\|\delta^{\varepsilon}\right\|_{L^{2}\left(\Gamma_{-}, d \xi\right)}+C \sqrt{\varepsilon}\left(\left\|\delta_{\varepsilon}\right\|+\left\|\mu \cdot \nabla \delta^{\varepsilon}\right\|\right)
$$

Recalling the Poincaré inequality (42), we easily obtain that

$$
\left\|\delta^{\varepsilon}\right\|+\left\|\mu \cdot \nabla \delta^{\varepsilon}\right\|+\varepsilon^{-1 / 2}\left\|\delta^{\varepsilon}\right\|_{L^{2}\left(\Gamma_{-}, d \xi\right)} \leq C \sqrt{\varepsilon}
$$

Since $b_{1}^{\varepsilon}=d^{\varepsilon}-\delta^{\varepsilon}$, we deduce that $\left\|b_{1}^{\varepsilon}\right\| \leq C \sqrt{\varepsilon}$. This concludes the proof of the theorem.
6. The conservative multidimensional Milne problem in a periodic half space. In this section, we state the lemma we used in the proof of Theorem 3.11. The study of problem (57) plays a crucial role in the construction of the first-order corrector. For homogeneous problems in slab geometry, it is often referred to as the conservative Milne problem. It has been studied by many authors in the setting of the first-order integrodifferential form of the transport equation. First introduced by astrophysicists [18], it has been analyzed in [14] using probabilistic techniques. More recently, it has been revisited in [11] using results of functional analysis. The tools introduced by these authors, such as the exponential decay analysis, are used here. The specific structure of the second-order formulation in a genuine multidimensional geometry necessitates employing additional methods.

Although we do not need it in the proof of convergence, we also study the half space problem with an exponentially decaying source term away from the boundary. Similar results were derived in diffusion theory for first-order correctors of source problems [13].

Let us introduce some notation. For $x \in \mathbb{R}^{d}$, we have $x=\left(x_{1}, x^{\prime}\right)$. We denote by $Y^{\prime}=(0,1)^{d-1}$ and for $A \in \mathbb{R}^{+}, \Gamma^{A}=\{A\} \times Y^{\prime} \times V$. Let $X_{A B}=(A, B) \times Y^{\prime} \times V$ and $X=X_{0,+\infty}$. Its boundary is decomposed as $\partial X=\Gamma^{\#} \cup \Gamma^{0}$. The functional space $D(X)$ is defined by

$$
\begin{align*}
& D(X)=\left\{u \in W_{\#, l o c}^{2}(X),\|u\|_{D(X)}<+\infty\right\} \\
& \|u\|_{D(X)}=\|\mu \cdot \nabla u\|_{L^{2}(X)}+\|u-\langle u\rangle\|_{L^{2}(X)}+\|u\|_{L^{2}\left(\Gamma_{-}^{0}, d \xi\right)} \tag{64}
\end{align*}
$$

Here $W_{\#, l o c}^{2}(X)$ is the space of functions of $W_{l o c}^{2}(X)$ that are $Y^{\prime}$-periodic with respect to $x^{\prime}$ and $\Gamma_{-}^{0}$ is the set of incoming boundary conditions for $X$ at side $\Gamma^{0}$.

Lemma 6.1. The space $D(X)$ defined in (64) is Hilbert.
Proof. We have to prove that the seminorm given in (64) is a norm for $D(X)$. Actually we prove that

$$
\|u\|_{X_{0 M}} \leq C M\left(\|\mu \cdot \nabla u\|_{L^{2}(X)}+\|u-\langle u\rangle\|_{L^{2}(X)}+\|u\|_{L^{2}\left(\Gamma_{-}^{0}, d \xi\right)}\right)
$$

This is enough to obtain the local integrability. We first replace the domain of integration of the velocity by a smaller set of positive directions. Let $B$ be a ball centered at $\mu$ such that $\mu_{1}=0$ of a given radius. Let $\theta \in V=S^{d-1}$ and $B_{\theta}$ be the image of $B$ by a rotation $R_{\theta}$ of angle $\theta$. Let $f \in L^{2}\left(S^{d-1}\right)$. We have

$$
\begin{aligned}
& \int_{B_{\theta}} f^{2}(\mu) d \mu=\int_{B_{\theta}}\left[(f-\langle f\rangle)-\left(R_{-\theta} f-\langle f\rangle\right)+R_{-\theta} f\right]^{2} d \mu \\
\leq & 3 \int_{B} f^{2}(\mu) d \mu+6 \int_{V}(f-\langle f\rangle)^{2} d \mu
\end{aligned}
$$

Let $B=\left\{\mu \in V\right.$ s.t. $\left.\mu_{1}>1 / 2\right\}$, for instance. A finite number of angles $\theta$ is sufficient so that the union of the corresponding $B_{\theta}$ covers $V$. Then we have that

$$
\|u\|_{L^{2}\left(X_{0 M}\right)} \leq C\left(\|u\|_{(0, M) \times Y^{\prime} \times B}+\|u-\langle u\rangle\|_{L^{2}(X)}\right),
$$

where $C$ is a universal constant. Since $u$ is bounded at the boundary $\Gamma_{-}^{0}$ and $\mu \cdot \nabla u$ is bounded in $L^{2}(X)$, it is not difficult to obtain a bound for $\|u\|_{(0, M) \times Y^{\prime} \times B}$. We have that

$$
u(x, \mu)=\int_{0}^{d(x, \mu)} \mu \cdot \nabla u(x-s \mu, \mu) d s+u(\bar{x}, \mu), \quad(x, \mu) \in(0, M) \times Y^{\prime} \times B
$$

Here $d(x, \mu)$ is the distance between $x \in \mathbb{R}^{+} \times \mathbb{R}^{d-1}$ and the surface $x_{1}=0$ in the direction $-\mu$ and $\bar{x}$ the point of the interface defined by $\bar{x}=x-d(x, \mu) \mu$. We deduce from the Cauchy-Schwartz inequality that

$$
\begin{equation*}
|u(x, \mu)|^{2} \leq C M \int_{0}^{d(x, \mu)}(\mu \cdot \nabla u)^{2}(x-s \mu, \mu) d s+2|u(\bar{x}, \mu)|^{2} \tag{65}
\end{equation*}
$$

where $C$ is a universal constant. For $\mu \in B$ given, we integrate and obtain

$$
\int_{0}^{M} \int_{Y^{\prime}}|u(x, \mu)|^{2} d x \leq C M^{2}\|\mu \cdot \nabla u\|_{L^{2}(X)}^{2}+C M\|u\|_{L^{2}\left(\Gamma_{-}^{0}, d \xi\right)}^{2}
$$

It remains to integrate this relation over $B$ to complete the proof of the lemma.
We can now state the main result of this section.

Lemma 6.2. Let $g \in L^{2}\left(\Gamma_{-}^{0}, d \xi\right), S \in L^{2}(X), T \in L^{2}(X)$ be sufficiently regular so that its trace on $\gamma^{0}$ is defined, and $\nu>0$. We assume that $\check{S}=S$ and $\check{T}=-T$. We denote by $\mathcal{N}=\|g\|_{L^{2}\left(\Gamma_{-}^{0}, d \xi\right)}+\|S\|_{L^{2}(X)}+\|T\|_{L^{2}(X)}+\|T\|_{L^{2}\left(\gamma_{-}^{0}, d \xi\right)}$. There exists a unique solution in $D(X)$ to the following boundary layer problem:

$$
\begin{align*}
-\mu \cdot \nabla \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty}+Q b_{\infty} & =S e^{-\nu x_{1}}-\mu \cdot \nabla\left(T e^{-\nu x_{1}}\right) \quad \text { in } X  \tag{66}\\
b_{\infty}-\frac{\psi_{\infty}^{+}}{\psi_{\infty} \Sigma} \mu \cdot \nabla b_{\infty} & =g \quad \text { on } \Gamma_{-}^{0}
\end{align*}
$$

The solution $b_{\infty}$ satisfies $\check{b}_{\infty}=b_{\infty}$. Moreover, there exist three linear forms $G$ and $H$ and $J$ such that $b_{\infty}$ decays exponentially as $x_{1} \rightarrow \infty$ to a constant $L=G(g)+$ $H(S)+J(T)$ satisfying $|L| \leq C \mathcal{N}$. More specifically, we have

$$
\begin{align*}
&\left\|b_{\infty}-L\right\|_{L^{2}\left(X_{M, \infty}\right)}+\left\|\mu \cdot \nabla b_{\infty}\right\|_{L^{2}\left(X_{M, \infty)}\right.} \\
&+\left\|(\mu \cdot \nabla)^{2} b_{\infty}\right\|_{L^{2}\left(X_{M, \infty}\right)}+\left\|Q b_{\infty}\right\|_{L^{2}\left(X_{M, \infty}\right.} \leq C \mathcal{N} e^{-\beta M / 2} \tag{67}
\end{align*}
$$

where $C$ and $\beta$ are constants independent of $b_{\infty}$ and $M$. Notice that $G(1)=1$.
Proof. (i) Existence and uniqueness of the solution. Let $v \in D(X)$ be a test function with compact support. Multiplying (66) by $v$ and integrating by parts yields

$$
\begin{align*}
& \int_{X}\left(\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu \cdot \nabla v+Q b_{\infty} v\right)+\int_{\Gamma^{0}}\left(\psi_{\infty}^{+} \psi_{\infty}\right)|\mu \cdot n|\left(b_{\infty}-g\right) v  \tag{68}\\
= & \int_{X} e^{-\nu x_{1}} S v+e^{-\nu x_{1}} T \mu \cdot \nabla v-\int_{\Gamma^{0}}(\mu \cdot n) T v .
\end{align*}
$$

The measures of integration are $d \mu d x$ on $X_{A B}$ and $d \mu d x^{\prime}$ on $\Gamma^{A}$. We drop them for simplicity. By density, the same equation holds true for every $v \in D(X)$. With obvious notation, problem (66) is equivalent to

$$
\begin{equation*}
a\left(b_{\infty}, v\right)=\mathcal{F}(v) \quad \forall v \in D(X) \tag{69}
\end{equation*}
$$

The form $a$ is clearly bicontinuous and coercive in $D(X)$. We deduce from the proof of Lemma 6.1 that

$$
\left|\int_{X} e^{-\nu x_{1}} T \mu \cdot \nabla v\right|+\left|\int_{X} e^{-\nu x_{1}} S v\right|+\left|\int_{\Gamma^{0}}\left(\psi_{\infty}^{+} \psi_{\infty}\right)\right| \mu \cdot n|g v|+\left|\int_{\Gamma^{0}}\right| \mu \cdot n|T v| \leq C \mathcal{N}\|v\|_{D(X)},
$$

where $C$ is a constant independent of $g, S$, and $v \in D(X)$. Therefore, the form $\mathcal{F}$ is linear in $D(X)$. By the Lax-Milgram lemma, there exists a unique solution to (66) in $D(X)$. From (66), we also deduce that $\mu \cdot \nabla_{y} b_{\infty} \in D(X)$.
(ii) Convergence of $b_{\infty}$ when $x_{1} \rightarrow \infty$. Let be $A<B$. Integrating (66) by parts yields

$$
\begin{gather*}
\int_{X_{A B}}\left(\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu \cdot \nabla v+Q b_{\infty} v\right) \\
-\int_{\Gamma^{A} \cup \Gamma^{B}}\left(\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty}-T e^{-\nu x_{1}}\right)(\mu \cdot n) v=\int_{X_{A B}} e^{-\nu x_{1}} S v+e^{-\nu x_{1}} T \mu \cdot \nabla v . \tag{70}
\end{gather*}
$$

Let us choose $v=1$ in this variational formulation. Recalling that $\mu \cdot n=\mu_{1}$ on $\Gamma^{B}$ and $\mu \cdot n=-\mu_{1}$ on $\Gamma^{A}$, we have for $B=\infty$,

$$
\begin{equation*}
\int_{\Gamma^{A}} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu_{1}=\int_{X_{A, \infty}} e^{-\nu x_{1}} S-\int_{\Gamma^{A}}(\mu \cdot n) e^{-\nu A} T \tag{71}
\end{equation*}
$$

Choosing $v=b_{\infty}$ now yields

$$
\begin{aligned}
& \int_{\Gamma^{A}} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu_{1} b_{\infty} \\
& =\int_{X_{A, \infty}}\left(-\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla b_{\infty}\right)^{2}-\left(Q b_{\infty}\right) b_{\infty}+e^{-x_{1} \nu} S b_{\infty}+e^{-x_{1} \nu} T \mu \cdot \nabla b_{\infty}\right) \\
& -\int_{\Gamma^{A}}(\mu \cdot n) e^{-\nu A} T b_{\infty} \leq \int_{X_{A, \infty}}\left(e^{-x_{1} \nu} S b_{\infty}+e^{-x_{1} \nu} T \mu \cdot \nabla b_{\infty}\right)-\int_{\Gamma^{A}}(\mu \cdot n) e^{-\nu A} T b_{\infty}
\end{aligned}
$$

We deduce from this equality, Lemma 4.1, and a classical trace theorem [16, 17] that

$$
\begin{equation*}
e^{A \nu / 2} \int_{\Gamma^{A}} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu_{1} b_{\infty} \leq\left\|b_{\infty}\right\|_{D(X)} \mathcal{N} \tag{72}
\end{equation*}
$$

Let us now choose $v=b_{\infty} e^{\beta x_{1}}$ on $X_{0 B}$, where $0<\beta<\nu / 2$ will be determined later. We obtain that

$$
\begin{aligned}
& \int_{X_{0 B}}\left(\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla b_{\infty}\right)^{2} e^{\beta x_{1}}+\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu_{1} b_{\infty} \beta e^{\beta x_{1}}+\left(Q b_{\infty}\right) b_{\infty} e^{\beta x_{1}}\right) \\
& +\int_{\Gamma^{0}}\left(\psi_{\infty}^{+} \psi_{\infty}\right)|\mu \cdot n| b_{\infty}^{2} \\
& =\int_{\Gamma^{0}}\left(\psi_{\infty}^{+} \psi_{\infty}\right)|\mu \cdot n| b_{\infty} g+\int_{\Gamma^{B}} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu_{1} b_{\infty} e^{\beta B}+\int_{X_{0 B}} e^{-(\nu-\beta) x_{1}} S b_{\infty} \\
& +\int_{X_{0 B}} e^{-(\nu-\beta) x_{1}} T\left(\mu \cdot \nabla b_{\infty}+\mu_{1} \beta b_{\infty}\right)-\int_{\Gamma^{0}} T(\mu \cdot n) b_{\infty}-\int_{\Gamma^{B}} e^{-(\nu-\beta) B} T(\mu \cdot n) b_{\infty}
\end{aligned}
$$

We deduce from (72) and Lemma 4.1 that there exist positive constants $\eta$ and $C$ independent of $B$ such that
(73) $\int_{X_{0 B}}\left[\frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma}\left(\mu \cdot \nabla b_{\infty}\right)^{2}+\beta \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu_{1} b_{\infty}+\eta\left|b_{\infty}-\left\langle b_{\infty}\right\rangle\right|^{2}\right] e^{\beta x_{1}} \leq C \mathcal{N}^{2}$.

The second term in the left-hand side in (73) has to be estimated in terms of the two other ones, which are positive. Let us introduce the following average operators, defined for every regular function $u$ by

$$
\begin{equation*}
m_{\Gamma^{B}}(u)=\int_{\Gamma^{B}} u d \mu d x^{\prime}, \quad m_{M}(u)=\int_{X_{M, M+1}} u d \mu d x, \quad m_{Y_{M}}(u)=\int_{Y_{M}} u d x \tag{74}
\end{equation*}
$$

where $Y_{M}=(M, M+1) \times Y^{\prime}$ is the $M$ th cell. Remark that $m_{Y_{M}}$ is only a spatial averaging operator and that $m_{M}(u)=\int_{V} m_{Y_{M}}(u)$. We now prove that

$$
\begin{equation*}
\left\|u-m_{M}(u)\right\|_{L^{2}\left(X_{M, M+1}\right)} \leq C\left(\|\mu \cdot \nabla u\|_{L^{2}\left(X_{M, M+1}\right)}+\|u-\langle u\rangle\|_{L^{2}\left(X_{M, M+1}\right)}\right) \tag{75}
\end{equation*}
$$

Let $\mu \in V$ be given. Since the cell $Y_{M}$ is bounded, we easily check by integration of one-dimensional problems along the direction $\mu$ and along its transverse directions that

$$
\left\|u(\cdot, \mu)-\left(m_{Y_{M}}(u)\right)(\mu)\right\|_{L^{2}\left(Y_{M}\right)}^{2} \leq C\|\mu \cdot \nabla u\|_{L^{2}\left(Y_{M}\right)}^{2}
$$

where $C$ is a constant independent of $\mu$. Integrating over $V$ yields

$$
\left\|u-m_{Y}(u)\right\|_{L^{2}\left(X_{M, M+1}\right)} \leq C\|\mu \cdot \nabla u\|_{L^{2}\left(X_{M, M+1}\right)}
$$

On the other hand we check that

$$
\begin{aligned}
\left\|m_{Y_{M}}(u)-m_{M}(u)\right\|_{L^{2}\left(X_{M, M+1}\right)}^{2} & =\int_{X_{M, M+1}}\left(\int_{Y_{M}}(u-<u>)\right)^{2} \\
& \leq C\|u-\langle u\rangle\|_{L^{2}\left(X_{M, M+1}\right)}^{2}
\end{aligned}
$$

This proves (75). In addition, we obtain that

$$
\left\|u-m_{\Gamma^{x_{1}}}(u)\right\|_{L^{2}\left(X_{M, M+1}\right)} \leq\left\|u-m_{M}(u)\right\|_{L^{2}\left(X_{M, M+1}\right)}
$$

Therefore, we have

$$
\left\|u-m_{\Gamma^{x_{1}}}(u)\right\|_{L^{2}\left(X_{M, M+1}\right)} \leq C\left(\|\mu \cdot \nabla u\|_{L^{2}\left(X_{M, M+1}\right)}+\|u-\langle u\rangle\|_{L^{2}\left(X_{M, M+1}\right)}\right)
$$

This inequality holds for all $M \in \mathbb{R}^{+}$and since $e^{\beta M} \leq e^{\beta x_{1}} \leq e^{\beta} e^{\beta M}$ for $x_{1} \in$ $(M, M+1)$, we obtain

$$
\begin{equation*}
\left\|\left(u-m_{\Gamma^{x_{1}}}(u)\right) e^{\frac{\beta}{2} x_{1}}\right\|_{L^{2}(X)} \leq C\left(\left\|(\mu \cdot \nabla u) e^{\frac{\beta}{2} x_{1}}\right\|_{L^{2}(X)}+\left\|(u-\langle u\rangle) e^{\frac{\beta}{2} x_{1}}\right\|_{L^{2}(X)}\right) \tag{76}
\end{equation*}
$$

We deduce from (71) that

$$
\begin{align*}
& \left|\int_{X} \frac{\left(\psi_{\infty}^{+}\right)^{2}}{\Sigma} \mu \cdot \nabla b_{\infty} \mu_{1} m_{\Gamma^{x_{1}}}\left(b_{\infty}\right) e^{\beta x_{1}}\right| \\
= & \left|\int_{X} m_{\Gamma^{x_{1}}}\left(b_{\infty}\right) e^{\beta x_{1}}\left(\int_{X_{x_{1} \infty}} e^{-\nu y_{1}} S-\int_{\Gamma^{x_{1}}}(\mu \cdot n) e^{-\nu x_{1}} T\right)\right|  \tag{77}\\
\leq & C \int_{X} e^{-(\nu-\beta) x_{1}}\left|m_{\Gamma^{x_{1}}}\left(b_{\infty}\right)\right|\left(\|S\|_{L^{2}(X)}+\|T\|_{L^{2}(X)}\right) \leq C \mathcal{N}^{2} .
\end{align*}
$$

Here and in what follows, $C$ denotes a constant independent of $b_{\infty}$. Then according to (76) we can rewrite (73) and obtain for some constants $\eta>0$ and $\theta>0$,

$$
\begin{align*}
& \int_{X}\left(\mu \cdot \nabla b_{\infty}\right)^{2} e^{\beta x_{1}}-\theta \beta \int_{X}\left|\left(\mu \cdot \nabla b_{\infty}\right)\left(b_{\infty}-m_{\Gamma^{x_{1}}}\left(b_{\infty}\right)\right)\right| e^{\beta x_{1}} \\
& +\eta \int_{X}\left(b_{\infty}-m_{\Gamma^{x_{1}}}\left(b_{\infty}\right)\right)^{2} e^{\beta x_{1}} \leq C \mathcal{N}^{2} \tag{78}
\end{align*}
$$

Choosing now $\beta>0$ small enough, we deduce from the Cauchy-Schwartz inequality that

$$
\begin{equation*}
\int_{X}\left(\mu \cdot \nabla b_{\infty}\right)^{2} e^{\beta x_{1}}+\int_{X}\left(b_{\infty}-m_{\Gamma^{x_{1}}}\left(b_{\infty}\right)\right)^{2} e^{\beta x_{1}} \leq C \mathcal{N}^{2} \tag{79}
\end{equation*}
$$

Owing to (73) and (77), we deduce from (79) and the Cauchy-Schwartz inequality that

$$
\int_{X}\left|b_{\infty}-\left\langle b_{\infty}\right\rangle\right|^{2} e^{\beta x_{1}} \leq C \mathcal{N}^{2}
$$

Therefore, we obtain

$$
\begin{equation*}
\int_{X}\left(\mu \cdot \nabla b_{\infty}\right)^{2} e^{\beta x_{1}}+\int_{X}\left|b_{\infty}-\left\langle b_{\infty}\right\rangle\right|^{2} e^{\beta x_{1}} \leq C \mathcal{N}^{2} \tag{80}
\end{equation*}
$$

It follows from (75) and (80) that

$$
\left\|u-m_{M}(u)\right\|_{L^{2}\left(X_{M, M+1}\right)} \leq C e^{-\frac{\beta M}{2}} \mathcal{N}
$$

and averaging over $x_{1} \in(M, M+2)$ we have

$$
\begin{aligned}
\left\|u-\frac{m_{M}(u)+m_{M+1}(u)}{2}\right\|_{L^{2}\left(X_{M, M+1}\right)} & \leq\left\|u-\frac{m_{M}(u)+m_{M+1}(u)}{2}\right\|_{L^{2}\left(X_{M, M+2}\right)} \\
& \leq C e^{-\frac{\beta M}{2}} \mathcal{N}
\end{aligned}
$$

Then we readily show that

$$
\left|m_{M+1}(u)-m_{M}(u)\right| \leq C e^{-\frac{\beta M}{2}} \mathcal{N}
$$

This proves that $M \mapsto m_{M}(u)$ converges exponentially fast to a constant $L$ by linearity of the transport equation. Moreover, due to the exponential rate of convergence, we have that

$$
|L| \leq|G(g)|+|H(S)|+|J(T)| \leq C \mathcal{N}
$$

Let us introduce

$$
m(u)=m_{M}(u) \quad \text { for } x_{1} \in(M, M+1)
$$

Then $m\left(b_{\infty}\right)$ is an element of $L^{2}(X)$ that converges to $L$ and

$$
\left\|\left[b_{\infty}-m\left(b_{\infty}\right)\right] e^{\frac{\beta x_{1}}{2}}\right\|_{L^{2}(X)} \leq C \mathcal{N}
$$

Hence we can conclude that $b_{\infty}$ converges to $L$ in the following sense:

$$
\left\|b_{\infty}-L\right\|_{L^{2}\left(X_{M, \infty}\right)} \leq C e^{-\frac{\beta M}{2}} \mathcal{N}
$$

The same results are derived for $\mu \cdot \nabla_{y} b$ and for $Q b$. This completes the proof of the lemma.
7. Numerical application and conclusion. It goes beyond the scope of this paper to present an extensive numerical application of the theory we have described. We refer to $[8,9]$ for a more detailed analysis. However, we show the convergence of the eigenvalues for the homogenization of a core composed of $N \times N$ uranium assemblies, which are common in thermal reactors. In its two-dimensional approximation, each assembly is made of $17 \times 17$ fuel pins or control rods. We do not describe them here and refer to [9] for the details. We present the convergence of the eigenvalue

Table 1
Reference and reconstructed $k_{\text {eff }}$ for cores composed of $N \times N$ uranium assemblies.

| $N$ | Reference | $k_{e f f}, L=0$ | Error $\left(10^{-5}\right)$ | $k_{e f f}, L=0.71$ | Error $\left(10^{-5}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 0.46598 | 0.45542 | 1056 | 0.46543 | 55 |
| 10 | 0.54521 | 0.54334 | 187 | 0.54515 | 6 |
| 20 | 0.57114 | 0.57089 | 25 | 0.57114 | 0 |
| 40 | 0.57825 | 0.57821 | 4 | 0.57825 | 0 |
| $\infty$ | 0.58070 |  |  |  |  |

$k_{e f f}=1 / \lambda_{1}^{\varepsilon}$ for different values of the number of assemblies $N=1 / \varepsilon$. In Table 1 are gathered the exact multiplication factor $k_{\text {eff }}$, the associated diffusion approximation given by $\left(\lambda_{\infty}+\varepsilon^{2} \nu_{1}\right)^{-1}$ corresponding to an extrapolation length $L=0$, and the diffusion approximation $\left(\lambda_{\infty}+\varepsilon^{2} \omega_{1}^{\varepsilon}\right)^{-1}$ that corresponds to an extrapolation length of approximately $L=0.71$. The exact extrapolation length has not been computed. Instead, we took the value of the extrapolation length in homogeneous media. This can be physically justified by the fact that uranium assemblies are not very heterogeneous.

As expected from the theory, the convergence of the eigenvalues without accounting for the leakage is of order $\varepsilon^{3}$. A numerical estimate is given by

$$
v=\frac{\ln \frac{e_{20}}{e_{10}}}{\ln \frac{20}{10}} \simeq 2.9
$$

which is in good agreement with the theoretical value. When we account for the neutron leakage, the rate of convergence is too fast to be estimated numerically. Indeed two-dimensional computations are already highly demanding, especially for a number of assemblies equal to $20 \times 20$ and $40 \times 40$, which correspond to 115,600 and 462,400 rods, respectively. Hence we obtained an accuracy of $10^{-5}$ for the eigenvalues. Nevertheless the gain obtained by adding an extrapolation length is clear according to the numerical results presented in Table 1. We do not give here the reconstructed fluxes for both methods. However, in both cases the shape of the exact fluxes is well reproduced by the reconstructed fluxes [9]. In the case of a zero extrapolation length, the reconstructed flux is shifted downward. This is explained by the Dirichlet boundary conditions, which do not account for the neutron leakage. The error made is of the order of $5 \%$ for a core composed of $10 \times 10$ assemblies (usual cores have approximately 150 assemblies). When Robin-like boundary conditions are imposed for the diffusion approximation, the reconstructed flux has the correct shape, up to an error of less than $1 \%$. Fine resolution close to the boundary also allows us to see the exponential decay of the boundary layer [9].

In this paper, we have presented the homogenization of the transport criticality eigenvalue problem and a numerical experiment for a one-velocity periodic neutron transport problem. The generalization to multigroup and anisotropic equations is straightforward and does not require new techniques [4, 5]. The results can also be readily extended [8] to cores that are periodic up to a perturbation of order $\varepsilon^{2}$, i.e., for instance, $\Sigma\left(\frac{x}{\varepsilon}, \mu\right)+\varepsilon^{2} \Sigma^{\prime}\left(x, \frac{x}{\varepsilon}, \mu\right)$. However, the extension to genuinely nonperiodic cores is still open. Periodicity is needed in order to obtain separation of slow and fast variables. It would be interesting, theoretically as well as practically, to understand the homogenization of locally periodic domains. The analysis of boundary layers is replaced by that of interface layers, for which no theory is available at present.

Appendix A. Equivalence between the first-order and even parity flux formulations. A linear integrodifferential Boltzmann equation is usually solved to
model neutron transport. In the simplified setting of one-velocity and isotropic source problems, it is given as follows. Given the cross sections $\Sigma$ and $\Sigma_{s}$ and the source term $q$, we want to find the neutron angular flux $\psi(x, \mu)$ satisfying

$$
\begin{align*}
\mu \cdot \nabla \psi(x, \mu)+\Sigma(x) \psi(x, \mu) & =\Sigma_{s}(x) \int_{V} \psi\left(x, \mu^{\prime}\right) d \mu^{\prime}+q(x) \quad \text { in } \Omega \times V  \tag{81}\\
\psi(x, \mu) & =0 \text { on } \Gamma_{-}
\end{align*}
$$

The assumption of one-velocity neutrons is not essential in order to derive the even parity flux formulation, and the generalization to multigroup problems is straightforward. However, isotropy of the scattering operator can be hardly avoided, even if complicated generalizations exist for nonisotropic media. This restricts the use of the even parity formulation, although isotropy is a correct approximation in nuclear reactor computations.

The even parity flux formulation consists in deriving a second-order integrodifferential equation for the even parity flux, which is defined by

$$
\begin{equation*}
\psi^{+}(x, \mu)=\frac{\psi(x, \mu)+\psi(x,-\mu)}{2} \tag{82}
\end{equation*}
$$

The main features of this formulation are that the second-order differential operator allows for the use of a variational formulation, which is convenient in theory as well as for numerical implementations. For instance, standard finite element methods can be used as in the resolution of elliptic problems [28, Chapter 6]. Let us also emphasize that the number of angular directions, and therefore the computational cost, has been divided by two.

The derivation of the even parity flux equations from the first-order integrodifferential equation is done as follow. Let us first introduce the odd parity flux

$$
\psi^{-}(x, \mu)=\frac{\psi(x, \mu)-\psi(x,-\mu)}{2}
$$

and the scalar flux

$$
\phi(x)=\int_{V} \psi\left(x, \mu^{\prime}\right) d \mu^{\prime}=\int_{V} \psi^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}
$$

Then (81) written at points $(x, \mu)$ and $(x,-\mu)$ yields

$$
(\mu \cdot \nabla+\Sigma)\left(\psi^{+}+\psi^{-}\right)=\Sigma_{s} \phi+q, \quad(-\mu \cdot \nabla+\Sigma)\left(\psi^{+}-\psi^{-}\right)=\Sigma_{s} \phi+q
$$

Summing and subtracting these equalities, we obtain that

$$
\begin{equation*}
\mu \cdot \nabla \psi^{-}+\Sigma \psi^{+}=\Sigma_{s} \phi+q, \quad \mu \cdot \nabla \psi^{+}+\Sigma \psi^{-}=0 \tag{83}
\end{equation*}
$$

Since the total cross section $\Sigma$ is positive, we have

$$
\begin{equation*}
\psi^{-}=-\frac{1}{\Sigma} \mu \cdot \nabla \psi^{+} \tag{84}
\end{equation*}
$$

It remains to insert this expression in (83) and obtain

$$
\begin{equation*}
-\mu \cdot \nabla \frac{1}{\Sigma(x)} \mu \cdot \nabla \psi^{+}(x, \mu)+\Sigma(x) \psi^{+}(x, \mu)=\Sigma_{s}(x) \int_{V} \psi^{+}\left(x, \mu^{\prime}\right) d \mu^{\prime}+q(x) \tag{85}
\end{equation*}
$$

From the boundary conditions for $\psi$, we deduce that

$$
\begin{aligned}
& \psi^{+}+\psi^{-}=0 \quad \text { on } \quad \Gamma_{-}=\{(x, \mu) \in \partial \Omega \times V ; \mu \cdot n(x)<0\}, \\
& \psi^{+}-\psi^{-}=0 \quad \text { on } \quad \Gamma_{+}=\{(x, \mu) \in \partial \Omega \times V ; \mu \cdot n(x)>0\} .
\end{aligned}
$$

Then, according to (84), we have

$$
\begin{equation*}
\psi^{+}-\frac{1}{\Sigma} \mu \cdot \nabla \psi^{+}=0 \text { on } \Gamma_{-}, \quad \psi^{+}+\frac{1}{\Sigma} \mu \cdot \nabla \psi^{+}=0 \text { on } \Gamma_{+} \tag{86}
\end{equation*}
$$

Remark that due to the symmetry of the even parity flux, these two boundary conditions are redundant, so we need to mention only one of them. Equations (85) and (86) are called the even parity flux formulation of the neutron transport. With the assumption of subcriticality given by

$$
\Sigma(x)-\Sigma_{s}(x) \geq \eta>0
$$

problem (81) admits a unique solution in $W^{2}(\Omega \times V)$ (see, e.g., [20, Chapter 21]). Then from the definition (82), we obtain a weak solution of (85)-(86) in $W^{2}(\Omega \times V)$. The even parity flux $\psi^{+}$also belongs to $\mathcal{V}$, defined by (40). This follows from a trace theorem $[16,17]$, which ensures that $\left.\psi\right|_{\Gamma_{+}} \in L^{2}\left(\Gamma_{+}, d \xi\right)$ when $\psi \in W^{2}(\Omega \times V)$ and $\psi=0$ on $\Gamma_{-}$.

Assume now that $\psi^{+} \in \mathcal{V}$ is a weak solution of (85)-(86) and define $\psi=\psi^{+}-$ $\frac{1}{\Sigma} \mu \cdot \nabla \psi^{+}$. From (85), we easily deduce that

$$
\mu \cdot \nabla\left(\psi-\psi^{+}\right)+\Sigma \psi^{+}=\Sigma_{s} \int_{V} \psi+q
$$

and then (81), since (86) clearly implies that $\psi=0$ on $\Gamma_{-}$. From (81) we deduce that $\psi \in W^{2}(\Omega \times V)$, and both formulations are equivalent. The same equivalence holds true for eigenvalue problems in bounded or periodic domains.

Appendix B. Some results on operator convergence. The results presented here are derived from [19]. Let $X$ be a Banach space and $\mathcal{L}(X)$ the set of bounded linear operators from $X$ to $X$. Let $\left\{T_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of operators in $\mathcal{L}(X)$. Then $T_{n}$ is said to converge compactly to $T$ if

- for all $x \in X, T_{n} x \rightarrow T x$ as $n \rightarrow \infty$,
- for any bounded sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ with $\left\|x_{n}\right\| \leq 1$, the sequence $\{(T-$ $\left.\left.T_{n}\right) x_{n}\right\}_{n \in \mathbb{N}}$ is relatively compact in $X$.
Then we have the following result.
Theorem B.1. Let $\left\{T_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of operators in $\mathcal{L}(X)$ converging compactly to $T$. Let $\sigma(T)$ and $\sigma\left(T_{n}\right)$ be the spectra of $T$ and $T_{n}$, respectively. Let $\lambda$ be an isolated eigenvalue of $T$ of finite multiplicity and let $\Gamma$ be a closed Jordan curve in the complex plane around $\lambda$ and isolating $\lambda$ such that the domain $\Delta$ enclosed by $\Gamma$ contains no other point of the spectrum $\sigma(T)$ than $\lambda$. Then $\sigma\left(T_{n}\right) \cap \Delta$ contains a number of eigenvalues equal to the multiplicity of $\lambda$ provided $n$ is large enough.

Moreover, let $\lambda_{n}$ be a sequence of eigenvalues of $T_{n}$ converging to $\lambda$, and let $u_{n}$ be a sequence of normalized associated eigenvectors. Then, up to a subsequence, $u_{n}$ converges to a limit $u$ in $X$, which is an eigenvector of $T$ associated with $\lambda$.

The proof of this theorem relies on Theorem 5.5, p. 232; Proposition 5.6, p. 234; Theorem 5.10, p. 236; Theorem 5.20, p. 244; and Proposition 5.28, p. 24 of [19]. We also have the following error estimate result. Let $\lambda$ be an eigenvalue of $T$ of finite
multiplicity and $\Delta$ defined as above. Let $P$ be the projection on the eigenvectors of $T$ associated with $\lambda$ and $P_{n}$ the projection on the eigenvectors associated with eigenvalues of $T_{n}$ included in $\Delta$. We denote by $\lambda_{i n}, 1 \leq i \leq m$, the $m$ eigenvalues counting their multiplicities of $T_{n}$ in $\Delta$ for $n$ large enough. We note $M=P X$ and $M_{n}=P_{n} X$. For $P$ and $Q$ two orthogonal projections on $X$, we define $M=P X$ and $N=Q X$ and the distance between $M$ and $N$ by

$$
\begin{aligned}
\Theta(M, N) & =\max \left(\sup _{x \in M,\|x\|=1}\|(1-Q) x\|, \sup _{x \in N,\|x\|=1}\|(1-P) x\|\right) \\
& =\max \left(\sup _{x \in M,\|x\|=1} \operatorname{dist}(x, N), \sup _{x \in N,\|x\|=1} \operatorname{dist}(x, M)\right) .
\end{aligned}
$$

Then we prove the following result.
Theorem B.2. With the hypotheses and notation of Theorem B.1, the following quantities are at least of order $\left\|\left(T-T_{n}\right) u\right\|$ :

$$
\Theta\left(M, M_{n}\right), \quad \lambda-\frac{1}{m} \sum_{i=1}^{m} \lambda_{i n}, \quad \frac{1}{\lambda}-\frac{1}{m} \sum_{i=1}^{m} \frac{1}{\lambda_{i n}} \quad(\text { if } \lambda \neq 0) .
$$

Moreover if $\lambda$ is simple, then $\lambda-\lambda_{n}$ and $u-u_{n}$ are at least of order $\left\|\left(T-T_{n}\right) u\right\|$.
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#### Abstract

We construct solutions with a single interior condensation point for the two-dimensional Gierer-Meinhardt system with strong coupling. The condensation point is located at a nondegenerate critical point of the diagonal part of the regular part of Green's function for $-\Delta+1$ under the Neumann boundary condition. Our method is based on the Liapunov-Schmidt reduction for a system of elliptic equations.
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1. Introduction. We study the Gierer-Meinhardt system (see [14]) which models biological pattern formation and can be written as follows (already suitably scaled):

$$
\left\{\begin{array}{l}
A_{t}=\epsilon^{2} \Delta A-A+\frac{A^{p}}{H^{q}}, \quad A>0 \quad \text { in } \Omega  \tag{GM}\\
\tau H_{t}=D \Delta H-H+\frac{A^{r}}{H^{s}}, \quad H>0 \quad \text { in } \Omega \\
\frac{\partial A}{\partial \nu}=\frac{\partial H}{\partial \nu}=0 \quad \text { on } \partial \Omega .
\end{array}\right.
$$

Here, the unknowns $A=A(x, t)$ and $H=H(x, t)$ represent the concentrations at a point $x \in \Omega \subset R^{N}$ and at time $t$ of the biochemicals called activator and inhibitor, respectively; $\epsilon, \tau, D$ are positive constants; $\Delta:=\sum_{j=1}^{N} \frac{\partial^{2}}{\partial x_{j}^{2}}$ is the Laplace operator in $R^{N} ; \Omega$ is a smooth bounded domain in $R^{N} ; \nu(x)$ is the outer normal at $x \in \partial \Omega$. The exponents $p, q, r, s$ are assumed to satisfy the conditions

$$
\begin{equation*}
1<p<\left(\frac{N+2}{N-2}\right)_{+}, q>0, r>0, s \geq 0, \text { and } 0<\frac{p-1}{q}<\frac{r}{s+1} \tag{A}
\end{equation*}
$$

where $\left(\frac{N+2}{N-2}\right)_{+}=\frac{N+2}{N-2}$ if $N \geq 3 ;=+\infty$ if $N=1,2$. For a related model, see [20].
In numerical simulations of the activator-inhibitor system (GM), it is observed that, when the ratio $\epsilon^{2} / D$ is small, (GM) seems to have stable stationary solutions with the property that the activator concentration is localized around a finite number of points in $\bar{\Omega}$. Moreover, as $\epsilon \rightarrow 0$ the pattern exhibits a "point condensation phenomenon." By this we mean that the activator concentration is localized in narrower and narrower regions around some points and eventually shrinks to a certain set of points as $\epsilon \rightarrow 0$. Hereby the maximum value of the inhibitor concentration diverges to $+\infty$.

[^63]The stationary equation for (GM) is the following system of elliptic equations:

$$
\left\{\begin{array}{l}
\epsilon^{2} \Delta A-A+\frac{A^{p}}{H^{q}}=0, \quad A>0 \quad \text { in } \Omega  \tag{1.1}\\
D \Delta H-H+\frac{A^{r}}{H^{s}}=0, \quad H>0 \quad \text { in } \Omega \\
\frac{\partial A}{\partial \nu}=\frac{\partial H}{\partial \nu}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

Generally speaking, system (1.1) is quite difficult to solve since it has neither a variational structure nor a priori estimates. One way to study (1.1) is to examine the so-called shadow system. Namely, we let $D \rightarrow+\infty$ first.

It is known (see [23], [31], [34], [39]) that the study of the shadow system amounts to the study of the following single equation:

$$
\left\{\begin{array}{l}
\epsilon^{2} \Delta u-u+u^{p}=0, \quad u>0 \quad \text { in } \Omega,  \tag{1.2}\\
\frac{\partial u}{\partial \nu}=0 \quad \text { on } \partial \Omega .
\end{array}\right.
$$

Equation (1.2) has a variational structure and has been studied by numerous authors. It is known that (1.2) has both boundary spike solutions and interior spike solutions. For boundary spike solutions, see [5], [9], [10], [15], [17], [22], [25], [29], [30], [31], [39], [44], [46], and the references therein. (When $p=\frac{N+2}{N-2}, N \geq 3$, boundary spike solutions of (1.2) have been studied in [1], [2], [3], [12], [13], [27], etc.) For interior spike solutions, please see [4], [6], [18], [21], [33], [38], [40], [41], [45]. For stability of spike solutions, please see [7], [19], [26], [32], [42], and [43].

In the case when $D$ is finite and not large (this is the so-called strong coupling case), there are only very few results available. For $N=1$, one can construct spike solutions for all $D \geq 1$; see [37]. In higher dimensions, as far as we know, there are no results yet. (See [8], [28], and [34] for the study of related systems.) In this paper, we consider the case $N=2$ since it has a particular asymptotic behavior.

Remark. Our approach does not work for dimensions $N \geq 3$ due to a different asymptotic behavior of Green's function of $-\Delta+1$ with the Neumann boundary condition.

From now on we suppose that $N=2$. For simplicity, we let $D=1$.
We construct solutions with a single interior condensation point. It turns out that the condensation points in this case are different from those in the shadow system. We need to introduce some notation. Let $G(P, x)$ be Green's function of $-\Delta+1$ under the Neumann condition, i.e., $G$ satisfies

$$
\left\{\begin{array}{l}
-\Delta G+G=\delta_{P} \quad \text { in } \Omega \\
\frac{\partial G}{\partial \nu}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $\delta_{P}$ is the Dirac delta distribution at point $P$. It is also known that

$$
G(P, x)=K(|x-P|)-H(P, x),
$$

where $K(|x|)$ is the fundamental solution of $-\Delta+1$ in $R^{2}$ with singularity at 0 and $H(P, x)$ is $C^{2}$ in $\Omega$. It is known that

$$
\begin{equation*}
K(r)=-\log r-\mu+O(r) \text { for } r \text { small. } \tag{1.3}
\end{equation*}
$$

We call $h(P):=H(P, P)$ the diagonal part of $H(P, x)$.
We have Theorem 1.1.

THEOREM 1.1. Let $P_{0} \in \Omega$ be a nondegenerate critical point of $h(P)$. Then for $\epsilon$ sufficiently small, problem (1.1) has a solution $\left(A_{\epsilon}, H_{\epsilon}\right)$ with the following properties:
(1) $A_{\epsilon}(x)=\xi_{\epsilon}^{q /(p-1)}\left(w\left(\frac{x-P_{\epsilon}}{\epsilon}\right)+o(1)\right)$ uniformly for $x \in \bar{\Omega}$, where $\xi_{\epsilon}>0$ will be determined later, $P_{\epsilon} \rightarrow P_{0}$ as $\epsilon \rightarrow 0$, and $w$ is the unique solution of the problem

$$
\left\{\begin{array}{l}
\Delta w-w+w^{p}=0, \quad w>0 \quad \text { in } R^{2}  \tag{1.4}\\
w(0)=\max _{y \in R^{2}} w(y), \quad w(y) \rightarrow 0 \text { as }|y| \rightarrow \infty
\end{array}\right.
$$

(2) $H_{\epsilon}(x)=\xi_{\epsilon}\left(1+O\left(\frac{1}{\mid \log \epsilon}\right)\right)$ uniformly for $x \in \bar{\Omega}$.
(3) $\xi_{\epsilon}^{s+1-\frac{q r}{p-1}}=(1+o(1)) \epsilon^{2} \log \frac{1}{\epsilon} \int_{R^{2}} w^{r}$.

Remark. It is known that the solution $w$ to (1.4) is radial, unique, and decays exponentially. (See [16], [24].)

We now outline the proof of Theorem 1.1.
Our method is based on the Liapunov-Schmidt reduction, which was used in [11], [35], and [36] to study semiclassical solutions of the nonlinear Schrödinger equation

$$
\begin{equation*}
\frac{h^{2}}{2} \Delta U-(V-E) U+U^{p}=0 \tag{1.5}
\end{equation*}
$$

in $R^{N}$, where $V$ is a potential function and $E$ is a real constant. Namely, in [11], [35], and [36] solutions of (1.4) are constructed near a nondegenerate critical point of $V$ provided that $h$ is sufficiently small. Later this method was used in [17], [18], [41], [44], [45], [46] to construct spike solutions for (1.2).

Here we face a system of elliptic equations. Therefore, the process is more complicated. To lay down the basic idea of our proof, we let

$$
A_{\epsilon}=\xi_{\epsilon}^{q /(p-1)} \bar{A}_{\epsilon}, \quad H_{\epsilon}=\xi_{\epsilon} \bar{H}_{\epsilon}
$$

where $\xi_{\epsilon}$ is to be chosen later. It is easy to see that system (1.1) is equivalent to the following:

$$
\begin{cases}\epsilon^{2} \Delta \bar{A}_{\epsilon}-\bar{A}_{\epsilon}+\bar{A}_{\epsilon}^{p} / \bar{H}_{\epsilon}^{q}=0 & \text { in } \Omega  \tag{1.6}\\ \Delta \bar{H}_{\epsilon}-\bar{H}_{\epsilon}+c_{\epsilon} \bar{A}_{\epsilon}^{r} / \bar{H}_{\epsilon}^{s}=0 & \text { in } \Omega \\ \frac{\partial \bar{A}_{\epsilon}}{\partial \nu}=\frac{\partial \bar{H}_{\epsilon}}{\partial \nu}=0 \text { on } \Omega\end{cases}
$$

where

$$
c_{\epsilon}=\xi_{\epsilon}^{\frac{q r}{p-1}-(s+1)}
$$

We fix a point $P \in \Omega$. We rescale

$$
\tilde{A}_{\epsilon}(y):=\bar{A}_{\epsilon}(P+\epsilon y), \quad x=\epsilon y+P, \quad y \in \Omega_{\epsilon, P}:=\{y \mid P+\epsilon y \in \Omega\}
$$

Then as $\epsilon \rightarrow 0$, if we assume that $\bar{H}_{\epsilon}(P+\epsilon y) \rightarrow 1$ in $L_{l o c}^{\infty}\left(\Omega_{\epsilon, P}\right)$, we have that $\tilde{A}_{\epsilon} \rightarrow V(y)$, where $V$ satisfies

$$
\left\{\begin{array}{l}
\Delta V-V+V^{p}=0, \quad V>0 \quad \text { in } R^{2} \\
V(0)=\max _{y \in R^{2}} V(y), \quad V \in H^{1}\left(R^{2}\right)
\end{array}\right.
$$

By a uniqueness result it is known that $V(y)=w(y)$, where $w$ is the unique solution of (1.4). (See [16], [24].) Hence

$$
\tilde{A}_{\epsilon}(y) \sim w(y)
$$

(Here and thereafter $A \sim B$ means $A=(1+o(1)) B$ as $\epsilon \rightarrow 0$ in the corresponding norm.)

To ensure that $\bar{H}_{\epsilon}(P+\epsilon y) \sim 1$, we note that

$$
\begin{gathered}
\bar{H}_{\epsilon}(P)=\int_{\Omega} G(P, x) \xi_{\epsilon}^{\frac{q r}{p-1}-(s+1)} \frac{\bar{A}_{\epsilon}^{r}(x)}{\bar{H}_{\epsilon}^{s}(x)} d x \\
=\epsilon^{2} \int_{\Omega_{\epsilon, P}} G(P, P+\epsilon y) \xi_{\epsilon}^{\frac{q r}{p-1}-(s+1)} \frac{\tilde{A}^{r}(y)}{\bar{H}_{\epsilon}^{s}(P+\epsilon y)} d y
\end{gathered}
$$

(by (1.3), $K(r)=-\log r-\mu+O(r)$ for $r$ small)

$$
\sim \xi_{\epsilon}^{\frac{q r}{p-1}-(s+1)} \epsilon^{2} \log \frac{1}{\epsilon} \int_{R^{2}} w^{r}(y) d y
$$

This suggests that we take

$$
\xi_{\epsilon}^{\frac{q r}{p-1}-(s+1)} \epsilon^{2} \log \frac{1}{\epsilon} \int_{R^{2}} w^{r}(y) d y \sim 1
$$

Hence we should look for solutions of (1.1) with the following properties:

$$
\begin{gathered}
A_{\epsilon}=\xi_{\epsilon}^{q /(p-1)} \bar{A}_{\epsilon}, \quad \bar{A}_{\epsilon}(y)=w(y)+\phi_{\epsilon}(y), \quad \phi_{\epsilon} \sim 0 \\
\text { where } \quad y=\frac{x-P_{\epsilon}}{\epsilon} \quad \text { and } \quad\left|P_{\epsilon}-P_{0}\right|=o(1) \text { as } \epsilon \rightarrow 0 \\
H_{\epsilon}=\xi_{\epsilon} \bar{H}_{\epsilon}, \quad \bar{H}_{\epsilon}(x)=1+\psi_{\epsilon}(x), \quad \psi_{\epsilon} \sim 0
\end{gathered}
$$

and

$$
\xi_{\epsilon}^{\frac{q r}{p-1}-(s+1)} \epsilon^{2} \log \frac{1}{\epsilon} \int_{R^{2}} w^{r}(y) d y \sim 1
$$

There are three main difficulties: First, $w\left(\frac{x-P_{\epsilon}}{\epsilon}\right)$ does not satisfy the Neumann boundary condition. Second, the linearized problem arising from (1.4) has the $N$-dimensional kernel $\operatorname{span}\left\{\frac{\partial w}{\partial y_{1}}, \ldots, \frac{\partial w}{\partial y_{N}}\right\}$. Therefore, if we linearize system (1.6) at $\left(w\left(\frac{x-P}{\epsilon}\right), 1\right)$, the linearized operator is not uniformly invertible with respect to $\epsilon$. Third, we have two scales: $\left(\log \frac{1}{\epsilon}\right)^{-1}$ and $\epsilon$. They are simply incomparable.

The first difficulty can be overcome by introducing the following projection: Let $U \subset R^{2}$ be a smooth and open set. Suppose that $W \in H^{1}\left(R^{2}\right)$. The projection $\mathcal{P}_{U} W$ is defined by $\mathcal{P}_{U} W=W-\mathcal{Q}_{U} W$, where $\mathcal{Q}_{U} W$ satisfies

$$
\left\{\begin{array}{l}
\Delta \mathcal{Q}_{U} W-\mathcal{Q}_{U} W=0 \quad \text { in } U  \tag{1.7}\\
\frac{\partial \mathcal{Q}_{U} W}{\partial \nu}=\frac{\partial W}{\partial \nu} \quad \text { on } \partial U
\end{array}\right.
$$

The second difficulty is overcome by first "solving" (1.6) module approximate kernel and cokernel, respectively. Subsequently we use the nondegeneracy of the critical point of $h$ at $P_{0}$ to choose $P_{\epsilon}$ near $P_{0}$ such that the finite-dimensional part lying in the approximate cokernel vanishes.

The third difficulty can be managed by choosing suitable approximate solutions.
From now on, we work with (1.6). The main points of the proof of Theorem 1.1 and the organization of this paper can be described as follows:
(A) Choose good approximate solutions.

We first study the solution $\left(A_{\epsilon, \mu}(x), H_{\epsilon, \mu}(x), c_{\epsilon, \mu}\right)$ of the following problem:

$$
\left\{\begin{array}{l}
\epsilon^{2} \Delta A-A+\frac{A^{p}}{(H(x)-\mu)^{q}}=0, \quad x \in R^{2},  \tag{1.8}\\
\Delta H-H+c_{\epsilon, \mu} \frac{A^{r}}{(H(x)-\mu)^{s}}=0, \quad x \in R^{2}, \\
H(0)=1+O\left(\frac{1}{\log \frac{1}{\epsilon}}+\mu\right),
\end{array}\right.
$$

where $\mu$ is small.
Next we choose $\mu:=\mu_{\epsilon}(P)$ so that

$$
\begin{equation*}
\mu=\mathcal{Q}_{\Omega}\left(H_{\epsilon, \mu}(\cdot-P)\right)(P) . \tag{1.9}
\end{equation*}
$$

Set

$$
\begin{gathered}
\hat{A}_{\epsilon, P}(x):=A_{\epsilon, \mu_{\epsilon}(P)}(x-P), \quad \hat{H}_{\epsilon, P}(x):=H_{\epsilon, \mu_{\epsilon}(P)}(x-P), \\
c_{\epsilon}=\xi^{\frac{q r}{p-1}-(s+1)}, \quad c_{\epsilon, P}:=c_{\epsilon, \mu_{\epsilon}(P)} .
\end{gathered}
$$

We now choose our approximate solutions:

$$
\begin{equation*}
A_{\epsilon, P}(y):=\mathcal{P}_{\Omega_{\epsilon, P}} \hat{A}_{\epsilon, P}(P+\epsilon y), \quad H_{\epsilon, P}(x):=\mathcal{P}_{\Omega} \hat{H}_{\epsilon, P}(x) . \tag{1.10}
\end{equation*}
$$

Set

$$
\varphi_{\epsilon, P}(y):=\hat{A}_{\epsilon, P}(y)-A_{\epsilon, P}(y), \quad \psi_{\epsilon, P}(x):=\hat{H}_{\epsilon, P}(x)-H_{\epsilon, P}(x) .
$$

It will be proved that $\varphi_{\epsilon, P}(y)=O\left(e^{-d(P, \partial \Omega) / \epsilon}\right)$ for almost everywhere (a.e.) $y \in \Omega_{\epsilon, P}$ and $\psi_{\epsilon, P}=\frac{1}{\log \frac{1}{\epsilon}}(H(P, x)+o(1))$ uniformly with respect to $x \in \Omega$.

We will analyze $A_{\epsilon, P}$ and $H_{\epsilon, P}$ in sections 2 and 3 .
(B) The idea now is to look for a solution of (1.6) of the form

$$
\bar{A}_{\epsilon}(P+\epsilon y)=A_{\epsilon, P}(y)+\phi(y), \quad \bar{H}_{\epsilon}(x)=H_{\epsilon, P}(x)+\psi(x) .
$$

We will show that, provided $P$ is properly chosen, $\phi$ and $\psi$ are expected to be insignificantly small.

We now write system (1.6) in operator form.
For any smooth and open set $U \subset R^{2}$, let

$$
W_{N}^{2, t}(U)=\left\{u \in W^{2, t}(U) \left\lvert\, \frac{\partial u}{\partial \nu}=0\right. \text { on } \partial U\right\}, \quad H_{N}^{2}(U)=W_{N}^{2,2}(U)
$$

For $A(y) \in H_{N}^{2}\left(\Omega_{\epsilon, P}\right), H(x) \in W_{N}^{2, t}(\Omega)$, where $1<t<1.1$. (We need $t>1$ so that the Sobolev embedding $W^{2, t}(\Omega) \subset L^{\infty}(\Omega)$ is continuous.) Set

$$
S_{\epsilon}\binom{A}{H}=\binom{S_{1}(A, H)}{S_{2}(A, H)},
$$

where $S_{1}(A, H)=\Delta_{y} A-A+A^{p} / H^{q}, S_{2}(A, H)=\Delta_{x} H-H+c_{\epsilon, P} A^{r} / H^{s}$.
Then solving (1.6) is equivalent to

$$
\begin{equation*}
S_{\epsilon}\binom{A}{H}=0, \quad A \in H_{N}^{2}\left(\Omega_{\epsilon, P}\right), \quad H \in W_{N}^{2, t}(\Omega) . \tag{1.11}
\end{equation*}
$$

We now substitute $A=A_{\epsilon, P}(y)+\phi(y), H=H_{\epsilon, P}(x)+\psi(x)$ into (1.11). The system determining $\phi$ and $\psi$ can be written as

$$
S_{\epsilon}^{\prime}\binom{A_{\epsilon, P}}{H_{\epsilon, P}}\left[\begin{array}{c}
\phi \\
\psi
\end{array}\right]+\binom{E_{\epsilon, P}^{1}}{E_{\epsilon, P}^{2}}+\binom{O\left(\|\phi\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}^{2}+\|\psi\|_{L^{t}(\Omega)}^{2}\right)}{O\left(\|\phi\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}^{2}+\|\psi\|_{L_{t}(\Omega)}^{2}\right)}=0
$$

where $E_{\epsilon, P}^{i}, i=1,2$ denote the error terms and $E_{\epsilon, P}^{1}=S_{1}\left(A_{\epsilon, P}, H_{\epsilon, P}\right), E_{\epsilon, P}^{2}=S_{2}\left(A_{\epsilon, P}, H_{\epsilon, P}\right)$. We will estimate the error terms in section 3.

It is then natural to try to solve the equations for $(\phi, \psi)$ by a contraction mapping argument. The problem is that the linearized operator $S_{\epsilon}^{\prime}\binom{A_{\epsilon, P}}{H_{\epsilon, P}}$ is not uniformly invertible with respect to $\epsilon$.

Therefore, we now replace the above equation with

$$
S_{\epsilon}^{\prime}\binom{A_{\epsilon, P}}{H_{\epsilon, P}}\left[\begin{array}{c}
\phi  \tag{1.12}\\
\psi
\end{array}\right]+\binom{E_{\epsilon, P}^{1}}{E_{\epsilon, P}^{2}}+\binom{O\left(\|\phi\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}^{2}+\|\psi\|_{L^{t}(\Omega)}^{2}\right)}{O\left(\|\phi\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}^{2}+\|\psi\|_{L_{t}(\Omega)}^{2}\right)}=\binom{v_{\epsilon, P}}{0},
$$

where $v_{\epsilon, P}$ lies in an appropriately chosen approximate cokernel of the linear operator

$$
\begin{gathered}
L_{\epsilon}:=\Delta_{y}-1+p A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q}-\frac{q r}{s+1} \frac{\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{r-1}}{\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{r}} A_{\epsilon, P}^{p} \\
L_{\epsilon}: H^{2}\left(\Omega_{\epsilon, P}\right) \rightarrow L^{2}\left(\Omega_{\epsilon, P}\right)
\end{gathered}
$$

and $\phi$ is orthogonal in $L^{2}\left(\Omega_{\epsilon, P}\right)$ to the corresponding approximate kernel of $L_{\epsilon}$.
(C) We solve (1.12) for $(\phi, \psi)$ module the approximate kernel. To this end, we need a detailed analysis of the operators $L_{\epsilon}$ and $S_{\epsilon}^{\prime}$. This together with the contraction mapping argument is done in section 4.
(D) In the last step, we study a vector field $P \rightarrow W_{\epsilon}(P)$ such that $W_{\epsilon}(P)=0$ implies $v_{\epsilon, P}=0$ (and hence solutions of system (1.6) can be found). To discuss the zeros of $P \rightarrow W_{\epsilon}(P)$ we need very good estimates for the error terms $E_{\epsilon, P}^{1}$ and $E_{\epsilon, P}^{2}$. Much of section 3 is devoted to this analysis. With a good estimate of $E_{\epsilon, P}^{i}, i=1,2$, we discover that under the geometric condition described in Theorem 1.1 there is a point $P_{\epsilon}$ in a small neighborhood of $P_{0} \in \Omega$ such that $W_{\epsilon}\left(P_{\epsilon}\right)=0$. This will complete the proof of Theorem 1.1 and is done in section 5 .

Finally, we remark that the stability of the solutions constructed in Theorem 1.1 should be related to the matrix $\left(\nabla_{i} \nabla_{j} h\left(P_{0}\right)\right)$. This will be studied in a forthcoming paper.

Throughout this paper, we always assume that $P \in B_{r}\left(P_{0}\right)$ for some fixed small number $r>0$. We shall frequently use the following technical lemma.

Lemma 1.2. Let $u$ be a solution of

$$
\Delta u-u+f=0 \quad \text { in } \Omega, \quad \frac{\partial u}{\partial \nu}=0 \quad \text { on } \partial \Omega
$$

Suppose

$$
|f(x)| \leq \eta e^{-\frac{\alpha|x-P|}{\epsilon}}
$$

for some $\alpha>0$. Then if $\epsilon>0$ is small enough we have

$$
\begin{equation*}
|u(P)| \leq C_{1} \eta \epsilon^{2} \log \frac{1}{\epsilon} \tag{1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
|u(P)-u(x)| \leq C_{2} \eta \epsilon^{2} \log \left(\frac{|x-P|}{\epsilon}+1\right) \tag{1.14}
\end{equation*}
$$

where $C_{1}>0, C_{2}>0$ are generic constants (which are independent of $\epsilon>0$ and $\eta>0$ ).
Proof. By the representation formula we calculate

$$
u(x)=\int_{\Omega} G(x, z) f(z) d z
$$

and

$$
\begin{gathered}
u(P)=\int_{\Omega} G(P, z) f(z) d z=\epsilon^{2} \int_{\Omega_{\epsilon, P}} G(P, P+\epsilon y) f(P+\epsilon y) d y \\
\leq C_{1} \eta \epsilon^{2} \log \frac{1}{\epsilon}
\end{gathered}
$$

Similarly we can obtain (1.14).
2. Study of the approximate solutions. In this section, we define a good approximate solution and study its properties. We will use the implicit function theorem and perturbation arguments. To this end, it is essential that we have the following important lemma.

Lemma 2.1. The operator

$$
L:=\Delta-1+p w^{p-1}-\frac{q r}{s+1} \frac{\int_{R^{2}} w^{r-1}}{\int_{R^{2}} w^{r}} w^{p}
$$

with $w$ defined in (1.4) is an invertible map from $H_{r}^{2}\left(R^{2}\right)$ to $L_{r}^{2}\left(R^{2}\right)$, where $H_{r}^{2}\left(R^{2}\right)\left(L_{r}^{2}\left(R^{2}\right)\right)$ is the subset of those functions of $H^{2}\left(R^{2}\right)\left(L_{r}^{2}\left(R^{2}\right)\right)$ that are radially symmetric.

Proof. We just need to prove that

$$
\operatorname{kernel}(L) \cap H_{r}^{2}\left(R^{2}\right)=\{0\}, \quad \operatorname{kernel}\left(L^{*}\right) \cap H_{r}^{2}\left(R^{2}\right)=\{0\}
$$

where $L^{*}$ is the conjugate operator of $L$.
In fact, let $L \phi=0$ for $\phi \in H_{r}^{2}\left(R^{2}\right)$. Then we have

$$
L_{0}\left(\phi-\frac{q r}{(p-1)(s+1)} \frac{\int_{R^{2}} w^{r-1} \phi}{\int_{R^{2}} w^{r}} w\right)=0
$$

where $L_{0}:=\Delta-1+p w^{p-1}$. By Lemma 4.2 of $[30], \phi-\frac{q r}{(p-1)(s+1)} \frac{\int_{R^{2}} w^{r-1} \phi}{\int_{R^{2}} w^{r}} w=0$. Multiplying this equation by $w^{r-1}$ and integrating over $R^{2}$ we see that

$$
\int_{R^{2}} w^{r-1} \phi=0
$$

Since $\frac{q r}{(p-1)(s+1)}>1$ we conclude $\phi=0$.
Next we claim that $\operatorname{kernel}\left(L^{*}\right) \cap H_{r}^{2}\left(R^{2}\right)=\{0\}$. Let $\phi \in H_{r}^{2}\left(R^{2}\right)$ be such that $L^{*} \phi=0$. Namely, we have

$$
\begin{equation*}
L_{0} \phi-\frac{q r}{s+1} \frac{\int_{R^{2}} w^{p} \phi}{\int_{R^{2}} w^{r}} w^{r-1}=0 \tag{2.1}
\end{equation*}
$$

Multiplying (2.1) by $w$ and integrating over $R^{2}$, we obtain

$$
\left(p-1-\frac{q r}{s+1}\right) \int_{R^{2}} w^{p} \phi=0
$$

Since $p-1-\frac{q r}{s+1}<0$ we get

$$
\int_{R^{2}} w^{p} \phi=0
$$

Hence $L_{0} \phi=0$ and $\phi=0$.
We now study the following system:

$$
\left\{\begin{array}{l}
\epsilon^{2} \Delta A-A+\frac{A^{p}}{\left(H-\mathcal{Q}_{\Omega} H(P)\right)^{q}}=0, \quad x \in R^{2}  \tag{2.2}\\
\Delta H-H+c_{\epsilon, P} \frac{A^{r}}{\left(H-\mathcal{Q}_{\Omega} H(P)\right)^{s}}=0, \quad x \in R^{2} \\
H(P)=1+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right) .
\end{array}\right.
$$

We have Theorem 2.2.
THEOREM 2.2. For $\epsilon \ll 1$, there exists a unique solution $\left(\hat{A}_{\epsilon, P}(x), \hat{H}_{\epsilon, P}(x), c_{\epsilon, P}\right)$ of (2.2) with the following properties:
(1) $\hat{A}_{\epsilon, P}(x)$ and $\hat{H}_{\epsilon, P}(x)$ depend on $|x-P|$ only;
(2) $\hat{A}_{\epsilon, P}=(1+o(1)) w\left(\frac{|x-P|}{\epsilon}\right)$;
(3) $\hat{H}_{\epsilon, P}(0)=1+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right)$;
(4) $\hat{H}_{\epsilon, P}(x)=\frac{\sigma_{P}}{\log \frac{1}{\epsilon}} K(|x-P|)+\frac{\epsilon}{\log \frac{1}{\epsilon}} J_{\epsilon, P}(|x-P|)$ for $|x| \geq \delta$, where $\sigma_{P}=1+o(1)$, $J_{\epsilon, P}(|x-P|), \nabla_{x} J_{\epsilon, P}(|x-P|)=O(1)$.

Proof of Theorem 2.2. The proof is divided into the following steps:
Step 1. We first look for radially symmetric solutions $\left(A_{\epsilon, \mu}, H_{\epsilon, \mu}, c_{\epsilon, \mu}\right)$ of the following parametrized equation:

$$
\left\{\begin{array}{l}
\epsilon^{2} \Delta A-A+\frac{A^{p}}{(H-\mu)^{q}}=0, \quad x \in R^{2}  \tag{2.3}\\
\Delta H-H+c_{\epsilon, \mu} \frac{A^{r}}{(H-\mu)^{s}}=0, \quad x \in R^{2} \\
A(x)=A(|x|), \quad H(x)=H(|x|), \quad H(0)=1+O\left(\frac{1}{\log \frac{1}{\epsilon}}+\mu\right)
\end{array}\right.
$$

for $0<\mu \ll 1$.
Problem (2.3) can be solved by the contraction mapping principle. We first need suitable approximate solutions. We note that the problem

$$
\left\{\begin{array}{l}
\Delta_{y} A-A+\frac{A^{p}}{(1-\mu)^{q}}=0, \quad y \in R^{2},  \tag{2.4}\\
\Delta_{x} H-H+c_{\epsilon, \mu, 0} \frac{A^{r}}{\left(H-\mu^{s}\right.}=0, \quad x \in R^{2} \\
x=\epsilon y, A(y)=A(|y|), H(x)=H(|x|), H(0)=1
\end{array}\right.
$$

has a unique solution $\left(A_{\epsilon, \mu, 0}(y), H_{\epsilon, \mu, 0}(x), c_{\epsilon, \mu, 0}\right)$ for $0<\mu \ll 1$. In fact, it is well known that (for given $\mu$ small) the first equation has the unique positive solution $A_{\epsilon, \mu, 0}(y)=$ $(1-\mu)^{q /(p-1)} w(y)$ with maximum at 0 and decaying to 0 at infinity (compare equation (1.4)). It is also easy to see that for given $\mu$ and $A \in H^{2}\left(R^{2}\right)$, the second equation has a unique solution $H_{\epsilon, \mu, 0}(x) \in H^{2}\left(R^{2}\right)$ (note that the nonlinearity is concave). To ensure that $H_{\epsilon, \mu, 0}(0)=1$, we just need to choose $c_{\epsilon, \mu, 0}$. In fact, by the standard representation formula

$$
H_{\epsilon, \mu, 0}(x)=\int_{R^{2}} K(|x-z|) c_{\epsilon, \mu, 0}(1-\mu)^{r q /(p-1)}\left(H_{\epsilon, \mu, 0}-\mu\right)^{-s}(z) w^{r}\left(\frac{z}{\epsilon}\right) d z
$$

Taking $x=0$, we obtain

$$
\begin{aligned}
& c_{\epsilon, \mu, 0}=(1-\mu)^{s-r q /(p-1)}\left(\int_{R^{2}} K(|z|)\left(1+O\left(\frac{1}{\log \frac{1}{\epsilon}}+\mu\right)\right) w^{r}\left(\frac{z}{\epsilon}\right) d z\right)^{-1} \\
& =(1-\mu)^{s-r q /(p-1)}\left(\epsilon^{2}\left(1+O\left(\left(\log \frac{1}{\epsilon}\right)^{-1}\right)+\mu\right) \int_{R^{2}} K(|\epsilon y|) w^{r}(y) d y\right)^{-1} \\
& =(1-\mu)^{s-r q /(p-1)} \frac{1}{\epsilon^{2} \log (1 / \epsilon)}\left(\int_{R^{2}} w^{r}(y) d y\right)^{-1}+O\left(\frac{1 / \log (1 / \epsilon)+\mu}{\epsilon^{2} \log (1 / \epsilon) 2}\right)
\end{aligned}
$$

as $\epsilon \rightarrow 0$.
(Here we have used the fact that (by Lemma 1.2)

$$
\left|H_{\epsilon, \mu, 0}(x)-H_{\epsilon, \mu, 0}(0)\right| \leq C \frac{1}{\log \frac{1}{\epsilon}} \log \left(\frac{|x-P|}{\epsilon}+1\right)
$$

for some generic constant $C>0$.)
Using the ansatz

$$
\begin{aligned}
& A_{\epsilon, \mu}(y)=A_{\epsilon, \mu, 0}(y)+a_{\epsilon, \mu}(y), \\
& H_{\epsilon, \mu}(x)=H_{\epsilon, \mu, 0}(x)+h_{\epsilon, \mu}(x),
\end{aligned}
$$

and inserting it into (2.3) (with $c_{\epsilon, \mu}=c_{\epsilon, \mu, 0}$ ) gives us

$$
\begin{gathered}
\Delta_{y} a_{\epsilon, \mu}-a_{\epsilon, \mu}=\frac{A_{\epsilon, \mu, 0}^{p}}{(1-\mu)^{q}}-\frac{\left(A_{\epsilon, \mu, 0}+a_{\epsilon, \mu}\right)^{p}}{\left(H_{\epsilon, \mu, 0}+h_{\epsilon, \mu}-\mu\right)^{q}}, \\
\Delta_{x} h_{\epsilon, \mu}-h_{\epsilon, \mu}=c_{\epsilon, \mu, 0} \frac{A_{\epsilon, \mu, 0}^{r}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s}}-c_{\epsilon, \mu, 0} \frac{\left(A_{\epsilon, \mu, 0}+a_{\epsilon, \mu}\right)^{r}}{\left(H_{\epsilon, \mu, 0}+h_{\epsilon, \mu}-\mu\right)^{s}} .
\end{gathered}
$$

The first equation can be rewritten as follows:

$$
\Delta_{y} a_{\epsilon, \mu}-a_{\epsilon, \mu}+\frac{p A_{\epsilon, \mu, 0}^{p-1} a_{\epsilon, \mu}}{(1-\mu)^{q}}-\frac{q A_{\epsilon, \mu, 0}^{p} h_{\epsilon, \mu}}{(1-\mu)^{q+1}}=e_{1},
$$

where

$$
\begin{gathered}
e_{1}=\frac{\left(A_{\epsilon, \mu, 0}+a_{\epsilon, \mu}\right)^{p}}{\left(1+h_{\epsilon, \mu}-\mu\right)^{q}}-\frac{\left(A_{\epsilon, \mu, 0}+a_{\epsilon, \mu}\right)^{p}}{\left(H_{\epsilon, \mu, 0}+h_{\epsilon, \mu}-\mu\right)^{q}} \\
-\frac{\left(A_{\epsilon, \mu, 0}+a_{\epsilon, \mu}\right)^{p}}{\left(1+h_{\epsilon, \mu}-\mu\right)^{q}}+\frac{A_{\epsilon, \mu, 0}^{p}}{(1-\mu)^{q}}+\frac{p A_{\epsilon \mu, 0}^{p-1} a_{\epsilon, \mu}}{(1-\mu)^{q}}-\frac{q A_{\epsilon, \mu, 0}^{p} h_{\epsilon, \mu}}{(1-\mu)^{q+1}} .
\end{gathered}
$$

This implies

$$
\left\|e_{1}(y)\right\|_{L^{2}\left(R^{2}\right)}=O\left(\left\|a_{\epsilon, \mu}(y)\right\|_{L^{2}\left(R^{2}\right)}^{2}\right)+O\left(\left\|h_{\epsilon, \mu}(x)\right\|_{L^{\infty}(\Omega)}^{2}\right)+O\left(\frac{1}{\log \frac{1}{\epsilon}}+\mu\right) .
$$

For a given $a_{\epsilon, \mu}$, we can solve the second equation directly since the nonlinearity is concave. Moreover, we have that $h_{\epsilon, \mu}$ satisfies

$$
\Delta_{x} h_{\epsilon, \mu}-h_{\epsilon, \mu}+c_{\epsilon, \mu} \frac{r A_{\epsilon, \mu, 0}^{r-1} a_{\epsilon, \mu}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s}}-c_{\epsilon, \mu} \frac{s A_{\epsilon, \mu, 0}^{r} h_{\epsilon, \mu}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s+1}}=e_{2},
$$

where

$$
\begin{aligned}
& e_{2}=c_{\epsilon, \mu} \frac{A_{\epsilon, \mu, 0}^{r}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s}}-c_{\epsilon, \mu} \frac{\left(A_{\epsilon, \mu, 0}+a_{\epsilon, \mu}\right)^{r}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s}} \\
& \quad+c_{\epsilon, \mu} \frac{r A_{\epsilon, \mu, 0}^{r-1} a_{\epsilon, \mu}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s}}-c_{\epsilon, \mu} \frac{s A_{\epsilon, \mu, 0}^{r} h_{\epsilon, \mu}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s+1}}
\end{aligned}
$$

This implies

$$
\left\|e_{2}\right\|_{L^{2}\left(R^{2}\right)}=O\left(\left\|a_{\epsilon, \mu}\right\|_{L^{2}\left(R^{2}\right)}^{2}\right)+O\left(\left\|h_{\epsilon, \mu}\right\|_{L^{\infty}(\Omega)}^{2}\left\|A_{\epsilon, \mu, 0}^{r-1}\right\|_{L^{2}\left(R^{2}\right)}\right)
$$

Thus by Lemma 1.2

$$
h_{\epsilon, \mu}(x)=h_{\epsilon, \mu}(0)+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right)
$$

and

$$
\begin{gathered}
h_{\epsilon, \mu}(0)=\int_{R^{2}} K(z)\left[c_{\epsilon, \mu} \frac{r A_{\epsilon, \mu, 0}^{r-1} a_{\epsilon, \mu}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s}}-c_{\epsilon, \mu} \frac{s A_{\epsilon, \mu, 0}^{r} h_{\epsilon, \mu}}{\left(H_{\epsilon, \mu, 0}-\mu\right)^{s+1}}\right]+O\left(\left\|a_{\epsilon, \mu}\right\|_{L^{2}\left(R^{2}\right)}^{2}\right) \\
=c_{\epsilon, \mu} \int_{R^{2}} r A_{\epsilon, \mu, 0}^{r-1} a_{\epsilon, \mu}\left(1+O\left(\frac{1}{\log \frac{1}{\epsilon}}+\mu\right)\right) \\
-c_{\epsilon, \mu} s h_{\epsilon, \mu}(0) \int_{R^{2}} A_{\epsilon, \mu, 0}^{r}\left(1+O\left(\frac{1}{\log \frac{1}{\epsilon}}+\mu\right)\right)+O\left(\left\|a_{\epsilon, \mu}\right\|_{L^{2}\left(R^{2}\right)}^{2}\right)
\end{gathered}
$$

Therefore

$$
h_{\epsilon, \mu}(0)=\frac{r}{s+1} \frac{\int A_{\epsilon, \mu, 0}^{r-1} a_{\epsilon, \mu}}{\int A_{\epsilon, \mu, 0}^{r}}+O\left(\frac{1}{\log \frac{1}{\epsilon}}+\mu\right)+O\left(\left\|a_{\epsilon, \mu}\right\|_{L^{2}\left(R^{2}\right)}^{2}\right)
$$

Substituting this into the first equation, the equation for $a_{\epsilon, \mu}$ becomes

$$
\begin{gathered}
\Delta_{y} a_{\epsilon, \mu}-a_{\epsilon, \mu}+\frac{p A_{\epsilon, \mu, 0}^{p-1} a_{\epsilon, \mu}}{(1-\mu)^{q}}-\frac{q r A_{\epsilon, \mu, 0}^{p}}{(s+1)(1-\mu)^{q+1}} \frac{\int_{R^{2}} A_{\epsilon, \mu, 0}^{r-1} a_{\epsilon, \mu}}{\int_{R^{2}} A_{\epsilon, \mu, 0}^{r}} \\
=e_{1}+O\left(\frac{1}{\log \frac{1}{\epsilon}}+\mu\right)+O\left(\left\|a_{\epsilon, \mu}\right\|_{L^{2}\left(R^{2}\right)}^{2}\right)
\end{gathered}
$$

in $L^{2}\left(R^{2}\right)$.
By Lemma 2.1 and a perturbation argument for $\epsilon \ll 1, \mu \ll 1$, the equation for $a_{\epsilon, \mu}$ can be solved and the solution is unique. Thus we have obtained a solution to (2.3).

Step 2. We choose $\mu$ such that

$$
\begin{equation*}
\mu=H_{\epsilon, \mu}(0)-\mathcal{P}_{\Omega}\left(H_{\epsilon, \mu}(\cdot-P)\right)(P) \tag{2.5}
\end{equation*}
$$

To this end, we note that this is equivalent to

$$
\mu=\int_{R^{2}}(K(|z|)-G(P, P+z)) c_{\epsilon, \mu}\left(H_{\epsilon, \mu}(z)-\mu\right)^{-s} A_{\epsilon, \mu}^{r}\left(\frac{z}{\epsilon}\right) d z
$$

$$
\begin{aligned}
= & \int_{R^{2}} H(P, P+z) c_{\epsilon, \mu}\left(H_{\epsilon, \mu}(z)-\mu\right)^{-s} A_{\epsilon, \mu}^{r}\left(\frac{z}{\epsilon}\right) d z \\
& =H(P, P) c_{\epsilon, \mu} \int_{R^{2}}\left(H_{\epsilon, \mu}(z)-\mu\right)^{-s} A_{\epsilon, \mu}^{r}\left(\frac{z}{\epsilon}\right) d z \\
& +O(\epsilon) \int_{R^{2}}|z| c_{\epsilon, \mu}\left(H_{\epsilon, \mu}(z)-\mu\right)^{-s} A_{\epsilon, \mu}^{r}\left(\frac{z}{\epsilon}\right) d z
\end{aligned}
$$

Since $c_{\epsilon, \mu} \int_{R^{2}}\left(H_{\epsilon, \mu}(z)-\mu\right)^{-s} A_{\epsilon, \mu}^{r}\left(\frac{z}{\epsilon}\right) d z=\frac{1+o(1)}{\log \frac{1}{\epsilon}}$, it is easy to see that by the contraction mapping principle, (1.9) has a unique solution $\mu=\mu_{\epsilon}(P)$.

We further calculate

$$
\mu=\frac{1+o(1)}{\log \frac{1}{\epsilon}}\left[H(P, P)+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right)\right]
$$

as $\epsilon \rightarrow 0$.
Now let

$$
\hat{A}_{\epsilon, P}(x)=A_{\epsilon, \mu}(x-P), \quad \hat{H}_{\epsilon, P}(x)=H_{\epsilon, \mu}(x-P), \quad c_{\epsilon, P}=c_{\epsilon, \mu}
$$

where $\mu:=\mu_{\epsilon}(P)$ is given by (1.9).
It is easy to see that (1), (2), and (3) of Theorem 1.1 are satisfied. It remains to prove statement (4) of Theorem 2.2. We have for $|x| \geq \delta$,

$$
\begin{aligned}
& \hat{H}_{\epsilon, P}(x)=\frac{\epsilon^{2} \int_{R^{2}} K(|x-P-\epsilon y|) \frac{A_{\epsilon, \mu}^{r}(y)}{H_{\epsilon, \mu}^{s}} d y}{\int_{R^{2}} K(|\epsilon y|) \frac{A_{\epsilon, \mu}^{r}(y)}{H_{\epsilon, \mu}^{s}} d y} \\
& =\frac{\sigma_{P}}{\log \frac{1}{\epsilon}}[K(|x-P|)+O(\epsilon)], \quad \sigma_{P}=1+o(1)
\end{aligned}
$$

as $\epsilon \rightarrow 0$.
This implies Theorem 2.2.
3. Estimates of the error terms. In this section, we give some preliminary estimates. These will be used in the later sections.

Recall that we choose our approximate solution as follows:

$$
A_{\epsilon, P}(y)=\mathcal{P}_{\Omega_{\epsilon, P}} \hat{A}_{\epsilon, P}, \quad H_{\epsilon, P}(x)=\mathcal{P}_{\Omega} \hat{H}_{\epsilon, P}(x)
$$

Note that in this case

$$
\mu=\mathcal{Q}_{\Omega} \hat{H}_{\epsilon, P}(P)
$$

Also recall that

$$
\varphi_{\epsilon, P}(y)=\mathcal{Q}_{\Omega_{\epsilon, P}} \hat{A}_{\epsilon, P}=\hat{A}_{\epsilon, P}-A_{\epsilon, P}, \quad \psi_{\epsilon, P}(x)=\mathcal{Q}_{\Omega} \hat{H}_{\epsilon, P}=\hat{H}_{\epsilon, P}-H_{\epsilon, P}
$$

We note that $\varphi_{\epsilon, P}$ satisfies

$$
\begin{gathered}
\Delta_{y} \varphi_{\epsilon, P}-\varphi_{\epsilon, P}=0 \quad \text { in } \Omega_{\epsilon, P} \\
\frac{\partial \varphi_{\epsilon, P}}{\partial \nu}=\frac{\partial \hat{A}_{\epsilon, P}}{\partial \nu}=O\left(e^{-d(P, \partial \Omega) / \epsilon}\right) \quad \text { on } \partial \Omega_{\epsilon, P}
\end{gathered}
$$

Hence

$$
\begin{equation*}
\left\|\varphi_{\epsilon, P}\right\|_{H^{2}\left(\Omega_{\epsilon, P}\right)}=O\left(e^{-d(P, \partial \Omega) / \epsilon}\right) \tag{3.1}
\end{equation*}
$$

By Theorem 2.2 we have

$$
\begin{gathered}
\mathcal{P}_{\Omega} \hat{H}_{\epsilon, P}(x)=\frac{\int_{\Omega_{\epsilon, P}} G(x, P+\epsilon y) \frac{\hat{A}_{\epsilon, P}^{r}(y)}{\left(\hat{H}_{\epsilon, P}-\mu_{\epsilon}(P)\right)^{s}} d y}{\int_{R^{2}} K(|\epsilon y|) \frac{\hat{A}_{\epsilon, P}^{r}(y)}{\left(\hat{H}_{\epsilon, P}-\mu_{\epsilon}(P)\right)^{s}} d y} \\
=\frac{1+o(1)}{\log \frac{1}{\epsilon}}[K(|x-P|)-H(x, P)+O(\epsilon)] .
\end{gathered}
$$

This implies

$$
\psi_{\epsilon, P}(x)=\hat{H}_{\epsilon, P}(x)-\mathcal{P}_{\Omega} \hat{H}_{\epsilon, P}(x-P)=\frac{1+o(1)}{\log \frac{1}{\epsilon}}[H(x, P)+O(\epsilon)]
$$

or, equivalently,

$$
\begin{equation*}
\psi_{\epsilon, P}(x)=\frac{1+o(1)}{\log \frac{1}{\epsilon}} H(P, x)+O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right) . \tag{3.2}
\end{equation*}
$$

By (3.1) and (3.2), we see that the term involving $\varphi_{\epsilon, P}$ can be neglected. This is what we will do in the later sections.

The reason for choosing $A_{\epsilon, \mu}$ and $H_{\epsilon, P}$ as we did lies in the two following estimates:

$$
\begin{gathered}
S_{1}\left(A_{\epsilon, P}, H_{\epsilon, P}\right)=\Delta_{y} A_{\epsilon, P}-A_{\epsilon, P}+\frac{A_{\epsilon, P}^{p}}{H_{\epsilon, P}^{q}} \\
=\frac{\left(\hat{A}_{\epsilon, P}-\varphi_{\epsilon, P}\right)^{p}}{\left(\hat{H}_{\epsilon, P}-\psi_{\epsilon, P}\right)^{q}}-\frac{\left(\hat{A}_{\epsilon, P}\right)^{p}}{\left(\hat{H}_{\epsilon, P}-\psi_{\epsilon, P}(P)\right)^{q}} \\
=O\left(e^{-d(P, \partial \Omega) / \epsilon}\right)+\left(\hat{A}_{\epsilon, P}\right)^{p}\left[\left(\hat{H}_{\epsilon, P}-\psi_{\epsilon, P}\right)^{-q}-\left(\hat{H}_{\epsilon, P}-\psi_{\epsilon, P}(P)\right)^{-q}\right] \quad(\text { by }(3.1)) \\
=O\left(e^{-d(P, \partial \Omega) / \epsilon}\right)-q\left(\hat{A}_{\epsilon, P}\right)^{p}\left(\hat{H}_{\epsilon, P}\right)^{-q-1}\left(\psi_{\epsilon, P}(x)-\psi_{\epsilon, P}(P)\right)+O\left(\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)^{2} \hat{A}_{\epsilon, P}^{p}\right)
\end{gathered}
$$

for a.e. $y \in \Omega_{\epsilon, P}$. Similarly we have

$$
\begin{gathered}
S_{2}\left(A_{\epsilon, P}, H_{\epsilon, P}\right)=\Delta_{x} H_{\epsilon, P}-H_{\epsilon, P}+c_{\epsilon, P} \frac{A_{\epsilon, P}^{r}}{H_{\epsilon, P}^{s}} \\
=O\left(e^{-d(P, \partial \Omega) / \epsilon}\right)-s c_{\epsilon, P}\left(\hat{A}_{\epsilon, P}\right)^{r}\left(\hat{H}_{\epsilon, P}\right)^{-s-1}\left(\psi_{\epsilon, P}(x)-\psi_{\epsilon, P}(P)\right)+O\left(c_{\epsilon, P}\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)^{2} \hat{A}_{\epsilon, P}^{r}\right)
\end{gathered}
$$

for a.e. $x \in \Omega$.
We have thus obtained Lemma 3.1.
Lemma 3.1. We have

$$
\begin{align*}
& S_{1}\left(A_{\epsilon, P}, H_{\epsilon, P}\right)=O\left(e^{-d(P, \partial \Omega) / \epsilon}\right)-q\left(\hat{A}_{\epsilon, P}\right)^{p}\left(\hat{H}_{\epsilon, P}\right)^{-q-1}\left(\psi_{\epsilon, P}(x)-\psi_{\epsilon, P}(P)\right) \\
& +O\left(\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)^{2} \hat{A}_{\epsilon, P}^{p}\right) \tag{3.3}
\end{align*}
$$

for a.e. $y \in \Omega_{\epsilon, P}$.

$$
S_{2}\left(A_{\epsilon, P}, H_{\epsilon, P}\right)
$$

$$
\begin{equation*}
=O\left(e^{-d(P, \partial \Omega) / \epsilon}\right)-s c_{\epsilon, P}\left(\hat{A}_{\epsilon, P}\right)^{r}\left(\hat{H}_{\epsilon, P}\right)^{-s-1}\left(\psi_{\epsilon, P}(x)-\psi_{\epsilon, P}(P)\right)+O\left(c_{\epsilon, P}\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)^{2} \hat{A}_{\epsilon, P}^{r}\right) \tag{3.4}
\end{equation*}
$$

for a.e. $x \in \Omega$.
Hence

$$
\begin{gather*}
\left\|S_{1}\left(A_{\epsilon, P}, H_{\epsilon, P}\right)\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}=O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)  \tag{3.5}\\
\left\|S_{2}\left(A_{\epsilon, P}, H_{\epsilon, P}\right)\right\|_{L^{t}(\Omega)}=O\left(\epsilon^{2 t^{-1}-1}\left(\frac{1}{\log \frac{1}{\epsilon}}\right)^{2}\right) \tag{3.6}
\end{gather*}
$$

for any $1<t<1.1$.
Proof. The lemma is proved by direct computation. $\quad$,
4. The Liapunov-Schmidt reduction method. This section is devoted to studying the linearized operator defined by

$$
\begin{gathered}
\tilde{L}_{\epsilon, P}:=S_{\epsilon}^{\prime}\binom{A_{\epsilon, P}}{H_{\epsilon, P}} \\
\tilde{L}_{\epsilon, P}: H_{N}^{2}\left(\Omega_{\epsilon, P}\right) \times W_{N}^{2, t}(\Omega) \rightarrow L^{2}\left(\Omega_{\epsilon, P}\right) \times L^{t}(\Omega)
\end{gathered}
$$

where $1<t<1.1$ is a fixed number.
Set

$$
\begin{aligned}
K_{\epsilon, P} & :=\operatorname{span}\left\{\left.\frac{\partial A_{\epsilon, P}}{\partial P_{j}} \right\rvert\, j=1, \ldots, N\right\} \subset H_{N}^{2}\left(\Omega_{\epsilon, P}\right) \\
C_{\epsilon, P} & :=\operatorname{span}\left\{\left.\frac{\partial A_{\epsilon, P}}{\partial P_{j}} \right\rvert\, j=1, \ldots, N\right\} \subset L^{2}\left(\Omega_{\epsilon, P}\right) \\
L_{\epsilon} & :=\Delta-1+p A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q}-\frac{q r}{s+1} \frac{\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{r-1}}{\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{r}} A_{\epsilon, P}^{p}
\end{aligned}
$$

and

$$
L_{\epsilon, P}:=\pi_{\epsilon, P} \circ L_{\epsilon}: K_{\epsilon, P}^{\perp} \rightarrow C_{\epsilon, P}^{\perp}
$$

where $\pi_{\epsilon, P}$ is the projection in $L^{2}\left(\Omega_{\epsilon, P}\right)$ onto $C_{\epsilon, P}^{\perp}$.
We remark that since $A_{\epsilon, P}(y)=\left(1+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right)\right) w(y)$, it is easy to see that

$$
l_{\epsilon, P}:=\pi_{\epsilon, P} \circ\left(\Delta-1+p A_{\epsilon, P}^{p-1}\right): K_{\epsilon, P}^{\perp} \rightarrow C_{\epsilon, P}^{\perp}
$$

is a one to one and surjective map. For the proof please see the proof of Propositions 6.1-6.2 in [41].

The following proposition is the key estimate in applying the Liapunov-Schmidt reduction method.

Proposition 4.1. For $\epsilon$ sufficiently small, the map $L_{\epsilon, P}$ is a one-to-one and surjective map. Moreover the inverse of $L_{\epsilon, P}$ exists and is bounded uniformly with respect to $\epsilon$.

Proof. We will follow the method used in [11], [35], [36], [41], and [44]. We first show that there exist constants $C>0, \bar{\epsilon}>0$ such that for all $\epsilon \in(0, \bar{\epsilon})$,

$$
\begin{equation*}
\left\|L_{\epsilon, P} \Phi\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right)} \geq C\|\Phi\|_{H^{2}\left(\Omega_{\epsilon, P}\right)} \tag{4.1}
\end{equation*}
$$

for all $\Phi \in K_{\epsilon, P}^{\perp}$.
Suppose that (4.1) is false. Then there exist sequences $\left\{\epsilon_{k}\right\},\left\{P_{k}\right\}$, and $\left\{\phi_{k}\right\}$ with $P_{k} \in \Omega, \phi_{k} \in K_{\epsilon_{k}, P_{k}}^{\perp}$ such that

$$
\begin{align*}
& \left\|L_{\epsilon_{k}, P_{k}} \phi_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}, P_{k}}\right)} \rightarrow 0  \tag{4.2}\\
& \left\|\phi_{k}\right\|_{H^{2}\left(\Omega_{\epsilon_{k}, P_{k}}\right)}=1, \quad k=1,2, \ldots \tag{4.3}
\end{align*}
$$

Namely, we have the following situation:

$$
\begin{equation*}
\Delta_{y} \phi_{k}-\phi_{k}+p A_{\epsilon_{k}, P_{k}}^{p-1} H_{\epsilon_{k}, P_{k}}^{-q} \phi_{k}-\frac{q r}{s+1} \frac{\int_{\Omega_{\epsilon_{k}, P_{k}}} A_{\epsilon_{k}, P_{k}}^{r-1} \phi_{k}}{\int_{\Omega_{\epsilon_{k}, P_{k}}} A_{\epsilon_{k}, P_{k}}^{r}} A_{\epsilon_{k}, P_{k}}^{p}=f_{k} \tag{4.4}
\end{equation*}
$$

where

$$
\begin{gather*}
\left\|f_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}, P_{k}}\right)} \rightarrow 0 \\
\phi_{k} \in K_{\epsilon_{k}, P_{k}}^{\perp}, \quad\left\|\phi_{k}\right\|_{H^{2}\left(\Omega_{\epsilon_{k}, P_{k}}\right)}=1 \tag{4.5}
\end{gather*}
$$

We now show that this is impossible. Set $A_{k}=A_{\epsilon_{k}, P_{k}}, \Omega_{k}=\Omega_{\epsilon_{k}, P_{k}}$.
Note that

$$
\begin{gathered}
H_{\epsilon_{k}, P_{k}}=1+o(1) \text { in } L^{\infty}(\Omega) \\
\left(\Delta_{y}-1+p A_{k}^{p-1}\right) \frac{A_{k}}{p-1}=A_{k}^{p}+o(1) \text { in } L^{2}\left(\Omega_{k}\right)
\end{gathered}
$$

Thus we have

$$
\left(\Delta_{y}-1+p A_{k}^{p-1}\right)\left(\phi_{k}-\frac{q r}{(s+1)(p-1)} \frac{\int_{\Omega_{k}} A_{k}^{r-1} \phi_{k}}{\int_{\Omega_{k}} A_{k}^{r}} A_{k}\right)=f_{k}+o(1) \text { in } L^{2}\left(\Omega_{k}\right) .
$$

Since the projection of $A_{k}$ into $K_{\epsilon_{k}, P_{k}}$ is $o(1)$ in $H^{2}\left(\Omega_{k}\right)$ and the operator

$$
\Delta_{y}-1+p A_{k}^{p-1}
$$

is a one-to-one and invertible map (with the inverse bounded uniformly with respect to $\epsilon$ ) from $K_{\epsilon_{k}, P_{k}}^{\perp}$ to $C_{\epsilon_{k}, P_{k}}^{\perp}$, we have

$$
\begin{equation*}
\phi_{k}-\frac{q r}{(s+1)(p-1)} \frac{\int_{\Omega_{k}} A_{k}^{r-1} \phi_{k}}{\int_{\Omega_{k}} A_{k}^{r}} A_{k}=o(1) \text { in } H^{2}\left(\Omega_{k}\right) \tag{4.6}
\end{equation*}
$$

Since $\frac{q r}{(p-1)(s+1)}>1,(4.6)$ implies that

$$
\left\|\phi_{k}\right\|_{H^{2}\left(\Omega_{k}\right)}=o(1) .
$$

This is a contradiction!
Thus (4.1) holds and $L_{\epsilon, P}$ is a one-to-one map.
Next we show that $L_{\epsilon, P}$ is also surjective. To this end, we just need to show that the conjugate of $L_{\epsilon, P}$ (denoted by $L_{\epsilon, P}^{*}$ ) is injective from $K_{\epsilon, P}^{\perp}$ to $C_{\epsilon, P}^{\perp}$.

Let $L_{\epsilon, P}^{*} \phi \in C_{\epsilon, P}^{\perp}, \phi \in K_{\epsilon, P}^{\perp}$. Namely, we have

$$
\begin{equation*}
\Delta_{y} \phi-\phi+p A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q} \phi-\frac{q r}{s+1} \frac{\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{p} \phi}{\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{r}} A_{\epsilon, P}^{r-1} \in C_{\epsilon, P} \tag{4.7}
\end{equation*}
$$

We can assume that $\|\phi\|_{H^{2}\left(\Omega_{\epsilon, P}\right)}=1$.
Multiplying (4.7) by $A_{\epsilon, P}$ and integrating over $\Omega_{\epsilon, P}$, we obtain

$$
\left(p-1-\frac{q r}{s+1}\right) \int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{p} \phi=o(1)
$$

or, equivalently,

$$
\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{p} \phi=o(1) .
$$

Hence $\phi$ satisfies

$$
\Delta_{y} \phi-\phi+p A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q} \phi+o(1) \in C_{\epsilon, P}, \quad \phi \in K_{\epsilon, P}^{\perp}
$$

which implies that $\|\phi\|_{H^{2}\left(\Omega_{\epsilon, P}\right)}=o(1)$. This is a contradiction!
Therefore, $L_{\epsilon, P}$ is also surjective.
We now deal with system (1.6).
$\tilde{L}_{\epsilon, P}$ is not uniformly invertible in $\epsilon$ due to the approximate kernel

$$
\mathcal{K}_{\epsilon, P}:=K_{\epsilon, P} \oplus\{0\} \subset H_{N}^{2}\left(\Omega_{\epsilon, P}\right) \times W_{N}^{2, t}(\Omega) .
$$

We choose the approximate cokernel as follows:

$$
\mathcal{C}_{\epsilon, P}:=C_{\epsilon, P} \oplus\{0\} \subset L^{2}\left(\Omega_{\epsilon, P}\right) \times L^{t}(\Omega)
$$

We then define

$$
\begin{gathered}
\mathcal{K}_{\epsilon, P}^{\perp}:=K_{\epsilon, P}^{\perp} \oplus W_{N}^{2, t}(\Omega) \subset H_{N}^{2}\left(\Omega_{\epsilon, P}\right) \times W_{N}^{2, t}(\Omega), \\
\mathcal{C}_{\epsilon, P}^{\perp}:=C_{\epsilon, P}^{\perp} \oplus L^{t}(\Omega) \subset L^{2}\left(\Omega_{\epsilon, P}\right) \times L^{t}(\Omega) .
\end{gathered}
$$

Let $\pi_{\epsilon, P}$ denote the projection in $L^{2}\left(\Omega_{\epsilon, P}\right) \times L^{t}(\Omega)$ onto $\mathcal{C}_{\epsilon, P}^{\perp}$. (Here the projection in the second component is the identity map.) We then show that the equation

$$
\pi_{\epsilon, P} \circ S_{\epsilon}\binom{A_{\epsilon, P}+\Phi_{\epsilon, P}}{H_{\epsilon, P}+\Psi_{\epsilon, P}}=0
$$

has the unique solution

$$
\Sigma_{\epsilon, P}=\binom{\Phi_{\epsilon, P}(y)}{\Psi_{\epsilon, P}(x)} \in \mathcal{K}_{\epsilon, P}^{\perp}
$$

if $\epsilon$ is small enough.
As a preparation in the following two propositions we show the invertibility of the corresponding linearized operator.

Proposition 4.2. Let $\mathcal{L}_{\epsilon, P}=\pi_{\epsilon, P} \circ \tilde{L}_{\epsilon, P}$. There exist positive constants $\bar{\epsilon}, \lambda$ such that for all $\epsilon \in(0, \bar{\epsilon})$,

$$
\begin{equation*}
\left\|\mathcal{L}_{\epsilon, P} \Sigma\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right) \times L^{t}(\Omega)} \geq \lambda\|\Sigma\|_{H^{2}\left(\Omega_{\epsilon, P}\right) \times W^{2, t}(\Omega)} \tag{4.8}
\end{equation*}
$$

for all $\Sigma \in \mathcal{K}_{\epsilon, P}^{\perp}$.
Proposition 4.3. There exists a positive constant $\overline{\bar{\epsilon}}$ such that for all $\epsilon \in(0, \overline{\bar{\epsilon}})$, the map

$$
\mathcal{L}_{\epsilon, P}=\pi_{\epsilon, P} \circ \tilde{L}_{\epsilon}: \mathcal{K}_{\epsilon, P}^{\perp} \rightarrow \mathcal{C}_{\epsilon, P}^{\perp}
$$

is surjective.
Proof of Proposition 4.2. This proposition follows from Proposition 4.1. In fact, suppose that (4.8) is false. Then there exist sequences $\left\{\epsilon_{k}\right\},\left\{P_{k}\right\}$, and $\left\{\Sigma_{k}\right\}$ with

$$
P_{k} \in \Omega, \quad \Sigma_{k}=\binom{\phi_{k}(y)}{\psi_{k}(x)} \in \mathcal{K}_{\epsilon_{k}, P_{k}}^{\perp}
$$

such that

$$
\begin{align*}
& \left\|\mathcal{L}_{\epsilon_{k}, P_{k}} \Sigma_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}, P_{k}}\right) \times L^{t}(\Omega)} \rightarrow 0,  \tag{4.9}\\
& \left\|\Sigma_{k}\right\|_{H^{2}\left(\Omega_{\epsilon_{k}, P_{k}}\right) \times W^{2, t}(\Omega)}=1, \quad k=1,2, \ldots \tag{4.10}
\end{align*}
$$

Namely, we have the following situation:

$$
\begin{gather*}
\Delta_{y} \phi_{k}-\phi_{k}+p A_{\epsilon_{k}, P_{k}}^{p-1} H_{\epsilon_{k}, P_{k}}^{-q} \phi_{k}-q A_{\epsilon_{k}, P_{k}}^{p} H_{\epsilon_{k}, P_{k}}^{-q-1} \psi_{k}=f_{k}, \quad\left\|f_{k}\right\|_{L^{2}\left(\Omega_{\epsilon_{k}, P_{k}}\right)} \rightarrow 0,  \tag{4.11}\\
\Delta_{x} \psi_{k}-\psi_{k}+r c_{\epsilon_{k}, P_{k}} A_{\epsilon_{k}, P_{k}}^{r-1} H_{\epsilon_{k}, P_{k}}^{-s} \phi_{k}-s c_{\epsilon_{k}, P_{k}} A_{\epsilon_{k}, P_{k}}^{r} H_{\epsilon_{k}, P_{k}}^{-s-1} \psi_{k}=g_{k}, \tag{4.12}
\end{gather*}
$$

where

$$
\begin{gather*}
\left\|g_{k}\right\|_{L^{t}(\Omega)} \rightarrow 0 \\
\phi_{k} \in K_{\epsilon_{k}, P_{k}}^{\perp}  \tag{4.13}\\
\left\|\phi_{k}\right\|_{H^{2}\left(\Omega_{\left.\epsilon_{k}, P_{k}\right)}^{2}\right.}^{2}+\left\|\psi_{k}\right\|_{W^{2, t}(\Omega)}^{2}=1 \tag{4.14}
\end{gather*}
$$

We now show that this is impossible. Set $A_{k}=A_{\epsilon_{k}, P_{k}}, \Omega_{k}=\Omega_{\epsilon_{k}, P_{k}}$.
We first note that by (4.12) we have

$$
\left\|\psi_{k}\right\|_{L^{\infty}(\Omega)} \leq C
$$

and hence by Lemma 1.2 and Sobolev embedding,

$$
\left|\psi_{k}(x)-\psi_{k}\left(P_{k}\right)\right| \leq C\left|x-P_{k}\right|^{\alpha}+\frac{1}{\log \frac{1}{\epsilon}} \log \left(\frac{|x-P|}{\epsilon}+1\right)
$$

for some $\alpha>0$ since $t>1$. Thus

$$
\begin{equation*}
\left\|A_{k}^{p}\left(\psi_{k}-\psi_{k}\left(P_{k}\right)\right)\right\|_{L^{2}\left(\Omega_{k}\right)} \rightarrow 0, \quad k=1,2, \ldots \quad \text { in } \quad L^{2}\left(\Omega_{k}\right) \tag{4.15}
\end{equation*}
$$

Moreover by (4.12),

$$
\psi_{k}\left(P_{k}\right)=\int_{\Omega_{k}} G(P, z)\left(r c_{\epsilon_{k}, P_{k}} A_{k}^{r-1} H_{\epsilon_{k}, P_{k}}^{-s} \phi_{k}-s c_{\epsilon_{k}, P_{k}} A_{k}^{r} H_{\epsilon_{k}, P_{k}}^{-s-1} \psi_{k}-g_{k}\right)
$$

$$
=(1+o(1)) r c_{\epsilon_{k}, P_{k}} \log \frac{1}{\epsilon_{k}} \int_{\Omega_{k}} A_{\epsilon_{k}, P_{k}}^{r-1} \phi_{k}-(1+o(1)) s \psi_{k}\left(P_{k}\right) c_{\epsilon_{k}, P_{k}} \int_{\Omega_{k}} A_{k}^{r}+o(1) .
$$

Therefore

$$
\psi_{k}\left(P_{k}\right)=\frac{r}{s+1} \frac{\int_{\Omega_{k}} A_{k}^{r-1} \phi_{k}}{\int_{\Omega_{k}} A_{k}^{r}}+o(1)
$$

Thus we have

$$
\begin{equation*}
L_{\epsilon_{k}, P_{k}} \phi_{k}=o(1) \quad \text { in } \quad L^{2}\left(\Omega_{k}\right), \quad \phi_{k} \in K_{\epsilon_{k}, P_{k}}^{\perp} \tag{4.16}
\end{equation*}
$$

By Proposition 4.1, $\left\|\phi_{k}\right\|_{H^{2}\left(\Omega_{k}\right)}=o(1)$. Hence $\psi_{k}\left(P_{k}\right)=o(1)$ and by elliptic estimates $\left\|\psi_{k}\right\|_{W^{2, t}(\Omega)}=o(1)$.

This contradicts assumption (4.14) and the proof of Proposition 4.2 is complete.
Proof of Proposition 4.3. We just need to show that the conjugate operator of $\mathcal{L}_{\epsilon, P}$ (denoted by $\mathcal{L}_{\epsilon, P}^{*}$ ) is injective from $\mathcal{K}_{\epsilon, P}^{\perp}$ to $\mathcal{C}_{\epsilon, P}^{\perp}$. Suppose not. Then there exist $\phi \in$ $K_{\epsilon, P}^{\perp}, \psi \in W^{2, t}(\Omega)$ such that

$$
\begin{gathered}
\Delta_{y} \phi-\phi+p A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q} \phi+r c_{\epsilon, P} A_{\epsilon, P}^{r-1} H_{\epsilon, P}^{-s} \psi \in C_{\epsilon, P}^{\perp} \\
\Delta_{x} \psi-\psi-s c_{\epsilon, P} A_{\epsilon, P}^{r} H_{\epsilon, P}^{-s-1} \psi-q A_{\epsilon, P}^{p} H_{\epsilon, P}^{-q-1} \phi=0 \\
\|\phi\|_{H^{2}\left(\Omega_{\epsilon, P}\right)}^{2}+\|\psi\|_{W^{2, t}(\Omega)}^{2}=1
\end{gathered}
$$

Similar to the proof of Proposition 4.2, we have

$$
\psi(P)=-(1+o(1)) c_{\epsilon, P} \frac{q}{s+1} \frac{\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{p} \phi}{\int_{\Omega_{\epsilon, P}} A_{\epsilon, P}^{r}}
$$

and substituting into the equation for $\phi$ we obtain

$$
L_{\epsilon, P} \phi+o(1) \in C_{\epsilon, P}^{\perp}, \quad \phi \in K_{\epsilon, P}^{\perp}
$$

By Proposition 4.1, $\|\phi\|_{H^{2}\left(\Omega_{\epsilon, P}\right)}=o(1)$, and hence $\|\psi\|_{W^{2, t}(\Omega)}=o(1)$. This is a contradiction!

Now we are in a position to solve the equation

$$
\begin{equation*}
\pi_{\epsilon, P} \circ S_{\epsilon}\binom{A_{\epsilon, P}+\phi}{H_{\epsilon, P}+\psi}=0 \tag{4.17}
\end{equation*}
$$

Since $\left.\mathcal{L}_{\epsilon, P}\right|_{\mathcal{K}_{\epsilon, P}^{\perp}}$ is invertible (call the inverse $\mathcal{L}_{\epsilon, P}^{-1}$ ) we can rewrite

$$
\begin{equation*}
\Sigma=-\left(\mathcal{L}_{\epsilon, P}^{-1} \circ \pi_{\epsilon, P}\right)\left(S_{\epsilon}\binom{A_{\epsilon, P}}{H_{\epsilon, P}}\right)-\left(\mathcal{L}_{\epsilon, P}^{-1} \circ \pi_{\epsilon, P}\right) N_{\epsilon, P}(\Sigma) \equiv M_{\epsilon, P}(\Sigma) \tag{4.18}
\end{equation*}
$$

where

$$
N_{\epsilon, P}(\Sigma)=S_{\epsilon}\binom{A_{\epsilon, P}+\phi}{H_{\epsilon, P}+\psi}-S_{\epsilon}\binom{A_{\epsilon, P}}{H_{\epsilon, P}}-S_{\epsilon}^{\prime}\binom{A_{\epsilon, P}}{H_{\epsilon, P}}\left[\begin{array}{l}
\phi \\
\psi
\end{array}\right]
$$

and the operator $M_{\epsilon, P}$ is defined by the last equation for $\Sigma \in H_{N}^{2}\left(\Omega_{\epsilon, P}\right) \times W^{2, t}(\Omega)$. We are going to show that the operator $M_{\epsilon, P}$ is a contraction on

$$
B_{\epsilon, \delta} \equiv\left\{\Sigma \in H^{2}\left(\Omega_{\epsilon, P}\right) \times W^{2, t}(\Omega) \mid\|\Sigma\|_{H^{2}\left(\Omega_{\epsilon, P}\right) \times W^{2, t}(\Omega)}<\delta\right\}
$$

if $\delta$ is small enough. We have by Lemma 3.1 and Propositions 4.2 and 4.3,

$$
\begin{aligned}
& \left\|M_{\epsilon, P}(\Sigma)\right\|_{H^{2}\left(\Omega_{\epsilon, P}\right) \times W^{2, t}(\Omega)} \\
& \leq \lambda^{-1}\left(\left\|\pi_{\epsilon, P} \circ N_{\epsilon, P}(\Sigma)\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right) \times L^{t}(\Omega)}+\left\|\pi_{\epsilon, P} \circ S_{\epsilon}\binom{A_{\epsilon, P}}{H_{\epsilon, P}}\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right) \times L^{t}(\Omega)}\right) \\
& \quad \leq \lambda^{-1} C\left(c(\delta) \delta+\epsilon^{2 t^{-1}-1} \frac{1}{\log \frac{1}{\epsilon}}\right) \quad \text { (by Lemma 3.1) }
\end{aligned}
$$

where $\lambda>0$ is independent of $\delta>0$ and $c(\delta) \rightarrow 0$ as $\delta \rightarrow 0$. Similarly we show

$$
\left\|M_{\epsilon, P}(\Sigma)-M_{\epsilon, P}\left(\Sigma^{\prime}\right)\right\|_{H^{2}\left(\Omega_{\epsilon, P}\right) \times W^{2, t}(\Omega)} \leq \lambda^{-1} C\left(\epsilon^{1 / 2}+c(\delta) \delta\right)\left\|\Sigma-\Sigma^{\prime}\right\|_{H^{2}\left(\Omega_{\epsilon, P}\right) \times W^{2, t}(\Omega)}
$$

where $c(\delta) \rightarrow 0$ as $\delta \rightarrow 0$. If we choose $\delta$ small enough, then $M_{\epsilon, P}$ is a contraction on $B_{\epsilon, \delta}$. The existence of a fixed point $\Sigma_{\epsilon, P}$ now follows from the contraction mapping principle and $\Sigma_{\epsilon, P}$ is a solution of (4.18).

We have thus proved Lemma 4.4.
Lemma 4.4. There exists $\bar{\epsilon}>0$ such that for every pair of $\epsilon, P$ with $0<\epsilon<\bar{\epsilon}$ there exists a unique $\left(\Phi_{\epsilon, P}, \Psi_{\epsilon, P}\right) \in \mathcal{K}_{\epsilon, P}^{\perp}$ satisfying

$$
S_{\epsilon}\left(\binom{A_{\epsilon, P}+\Phi_{\epsilon, P}}{H_{\epsilon, P}+\Psi_{\epsilon, P}}\right) \in \mathcal{C}_{\epsilon, P}
$$

and

$$
\begin{equation*}
\left\|\left(\Phi_{\epsilon, P}, \Psi_{\epsilon, P}\right)\right\|_{H^{2}\left(\Omega_{\epsilon, P}\right) \times W^{2, t}(\Omega)} \leq C \epsilon^{2 t^{-1}-1} \tag{4.19}
\end{equation*}
$$

We can improve the estimates in Lemma 4.4.
Lemma 4.5. Let $\left(\Phi_{\epsilon, P}, \psi_{\epsilon, P}\right)$ be given by Lemma 4.4. Then we have

$$
\begin{equation*}
\left\|\Phi_{\epsilon, P}\right\|_{L^{\infty}\left(\Omega_{\epsilon, P}\right)}=O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right), \quad\left\|\Psi_{\epsilon, P}\right\|_{L^{\infty}(\Omega)}=O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right) \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\Psi_{\epsilon, P}(x)-\Psi_{\epsilon, P}(P)\right| \leq C \frac{\epsilon}{\left(\log \frac{1}{\epsilon}\right)^{2}} \log \left(\frac{|x-P|}{\epsilon}+1\right) \quad \text { for } x \neq P \tag{4.21}
\end{equation*}
$$

Proof. The proof is divided into several steps.
First we note that by the equation for $\Phi_{\epsilon, P}$ and Lemmas 3.1 and 4.4,

$$
\Delta_{y} \Phi_{\epsilon, P}-\Phi_{\epsilon, P}+p A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q}-q A_{\epsilon, P}^{p} H_{\epsilon, P}^{-q-1} \Psi_{\epsilon, P}+f_{1} \in C_{\epsilon, P}
$$

where $\left\|f_{1}\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}=O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)$. Hence we obtain

$$
\left\|\Phi_{\epsilon, P}\right\|_{H^{2}\left(\Omega_{\epsilon, P}\right)} \leq C\left\|A_{\epsilon, P}^{p} H_{\epsilon, P}^{-q-1} \Psi_{\epsilon, P}\right\|_{L^{2}\left(\Omega_{\epsilon, P}\right)}+O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)
$$

$$
\begin{equation*}
\leq C\left\|\Psi_{\epsilon, P}(x)\right\|_{L^{\infty}(\Omega)}+O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right) \tag{4.22}
\end{equation*}
$$

Next $\Psi_{\epsilon, P}$ satisfies

$$
\Delta_{x} \Psi_{\epsilon, P}-\Psi_{\epsilon, P}=f_{2}:=c_{\epsilon, P} \frac{\hat{A}_{\epsilon, P}^{r}}{\left(\hat{H}_{\epsilon, P}-\psi_{\epsilon, P}(P)\right)^{s}}-c_{\epsilon, P} \frac{\left(\hat{A}_{\epsilon, P}+\Phi_{\epsilon, P}\right)^{r}}{\left(\hat{H}_{\epsilon, P}-\psi_{\epsilon, P}(x)+\Psi_{\epsilon, P}\right)^{s}} .
$$

We have

$$
\begin{equation*}
\left|f_{2}(x)\right| \leq C c_{\epsilon, P}\left(w(y)^{r-1}\left|\Phi_{\epsilon, P}(y)\right|+w^{r}(y)\left|\Psi_{\epsilon, P}(x)\right|\right)+O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}} c_{\epsilon, P} w^{r}(y)\right) \tag{4.23}
\end{equation*}
$$

for a.e. $x \in \Omega$.
Therefore, we have by Lemma 1.2 and (4.22)

$$
\Psi_{\epsilon, P}(x)=O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)+O\left(\frac{1}{\log \frac{1}{\epsilon}}\left\|\Psi_{\epsilon, P}\right\|_{L^{\infty}(\Omega)}\right)
$$

and so

$$
\left\|\Psi_{\epsilon, P}\right\|_{L^{\infty}(\Omega)}=O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)
$$

or, equivalently,

$$
\left\|\Psi_{\epsilon, P}\right\|_{L^{\infty}\left(\Omega_{\epsilon, P}\right)}=O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right)
$$

where $y=(x-P) / \epsilon$.
Moreover by Lemma 1.2 and (4.23),

$$
\Psi_{\epsilon, P}(x)-\Psi_{\epsilon, P}(P)=O\left(\frac{\epsilon}{\left(\log \frac{1}{\epsilon}\right)^{2}}|\log | y|+1|\right)
$$

Lemma 4.5 is proved.
5. The reduced problem. In this section we solve the reduced problem and prove our main theorem.

By Lemma 4.4 there exists a unique solution $\left(\Phi_{\epsilon, P}, \psi_{\epsilon, P}\right) \in \mathcal{K}_{\epsilon, P}^{\perp}$ such that

$$
S_{\epsilon}\binom{A_{\epsilon, P}+\Phi_{\epsilon, P}}{H_{\epsilon, P}+\Psi_{\epsilon, P}}=\binom{v_{\epsilon, P}}{0} \in \mathcal{C}_{\epsilon, P}
$$

Our idea is to find $P$ such that

$$
S_{\epsilon}\binom{A_{\epsilon, P}+\Phi_{\epsilon, P}}{H_{\epsilon, P}+\Psi_{\epsilon, P}} \perp \mathcal{C}_{\epsilon, P}
$$

Let

$$
W_{\epsilon, j}(P):=\frac{\log \frac{1}{\epsilon}}{\epsilon^{2}} \int_{\Omega}\left(S_{1}\left(A_{\epsilon, P}+\Phi_{\epsilon, P}, H_{\epsilon, P}+\Psi_{\epsilon, P}\right) \frac{\partial A_{\epsilon, P}}{\partial P_{j}}\right)
$$

$$
W_{\epsilon}(P):=\left(W_{\epsilon, 1}(P), \ldots, W_{\epsilon, N}(P)\right)
$$

Then $W_{\epsilon}(P)$ is a continuous map in $P$ and our problem is reduced to finding a zero of the vector field $W_{\epsilon}(P)$.

Let us now calculate $W_{\epsilon}(P)$.
By Lemma 4.5,

$$
\begin{equation*}
\Psi_{\epsilon, P}(x)-\Psi_{\epsilon, P}(P)=O\left(\frac{\epsilon}{\left(\log \frac{1}{\epsilon}\right)^{2}} \log \left(\frac{|x-P|}{\epsilon}+1\right)\right) \tag{5.1}
\end{equation*}
$$

By (3.3) and (3.4), we have

$$
\begin{gathered}
\int_{\Omega}\left(S_{1}\left(A_{\epsilon, P}+\Phi_{\epsilon, P}, H_{\epsilon, P}+\psi_{\epsilon, P}\right) \frac{\partial A_{\epsilon, P}}{\partial P_{j}}\right) \\
=\epsilon^{2} \int_{\Omega_{\epsilon, P}}\left(\Delta_{y} \Phi_{\epsilon, P}-\Phi_{\epsilon, P}+p A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q} \Phi_{\epsilon, P}-q A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q-1} \Psi_{\epsilon, P}\right) \frac{\partial A_{\epsilon, P}}{\partial P_{j}} \\
+O\left(\epsilon^{3}\left(\frac{1}{\log \frac{1}{\epsilon}}\right)^{2}\right) \\
+\epsilon^{2} \int_{\Omega_{\epsilon, P}}-q\left(\hat{A}_{\epsilon, P}\right)^{p}\left(\hat{H}_{\epsilon, P}\right)^{-q-1}\left[\psi_{\epsilon, P}(P+\epsilon y)-\psi_{\epsilon, P}(P)\right] \frac{\partial A_{\epsilon, P}}{\partial P_{j}}(y) d y \\
+O\left(e^{-d(P, \partial \Omega) / \epsilon}\right)=I_{1}+I_{2}
\end{gathered}
$$

where $I_{1}, I_{2}$ are defined by the last equality.
For $I_{1}$, we note that $\left\|\Psi_{\epsilon, P}\right\|_{L^{\infty}\left(\Omega_{\epsilon, P}\right.}=O\left(\frac{\epsilon}{\log \frac{1}{\epsilon}}\right), \frac{\partial A_{\epsilon, P}}{\partial P_{j}}=-\frac{1+o(1)}{\epsilon} \frac{\partial w}{\partial y_{j}}$, and hence

$$
\begin{gathered}
I_{1}=\epsilon \int_{\Omega_{\epsilon, P}}\left(q A_{\epsilon, P}^{p-1} H_{\epsilon, P}^{-q-1} \Psi_{\epsilon, P}\right) \frac{\partial w}{\partial y_{j}}+O\left(\epsilon^{2}\left(\frac{1}{\log \frac{1}{\epsilon}}\right)^{2}\right) \\
=\epsilon \int_{\Omega_{\epsilon, P}}\left(q w^{p-1} \Psi_{\epsilon, P}\right) \frac{\partial w}{\partial y_{j}}+O\left(\epsilon^{2}\left(\frac{1}{\log \frac{1}{\epsilon}}\right)^{2}\right) \\
=\epsilon \int_{\Omega_{\epsilon, P}}\left(q w^{p-1}(y) H_{\epsilon, P}^{-q-1}\left(\Psi_{\epsilon, P}(P+\epsilon y)-\Psi_{\epsilon, P}(P)\right)\right) \frac{\partial w}{\partial y_{j}}+O\left(\epsilon^{2}\left(\frac{1}{\log \frac{1}{\epsilon}}\right)^{2}\right) \\
=O\left(\epsilon^{2} \frac{1}{\left(\log \frac{1}{\epsilon}\right)^{2}}\right)
\end{gathered}
$$

by (5.1).
For $I_{2}$ we have

$$
\begin{gathered}
I_{2}=C \epsilon \int_{\Omega_{\epsilon, P}}\left[\psi_{\epsilon, P}(P+\epsilon y)-\psi_{\epsilon, P}(P)\right] \frac{\partial w}{\partial y_{j}} d y\left(1+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right)\right) \\
=C \frac{\epsilon}{\log \frac{1}{\epsilon}} \int_{R^{2}}-[H(P, P+\epsilon y)-H(P, P)] w^{\prime}(|y|) \frac{y_{i}}{|y|} d y\left(1+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right)\right)
\end{gathered}
$$

$$
=-C \frac{\epsilon^{2}}{\log \frac{1}{\epsilon}} \frac{\partial}{\partial P_{j}} H(P, P) \int_{R^{2}} w^{\prime}(|y|)|y| d y+O\left(\frac{\epsilon^{N}}{\left(\log \frac{1}{\epsilon}\right)^{2}}\right)
$$

as $\epsilon \rightarrow 0$ uniformly in $P$, where $w^{\prime}(|y|)=\frac{d}{d r} w(r)$ for $r=|y|$ and $C \neq 0$ denotes a generic constant.

Combining $I_{1}$ and $I_{2}$, we have

$$
W_{\epsilon}(P)=c_{0} \nabla_{P} H(P, P)+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right)
$$

where $c_{0} \neq 0$ is a generic constant.
Suppose at $P_{0}$ we have $\nabla_{P} H\left(P_{0}, P_{0}\right)=0, \operatorname{det}\left(\nabla_{j} \nabla_{k} H\left(P_{0}, P_{0}\right)\right) \neq 0$; then the standard Brouwer fixed point theorem shows that for $\epsilon \ll 1$ there exists a $P_{\epsilon}$ such that $W_{\epsilon}\left(P_{\epsilon}\right)=0$ and $P_{\epsilon} \rightarrow P_{0}$.

Thus we have proved the following proposition.
Proposition 5.1. For $\epsilon$ sufficiently small there exist points $P_{\epsilon}$ with $P_{\epsilon} \rightarrow P_{0}$ such that $W_{\epsilon}\left(P_{\epsilon}\right)=0$.

Finally, we prove Theorem 1.1.
Proof of Theorem 1.1. By Proposition 5.1, there exists $P_{\epsilon} \rightarrow P_{0}$ such that $W_{\epsilon}\left(P_{\epsilon}\right)=$ 0. In other words, $S_{1}\left(A_{\epsilon, P_{\epsilon}}+\Phi_{\epsilon, P_{\epsilon}}, H_{\epsilon, P_{\epsilon}}+\Psi_{\epsilon, P_{\epsilon}}\right)=0$. Let $\xi_{\epsilon}^{\frac{q r}{(p-1)(s+1)-q r}}=c_{\epsilon, P_{\epsilon}}, A_{\epsilon}=$ $\xi_{\epsilon}^{q /(p-1)}\left(A_{\epsilon, P_{\epsilon}}+\Phi_{\epsilon, P_{\epsilon}}\right), H_{\epsilon}=\xi_{\epsilon}\left(H_{\epsilon, P}+\Psi_{\epsilon, P_{\epsilon}}\right)$. It is easy to see that $H_{\epsilon}=1+O\left(\frac{1}{\log \frac{1}{\epsilon}}\right)>0$ and hence $A_{\epsilon} \geq 0$. By the maximum principle, $A_{\epsilon}>0$. Moreover $A_{\epsilon}, H_{\epsilon}$ satisfy Theorem 1.1.
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# EXISTENCE OF THE GLOBAL CLASSICAL SOLUTION FOR A TWO-PHASE STEFAN PROBLEM* 
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#### Abstract

In this work we prove the existence of the global classical solution in a two-phase multidimensional Stefan problem. We apply a method which consists of the following. First, we construct a special system of difference-differential approximating elliptic problems, then we prove some uniform estimates and pass to the limit. We prove that the free boundary is given by the graph of a function from the $H^{2+\alpha, 1+\frac{\alpha}{2}}$ class.
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Introduction. In this work we study the existence of the global classical solution for a two-phase multidimensional Stefan problem; see, e.g., [21, chap. 5, §9]. Let $D=$ $\left\{x \in \mathbf{R}^{3}: \quad 0<\mathrm{R}_{1}<|\mathrm{x}|<\mathrm{R}_{2}\right\}, D_{T}=D \times(0, T), B_{i}=\left\{x \in \mathbf{R}^{3}:|\mathrm{x}|<\mathrm{R}_{\mathrm{i}}\right\} ; \mathrm{i}=1,2$, $T>0$ is a fixed number. The problem is to find a function $u(x, t)$ and domains $\Omega_{T}$, $G_{T}$, which satisfy

$$
\begin{gather*}
\Delta u-\frac{\partial u}{\partial t}=0 \quad \text { in } \quad \Omega_{T} \cup G_{T}  \tag{0.1}\\
\Omega_{T}=\left\{(x, t) \in D_{T}: 0<u(x, t)<1\right\}, \quad G_{T}=\left\{(x, t) \in D_{T}: u(x, t)>1\right\}
\end{gather*}
$$

On the known boundary

$$
\begin{equation*}
u(x, t)=\varphi_{i}(x, t) \quad \text { on } \quad \partial B_{i} \times(0, T), i=1,2 \tag{0.2}
\end{equation*}
$$

On the unknown (free) boundary $\gamma_{T}=\partial \Omega_{T} \cap D_{T}=\partial G_{T} \cap D_{T}$

$$
\begin{equation*}
u^{+}=u^{-}=1, \quad \sum_{k=1}^{3}\left(\frac{\partial u^{-}}{\partial x_{i}}-\frac{\partial u^{+}}{\partial x_{i}}\right) \cos \left(n, x_{i}\right)+\lambda \cos (n, t)=0, \tag{0.3}
\end{equation*}
$$

where $\lambda$ is a positive constant, $n$ is the normal to the surface $\gamma_{T}$ directed to the side of increase of the function $u(x, t)$, and $u^{+}(x, t), u^{-}(x, t)$ are the boundary values on the surface $\gamma_{T}$ taken from the domains $G_{T}, \Omega_{T}$, respectively.

The initial conditions are

$$
\begin{gather*}
u(x, 0)=\psi(x) \quad \text { in } \quad \bar{D}, \quad \psi(x)=\varphi_{i}(x, 0) \quad \text { on } \quad \partial B_{i}  \tag{0.4}\\
0 \leq \psi(x)<1 \quad \text { on } \quad \partial B_{1}, \quad \psi(x)>1 \quad \text { on } \quad \partial B_{2}
\end{gather*}
$$

$$
\Omega_{0}=\{x \in D: \psi(x)<1\}, \quad G_{0}=\{x \in D: \psi(x)>1\}, \gamma_{0}=\partial \Omega_{0} \cap D=\partial G_{0} \cap D
$$

[^64]Problem (0.1)-(0.4) represents a mathematical model that describes the spreading of heat in a medium with a varying phase state. The function $u(x, t)$ is interpreted as the temperature of the medium, $\gamma_{T}$ is the interface between the liquid and solid phases, and $u(x, t)=1$ is the temperature of melting.

Multidimensional Stefan problems have been studied by many authors. The concept of weak solutions was introduced in [1], [2], where the existence and uniqueness of such solutions have been proved. Certain free boundary problems have been reduced to variational inequalities [3], [4]. Such reduction allowed us to prove [5] Lipschitz continuity of the free boundary in a one-phase Stefan problem. However, this was not enough to prove the existence of a classical solution. The existence of a classical solution in a one-phase Stefan problem was proved in [6]. The works by L. Caffarelli [7]-[9] played an important role here. A variational inequality equivalent to a twophase Stefan problem was obtained by M. Fremon [10], but this allowed us to prove just continuity of the temperature.

Lipschitz continuity of the free boundary in a two-phase problem was proved in [11]. Moreover, in [12] it was shown that a viscosity solution with Lipschitz free boundary under certain nondegeneracy conditions is, actually, classical, and the free boundary is a $C^{1}$ graph in space and time. The existence of classical solutions for a small time interval was proved in [13]-[15]. The main result of this paper is the following theorem.

Theorem 0.1. Let the following conditions be satisfied:

$$
\begin{gathered}
\psi(x) \in C^{2+\alpha}(\bar{D}), \quad \Delta \psi \leq 0 \quad \text { in } \quad \bar{D}, \quad \frac{\partial \psi}{\partial \rho}>0 \quad \text { in } \quad \bar{D} \\
\varphi_{1}(x, t)=0 \quad \text { on } \quad \partial B_{1}, \quad \varphi_{2}(x, t)=q=\mathrm{const}>1 \quad \text { on } \quad \partial B_{2},
\end{gathered}
$$

and assume that the corresponding compatibility conditions at $t=0, x \in \partial \Omega_{T} \cup \partial G_{T}$ hold. Then $\forall T>0$ there exists a unique solution of the problem (0.1)-(0.4) and

$$
u(x, t) \in C\left(\bar{D}_{T}\right) \cap\left(H^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{\Omega}_{T}\right) \times H^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{G}_{T}\right)\right)
$$

the free boundary is given by the graph $\rho=\omega\left(\theta_{1}, \theta_{2}, t\right)$ of a function $\omega\left(\theta_{1}, \theta_{2}, t\right) \in$ $H^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{\Pi}_{T}\right)$, where $\left(\rho, \theta_{1}, \theta_{2}\right)$ are spherical coordinates, $\Pi=\left\{\left(\theta_{1}, \theta_{2}\right): 0<\theta_{1}<\right.$ $\left.2 \pi, 0<\theta_{2}<\pi\right\}, \Pi_{T}=\Pi \times(0, T)$.

This result has been announced in [16]. The theorem provides sufficient conditions for the existence of a global classical solution for a Stefan problem. Note that similar assumptions on the data have been used in [11]. Although our conditions are not necessary, examples [17], [18], [11], [12] show that the smoothness of initial and boundary conditions alone does not imply the smoothness of the free boundary.

The paper is organized as follows. In sections 1 and 2 we construct a differencedifferential approximation of our problem and study its properties. Uniform estimates for the approximate solutions are obtained in section 3. In section 4 we pass to the limit and prove the main theorem.

In [19] we have also considered a contact Stefan problem with Neumann boundary conditions on the fixed part of the boundary.

For the sake of simplicity we consider three-dimensional space; the same method can be applied in the case of arbitrary space dimension.

1. Construction of the approximating problems. Let us construct a system of approximating problems. We divide the cylinder $D_{T}$ by the planes $t=k h, 1 \leq$
$k \leq N ; N$ is a positive number. For any number $\varepsilon>0$ we introduce a function $\chi_{\varepsilon} \in C^{\infty}\left(\mathbf{R}^{\mathbf{1}}\right)$ such that

$$
\chi_{\varepsilon}(x)=1 \quad \forall x \leq 1, \quad \chi_{\varepsilon}(x)=0 \quad \forall x \geq 1+\varepsilon, \quad \chi_{\varepsilon}^{\prime}(x) \leq 0
$$

Define the functions $\left\{u_{k}(x, h, \varepsilon)\right\},\left\{F_{k}(x, h, \varepsilon)\right\}$ as solutions of the following problem.

$$
\begin{gather*}
\Delta u_{k}-\frac{u_{k}-u_{k-1}}{h}=-\lambda \frac{\chi_{\varepsilon}\left(u_{k}\right)-\chi_{\varepsilon}\left(u_{0}\right)}{h}+\frac{F_{k-1}}{h} \text { in } D, k=1,2, \ldots, N  \tag{1.1}\\
u_{k}=\varphi_{i}(x, k h) \text { on } \partial B_{i}, u_{0}=\psi(x) \text { in } D  \tag{1.2}\\
\Delta F_{k}-\frac{F_{k}}{h}=-\lambda \frac{\chi_{\varepsilon}\left(u_{k}\right)-\chi_{\varepsilon}\left(u_{0}\right)}{h} \text { in } D  \tag{1.3}\\
F_{k}=0 \text { on } \partial B_{1} \cup \partial B_{2}, F_{0}=0 \text { in } D \tag{1.4}
\end{gather*}
$$

If $h>0, \varepsilon>0$ are fixed, the solvability of problem (1.1)-(1.4) is evident. It can be considered step by step starting with $k=1$. First, we find the function $F_{k-1}(x, h, \varepsilon)$ $\left(F_{0}=0\right)$, then we put it to the right-hand side of (1.1) and consider the boundary problem for the function $u_{k}(x, h, \varepsilon)$. We plug the function thus obtained into the right-hand side of (1.3) and find the function $F_{k}(x, h, \varepsilon)$, and so on. The existence of a solution for each of the above-mentioned problems is known [20, chap. 3, §1]. Thus, we obtain the following statement.

Theorem 1.1. Let the following conditions hold:

$$
\psi(x) \in C^{2+\alpha}(\bar{D}), \quad \varphi_{i}(x, k h) \in C^{2+\alpha}(\bar{D}), \quad \alpha \in(0,1)
$$

and the functions $\psi(x), \varphi_{i}(x, k h)$ on $x \in \partial B_{i}$, and $k=0$ satisfy the corresponding compatibility conditions. Then problem (1.5)-(1.8) is solvable and

$$
u_{k}(x, h, \varepsilon) \in C^{2+\alpha}(\bar{D}), \quad F_{k}(x, h, \varepsilon) \in C^{2+\alpha}(\bar{D})
$$

In what follows we shall show that the linear interpolations of the functions $\left\{u_{k}(x, h, \varepsilon)\right\}$ with respect to $t$ converge to a solution of the Stefan problem (0.1)$(0.4)$ as $\varepsilon \rightarrow 0, h \rightarrow 0$.

Subtract (1.3) from (1.1) and set

$$
\begin{equation*}
w_{k}(x, h, \varepsilon)=u_{k}(x, h, \varepsilon)-F_{k}(x, h, \varepsilon) \tag{1.5}
\end{equation*}
$$

Then the functions $\left\{w_{k}(x, h, \varepsilon)\right\}$ will satisfy the following problem.

$$
\begin{gather*}
\Delta w_{k}-\frac{w_{k}-w_{k-1}}{h}=0 \quad \text { in } D  \tag{1.6}\\
w_{k}(x, h, \varepsilon)=\varphi_{i}(x, k h) \quad \text { on } \quad \partial B_{i}, \quad w_{0}=\psi(x) \quad \text { in } \quad D . \tag{1.7}
\end{gather*}
$$

The equality (1.5) shows that the functions $u_{k}(x, h, \varepsilon)$ are sums of two summands; the first one $w_{k}(x, h, \varepsilon)$ is more smooth than the solution of the Stefan problem, while the second one $F_{k}(x, h, \varepsilon)$ contains information about the behavior of the solution near the free boundary. However, this second summand is the solution of a sufficiently simple problem. The exact meaning of these words will be clear from what follows.

## 2. Properties of $\left\{w_{k}(x, h, \varepsilon)\right\}$.

Theorem 2.1. Let the assumptions of Theorem 1.1 hold and suppose that

$$
\begin{equation*}
\left|\varphi_{i}(x,(k-1) h)-\varphi_{i}(x, k h)\right| \leq c h \quad \forall x \in \partial B_{i} \tag{2.1}
\end{equation*}
$$

where the constant $c$ does not depend on $h$ and $k$. Then there exists a constant $M$, such that

$$
\begin{equation*}
\left|w_{k-1}(x, h, \varepsilon)-w_{k}(x, h, \varepsilon)\right| \leq M h \quad \forall x \in \bar{D} \tag{2.2}
\end{equation*}
$$

where $M$ does not depend on $k, h$, and $\varepsilon$.
If instead of (2.1) the following condition holds:

$$
\begin{equation*}
\Delta \psi<0 \quad \text { in } \quad \bar{D}, 0<c_{1} h \leq \varphi(x,(k-1) h)-\varphi(x, k h) \leq c_{2} h \tag{*}
\end{equation*}
$$

then

$$
\begin{equation*}
0<M_{1} h \leq w_{k-1}(x, h, \varepsilon)-w_{k}(x, h, \varepsilon) \leq M_{2} h \tag{*}
\end{equation*}
$$

where the constants $c_{i}, M_{i}$ do not depend on $k, h$, and $\varepsilon$.
Proof. On the boundary of the domain $D$ the estimation (2.1) follows from the hypothesis of the theorem. Let us assume that

$$
\max _{1 \leq k \leq N, x \in \bar{D}}\left[w_{k-1}(x, h, \varepsilon)-w_{k}(x, h, \varepsilon)\right]=w_{n-1}\left(x_{0}, h, \varepsilon\right)-w_{n}\left(x_{0}, h, \varepsilon\right)
$$

where $x_{0} \in D$. At a local maximum point we have $\Delta\left(w_{n-1}-w_{n}\right) \leq 0$. Therefore, the equation

$$
\begin{equation*}
\Delta\left(w_{n-1}-w_{n}\right)-\frac{w_{n-1}-w_{n}}{h}=-\frac{w_{n-2}-w_{n-1}}{h} \tag{2.2}
\end{equation*}
$$

implies

$$
w_{n-1}\left(x_{0}, h, \varepsilon\right)-w_{n}\left(x_{0}, h, \varepsilon\right) \leq w_{n-2}\left(x_{0}, h, \varepsilon\right)-w_{n-1}\left(x_{0}, h, \varepsilon\right)
$$

From this estimate we conclude that

$$
w_{n-1}\left(x_{0}, h, \varepsilon\right)-w_{n}\left(x_{0}, h, \varepsilon\right) \leq w_{0}\left(x_{0}, h, \varepsilon\right)-w_{1}\left(x_{0}, h, \varepsilon\right)
$$

but the function $w_{0}(x, h, \varepsilon)-w_{1}(x, h, \varepsilon)$ satisfies the equation

$$
\begin{equation*}
\Delta\left(w_{0}-w_{1}\right)-\frac{w_{0}-w_{1}}{h}=\Delta \psi \tag{2.3}
\end{equation*}
$$

Therefore,

$$
\max _{1 \leq k \leq N, x \in \bar{D}}\left[w_{k-1}(x, h, \varepsilon)-w_{k}(x, h, \varepsilon)\right] \leq \max _{x \in \bar{D}}|\Delta \psi| h .
$$

Similarly, we estimate the minimum of the functions $\left\{w_{k-1}(x, h, \varepsilon)-w_{k}(x, h, \varepsilon)\right\}$. The second part of the theorem is obvious.

Corollary 2.1. Let the assumptions of Theorem 2.1 hold and

$$
\left\|\varphi_{i}(x, k h)\right\|_{C^{2+\alpha}(\bar{D})} \leq c_{3}
$$

Then $\exists M_{3}>0$, such that

$$
\begin{equation*}
\left\|w_{k}(x, h, \varepsilon)\right\|_{C^{1+\alpha}(\bar{D})} \leq M_{3} \tag{2.4}
\end{equation*}
$$

where the constant $M_{3}$ does not depend on $h, \varepsilon$, and $k$.
Proof. From (2.1) and (1.6) we get

$$
0<M_{1} \leq-\Delta w_{k} \leq M_{2}
$$

After that the estimation (2.4) follows from known properties of solutions of elliptic boundary problems.

Theorem 2.2. Let the assumptions of Theorem 1.1 hold and

$$
\left\|\varphi_{i}(x, k h)\right\|_{C^{2+\alpha}(\bar{D})}+\left\|\frac{\varphi_{i}[x,(k-1) h]-\varphi_{i}(x, k h)}{h}\right\|_{C^{\alpha}(\bar{D})} \leq c_{4}
$$

Then $\exists M_{4}>0$, such that

$$
\begin{equation*}
\left\|w_{k}\right\|_{C^{2+\alpha}(\bar{D})}+\left\|\frac{w_{k-1}(x, h, \varepsilon)-w_{k}(x, h, \varepsilon)}{h}\right\|_{C^{\alpha}(\bar{D})} \leq M_{4}, \tag{2.5}
\end{equation*}
$$

where the constant $M_{4}$ does not depend on $h, \varepsilon$, and $k$.
Proof. We use the method suggested in [20]. Let $\zeta_{1}(x), \zeta_{2}(x), \ldots, \zeta_{l}(x)$ be nonnegative indefinitely differentiable functions with compact supports such that their sum is identically equal to one on $\bar{D}$, i.e.,

$$
\sum_{k=1}^{l} \zeta_{k}(x)=1, \quad x \in \bar{D}
$$

The functions $\left\{w_{k}(x, h, \varepsilon)-w_{k-1}(x, h, \varepsilon)\right\}$ have the form

$$
\sum_{s=1}^{l}\left[w_{k}^{s}(x, h, \varepsilon)-w_{k-1}^{s}(x, h, \varepsilon)\right]=w_{k}(x, h, \varepsilon)-w_{k-1}(x, h, \varepsilon), k=1,2, \ldots, N
$$

where

$$
w_{k}^{s}(x, h, \varepsilon)-w_{k-1}^{s}(x, h, \varepsilon)=\zeta_{s}(x)\left[w_{k}(x, h, \varepsilon)-w_{k-1}(x, h, \varepsilon)\right]
$$

If the support of $\zeta_{s}(x)$ lies in the domain $D$, we can consider $\left\{w_{k}^{s}(x, h, \varepsilon)-w_{k-1}^{s}(x, h, \varepsilon)\right\}$ as compactly supported functions from $C^{2+\alpha}\left(\mathbf{R}^{3}\right)$, satisfying the equations

$$
\begin{equation*}
\Delta\left(w_{k}^{s}-w_{k-1}^{s}\right)-\frac{w_{k}^{s}-w_{k-1}^{s}}{h}=-\frac{w_{k-1}^{s}-w_{k-2}^{s}}{h}-\left(f_{k}^{s}-f_{k-1}^{s}\right) \tag{2.6}
\end{equation*}
$$

where $f_{k}^{s}=-2 \nabla w_{k} \nabla \zeta_{s}-w_{k} \Delta \zeta_{s}$. Let $x_{0}$ belong to the support of the function $\zeta_{s}(x)$ and $K_{R}\left(x_{0}\right)$ be the ball with its center at the point $x_{0}$ and the radius $R$ so large that its boundary lies outside of the support of $\zeta_{s}(x)$.

Let

$$
\begin{equation*}
\Gamma_{n-k+1}(|x-y|)=\frac{i h}{2 \pi} \oint_{\partial L^{+}(\rho)} \frac{S h[\sqrt{z}(R-|x-y|)]}{4 \pi|x-y| \operatorname{Sh}(\sqrt{z} R)} \frac{d z}{(1-z h)^{n-k+1}} \tag{2.7}
\end{equation*}
$$

where $L^{+}(\rho)=\left\{z=\xi+i \eta: \operatorname{Re} z>-\frac{\pi^{2}}{R^{2}},|z|<\rho\right\}, \partial L^{+}(\rho)$ is the boundary of this set, $\rho \geq \frac{2}{h}, S h(x)=\frac{e^{x}-e^{-x}}{2}$. The numerator and the denominator of the integrand have the same branch point. Therefore, in the domain $L^{+}(\rho)$ it is possible to choose a univalent branch of the integrand by setting, for example, $\sqrt{1}=1$. We shall multiply both sides of (2.6) by $\Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right)$, sum up over $k, 1 \leq k \leq n$, and then integrate over $K_{R}\left(x_{0}\right) \backslash K_{\delta}\left(x_{0}\right)$. After that we shall make the passage to the limit $\delta \rightarrow 0$. Thus, we shall construct an integral representation of a solution of (2.6)

$$
\begin{aligned}
w_{n}^{s}\left(x_{0}, h, \varepsilon\right) & -w_{n-1}^{s}\left(x_{0}, h, \varepsilon\right)=\int_{K_{R}\left(x_{0}\right)} \zeta_{s}(y) \Delta \psi \Gamma_{n}\left(\left|x_{0}-y\right|\right) d y \\
& +\sum_{k=1}^{n} \int_{K_{R}\left(x_{0}\right)}\left(f_{k}^{s}-f_{k-1}^{s}\right) \Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right) d y
\end{aligned}
$$

Let us transform the last term

$$
\begin{aligned}
& \sum_{k=1}^{n} \int_{K_{R}\left(x_{0}\right)}\left(f_{k}^{s}-f_{k-1}^{s}\right) \Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right) d y=-\int_{K_{R}\left(x_{0}\right)} f_{0}^{s} \Gamma_{n}\left(\left|x_{0}-y\right|\right) d y \\
& +\sum_{k=1}^{n} \int_{K_{R}\left(x_{0}\right)} f_{k}^{s}\left[\Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right)-\Gamma_{n-k}\left(\left|x_{0}-y\right|\right)\right] d y, \quad \Gamma_{0}\left(\left|x_{0}-y\right|\right) \equiv 0
\end{aligned}
$$

Thus, we obtain the following integral representation:

$$
\begin{aligned}
w_{n}^{s}\left(x_{0}, h, \varepsilon\right) & -w_{n-1}^{s}\left(x_{0}, h, \varepsilon\right)=\int_{K_{R}\left(x_{0}\right)}\left(\zeta_{s} \Delta \psi-f_{0}^{s}\right) \Gamma_{n}\left(\left|x_{0}-y\right|\right) d y \\
& +\sum_{k=1}^{n} \int_{K_{R}\left(x_{0}\right)} f_{k}^{s}\left[\Gamma_{n-k+1}\left(\left|x_{0}-y\right|-\Gamma_{n-k}\left(\left|x_{0}-y\right|\right)\right] d y\right.
\end{aligned}
$$

Let $y_{0}$ be a point in the support of the function $\zeta_{s}(x)$ such that $x_{0} \neq y_{0}$ and $v_{n}^{s}(x, h, \varepsilon)=w_{n}^{s}(x, h, \varepsilon)-w_{n-1}^{s}(x, h, \varepsilon)$. Then for the difference

$$
v_{n}^{s}\left(x_{0}, h, \varepsilon\right)-v_{n}^{s}\left(y_{0}, h, \varepsilon\right)
$$

after several simplifications we get the following expression:

$$
\begin{align*}
& v_{n}^{s}\left(x_{0}, h, \varepsilon\right)-v_{n}^{s}\left(y_{0}, h, \varepsilon\right)=\int_{K_{R}\left(x_{0}\right)}\left[\phi_{s}(y, h, \varepsilon)-\phi_{s}\left(y-x_{0}+y_{0}, h, \varepsilon\right)\right] \Gamma_{n}\left(\left|x_{0}-y\right|\right) d y  \tag{2.8}\\
& +\sum_{k=1}^{n} \int_{K_{R}\left(x_{0}\right)}\left[f_{k}^{s}(y, h, \varepsilon)-f_{k}^{s}\left(y-x_{0}+y_{0}, h, \varepsilon\right)\right]\left[\Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right)-\Gamma_{n-k}\left(\left|x_{0}-y\right|\right)\right] d y
\end{align*}
$$

where $\phi_{s}=\zeta_{s} \Delta \psi-f_{0}^{s}$. Note the following properties of the fundamental solutions $\left\{\Gamma_{n}\left(\left|x_{0}-y\right|\right)\right\}$. Let $y \neq x_{0}$, then

$$
\begin{gathered}
\Delta \Gamma_{1}-\frac{\Gamma_{1}}{h}=0, \quad \Gamma_{1}\left(\left|x_{0}-y\right|\right)=\frac{S h\left[\sqrt{\frac{1}{h}}\left(R-\left|x_{0}-y\right|\right)\right]}{4 \pi\left|x_{0}-y\right| S h\left(\sqrt{\frac{1}{h}} R\right)} \\
\Delta \Gamma_{n-k+1}-\frac{\Gamma_{n-k+1}-\Gamma_{n-k}}{h}=0, \quad \Gamma_{n-k+1}(R)=0, \quad k=1,2, \ldots, n-1 .
\end{gathered}
$$

These formulas can be easily proved. They imply that

$$
\begin{aligned}
& \Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right)>0 \\
& \int_{K_{R}\left(x_{0}\right)} \frac{\Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right)-\Gamma_{n-k}\left(\left|x_{0}-y\right|\right)}{h} d y=\int_{\partial K_{R}\left(x_{0}\right)} \frac{\partial \Gamma_{n-k+1}}{\partial \nu} d s<0
\end{aligned}
$$

where $\nu$ is the outward pointing field to $\partial K_{R}\left(x_{0}\right)$. Therefore,

$$
\begin{equation*}
\int_{K_{R}\left(x_{0}\right)} \frac{\Gamma_{n}\left(\left|x_{0}-y\right|\right)}{h} d y \leq \int_{K_{R}\left(x_{0}\right)} \frac{\Gamma_{1}\left(\left|x_{0}-y\right|\right) d y}{h}=1-\frac{\sqrt{\frac{1}{h}} R}{S h \sqrt{\frac{1}{h}} R} \leq 1 \tag{2.9}
\end{equation*}
$$

Let

$$
\Gamma_{n-k+1}^{1}\left(\left|x_{0}-y\right|\right)=\frac{i h^{2}}{2 \pi} \oint_{\partial L^{+}(\rho)} \frac{z S h\left[\sqrt{z}\left(R-\left|x_{0}-y\right|\right)\right]}{4 \pi\left|x_{0}-y\right| S h(\sqrt{z} R)} \frac{d z}{(1-z h)^{n-k+1}}
$$

then it follows from (2.7) that

$$
\begin{equation*}
\Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right)-\Gamma_{n-k}\left(\left|x_{0}-y\right|\right)=\Gamma_{n-k+1}^{1}\left(\left|x_{0}-y\right|\right) \tag{2.10}
\end{equation*}
$$

After that it is obvious that

$$
\begin{equation*}
\sum_{k=1}^{n} \int_{K_{R}\left(x_{0}\right)} \frac{\left|\Gamma_{n-k+1}^{1}\left(\left|x_{0}-y\right|\right)\right|}{h} d y \leq c \tag{2.11}
\end{equation*}
$$

where the constant $c$ does not depend on $h$. From (2.8), taking into account the estimates (2.9) and (2.11), we obtain

$$
\begin{aligned}
\mid v_{n}^{s}\left(x_{0}, h, \varepsilon\right) & -v_{n}^{s}\left(y_{0}, h, \varepsilon\right)\left|\leq c_{1}\right| x_{0}-\left.y_{0}\right|^{\alpha} \int_{K_{R}\left(x_{0}\right)} \Gamma_{n}\left(\left|x_{0}-y\right|\right) d y \\
& +\int_{K_{R}\left(x_{0}\right)} \max _{1 \leq k \leq n}\left|f_{k}^{s}(y, h, \varepsilon)-f_{k}^{s}\left(y-x_{0}+y_{0}, h, \varepsilon\right)\right| \sum_{k=1}^{n}\left|\Gamma_{n-k+1}^{1}\left(\left|x_{0}-y\right|\right)\right| d y \\
& \leq c_{1} h\left|x_{0}-y_{0}\right|^{\alpha}+c_{2} h\left|x_{0}-y_{0}\right|^{\alpha}
\end{aligned}
$$

where the constants $c_{1}, c_{2}$ do not depend on $h, \varepsilon, n$. Let the support of the function $\zeta_{s}(x)$ lie only partially in the domain $D$. By a parallel transport we may force the part of $\partial D$ which belongs to the support to pass through the origin. The inversion $x \rightarrow y=x \backslash|x|^{2}$ is a diffeomorphism of $\mathbf{R}^{\mathbf{3}} \backslash\{0\}$ onto itself and it maps a ball, such that its boundary passes through the origin onto a half-space. Let us denote by $\bar{v}_{k}^{s}$ the Kelvin transformation

$$
\bar{v}_{k}^{s}(x, h, \varepsilon)=|x|^{-1} v_{k}^{s}\left(x /|x|^{2}, h, \varepsilon\right)
$$

We take the fundamental solutions $\left\{\Gamma_{n-k+1}\left(\left|x_{0}-y\right|\right)-\Gamma_{n-k}\left(\left|x_{0}^{*}-y\right|\right)\right\}$, where $x_{0}^{*}$ is symmetric to $x_{0}$ with respect to the flat part of the boundary, and for $\bar{v}_{k}^{s}$ we repeat with small modifications the previous reasoning. After that, for the functions $\left\{w_{k}(x, h, \varepsilon)\right\}$ we get

$$
\Delta w_{k}(x, h, \varepsilon)=\frac{w_{k}(x, h, \varepsilon)-w_{k-1}(x, h, \varepsilon)}{h} \in C^{\alpha}(\bar{D})
$$

Therefore, taking into account known properties of solutions of elliptic problems, we obtain the estimation (2.5).

## 3. Uniform estimations of $\left\{u_{k}(x, h, \varepsilon)\right\}$.

Theorem 3.1. Let the assumptions of Theorem 1.1 and the estimation (2.1) hold. Then

$$
\begin{equation*}
\left|u_{k}(x, h, \varepsilon)-u_{k-1}(x, h, \varepsilon)\right| \leq M_{1} h . \tag{3.1}
\end{equation*}
$$

If instead of (2.1) the condition (2.1*) holds, then

$$
\begin{equation*}
0 \leq u_{k-1}(x, h, \varepsilon)-u_{k}(x, h, \varepsilon) \leq M_{2} h \tag{*}
\end{equation*}
$$

where the constants $M_{i}$ do not depend on $k, h$, and $\varepsilon$.
Proof. In view of (2.1), it suffices to prove the estimation (3.1) in $D$. Using (1.5), we present (1.1) as follows:

$$
\begin{equation*}
\Delta u_{k}-\frac{u_{k}}{h}=-\frac{w_{k-1}}{h}-\lambda \frac{\chi_{\varepsilon}\left(u_{k}\right)-\chi_{\varepsilon}\left(u_{0}\right)}{h} \tag{3.2}
\end{equation*}
$$

Let us write down the equation for the difference $u_{k-1}(x, h, \varepsilon)-u_{k}(x, h, \varepsilon)$ :

$$
\begin{equation*}
\Delta\left(u_{k-1}-u_{k}\right)-\frac{u_{k-1}-u_{k}}{h}=-\frac{w_{k-2}-w_{k-1}}{h}+\lambda \frac{\chi_{\varepsilon}\left(u_{k}\right)-\chi_{\varepsilon}\left(u_{k-1}\right)}{h} \tag{3.3}
\end{equation*}
$$

Let us assume that the function $u_{k-1}(x, h, \varepsilon)-u_{k}(x, h, \varepsilon)$ has a negative minimum and attains it at an interior point. Then at this point $\Delta\left(u_{k-1}-u_{k}\right) \geq 0$. Therefore, (3.3) implies

$$
u_{k-1}-u_{k} \geq w_{k-2}-w_{k-1}-\lambda\left[\chi_{\varepsilon}\left(u_{k}\right)-\chi_{\varepsilon}\left(u_{k-1}\right)\right] \geq w_{k-2}-w_{k-1}
$$

If the function $u_{k-1}(x, h, \varepsilon)-u_{k}(x, h, \varepsilon)$ has a local maximum at an interior point, then at this point

$$
u_{k-1}-u_{k} \leq w_{k-2}-w_{k-1}-\lambda\left[\chi_{\varepsilon}\left(u_{k}\right)-\chi_{\varepsilon}\left(u_{k-1}\right)\right] \leq w_{k-2}-w_{k-1}
$$

The proof of the second part of the theorem is quite similar.
Let us estimate $\left|\nabla u_{k}\right|$ in $\bar{D}$. First we shall prove a preliminary estimation.
Theorem 3.2. Let the assumptions of Theorem 1.1 and (2.1*) hold. Then

$$
\begin{equation*}
\max _{x \in \partial D, 1 \leq k \leq N}\left|\frac{\partial u_{k}}{\partial x_{i}}\right| \leq c_{1}, \quad \max _{x \in \bar{D},, 1 \leq k \leq N}\left|\frac{\partial u_{k}}{\partial x_{i}}\right| \leq \frac{c_{2}}{\varepsilon} \tag{3.4}
\end{equation*}
$$

where the constants $c_{1}, c_{2}$ do not depend on $h, \varepsilon$.
Proof. By virtue of (1.5) and (2.4), the first estimate (3.4) will follow from the boundedness of $\frac{\partial F_{k}}{\partial x_{i}}$ on $\partial D$. The functions $F_{k}(x, h, \varepsilon)$ are the solutions of the problem (1.3), (1.4). By (3.2*) $F_{k}$ is nonnegative in $\bar{D}$. Then (1.5) implies that

$$
\left\{x \in D: w_{k}>1+\varepsilon\right\} \subset\left\{x \in D: u_{k}>1+\varepsilon\right\} .
$$

By (2.4) there exists a positive constant $d$ not depending on $h, \varepsilon$, $k$, such that

$$
\operatorname{dist}\left(\left\{x \in D: u_{k}>1+\varepsilon\right\}, \partial B_{2}\right) \geq \operatorname{dist}\left(\left\{x \in D: w_{k}>1+\varepsilon\right\}, \partial B_{2}\right) \geq d
$$

We denote

$$
w(x)=\lambda \frac{\sqrt{h}}{r} S h \frac{R_{2}-r}{\sqrt{h}}, r=|x| .
$$

The function $w(x)$ in $D$ satisfies the equation

$$
\Delta w-\frac{w}{h}=0
$$

Hence
$\Delta\left(w-F_{k}\right)-\frac{w-F_{k}}{h}=0$ in $\quad D_{d}=\left\{x \in D: R_{2}-d<|x|<R_{2}\right\},\left.\quad\left(w-F_{k}\right)\right|_{\partial D_{d}} \geq 0$, $w-F_{k}=0$ on $\partial B_{2}$. This easily implies

$$
\left|\frac{\partial F_{k}}{\partial x_{i}}\right|_{\partial B_{2}} \leq \frac{\lambda}{R_{2}} .
$$

A similar estimate can be proved on $\partial B_{1}$ as well.
Furthermore, we differentiate (3.3) with respect to one of the variables $x_{i}$ and transform it to the following form:

$$
\begin{equation*}
\Delta u_{k}^{\prime}-\left[1-\lambda \chi_{\varepsilon}^{\prime}\left(u_{k}\right)\right] \frac{u_{k}^{\prime}}{h}=-\frac{w_{k-1}^{\prime}}{h}+\frac{\lambda}{h} \chi_{\varepsilon}^{\prime}\left(u_{0}\right) u_{0}^{\prime} \tag{3.5}
\end{equation*}
$$

From this relation at the points of a local extremum we obtain the second estimation of (3.4).

Set

$$
\omega_{0}(\varepsilon)=\left\{x \in \bar{D}: 1<u_{0}(x)=\psi(x)<1+\varepsilon\right\}, D_{\varepsilon}=D \backslash \bar{\omega}_{0}(\varepsilon)
$$

THEOREM 3.3. Let the assumptions of Theorem 3.2 hold and $\operatorname{dist}\left(\partial \omega_{0}, \partial D\right) \geq$ $h^{\sigma}, \sigma \in(0,1 / 2), \varepsilon^{4} \geq \sqrt{h}$. Then there exists a constant $c$, which does not depend on $h, \varepsilon$, such that the following estimate holds:

$$
\begin{equation*}
\max _{x \in \bar{D}_{\varepsilon}, 1 \leq k \leq N}\left|\frac{\partial u_{k}}{\partial x_{i}}\right| \leq c . \tag{3.6}
\end{equation*}
$$

Proof. First of all, let us prove that $\frac{\partial u_{k}}{\partial x_{i}}$ are bounded on the boundary of the domain $\omega_{0}(\varepsilon)$. Let $x_{0} \in \partial \omega_{0}(\varepsilon), K_{R}\left(x_{0}\right) \subset D, a_{0}\left(x_{0}\right)=1-\lambda \chi_{\varepsilon}^{\prime}\left[u_{k}\left(x_{0}, h, \varepsilon\right)\right], a(x)=$ $1-\lambda \chi_{\varepsilon}^{\prime}\left[u_{k}(x, h, \varepsilon)\right]$,

$$
E(|x-y|)=\frac{S h\left(\sqrt{\frac{a_{0}\left(x_{0}\right)}{h}}(R-|x-y|)\right)}{4 \pi|x-y| S h\left(\sqrt{\frac{a_{0}\left(x_{0}\right)}{h}} R\right)}
$$

Let us construct an integral representation of a solution of (3.5).

$$
\begin{array}{r}
\frac{\partial u_{k}}{\partial x_{i}}=\int_{K_{R}\left(x_{0}\right)} \frac{\partial w_{k-1}}{\partial y_{i}} \frac{E\left(\left|x_{0}-y\right|\right)}{h} d y-\int_{\partial K_{R}\left(x_{0}\right)} \frac{\partial u_{k}}{\partial y_{i}} \frac{\partial E}{\partial n} d s \\
(3.7)+\int_{K_{R}\left(x_{0}\right)}\left[a\left(x_{0}\right)-a(y)\right] \frac{\partial u_{k}}{\partial y_{i}} \frac{E\left(\left|x_{0}-y\right|\right)}{h} d y-\lambda \int_{K_{R}\left(x_{0}\right)} \chi_{\varepsilon}^{\prime}\left(u_{0}\right) \frac{\partial u_{0}}{\partial y_{i}} \frac{E\left(\left|x_{0}-y\right|\right)}{h} d y
\end{array}
$$

As

$$
\begin{aligned}
\left|a\left(x_{0}\right)-a(y)\right| & \leq \frac{c_{1}}{\varepsilon^{3}}\left|x_{0}-y\right|, \quad\left|\chi_{\varepsilon}^{\prime}\left[u_{0}(y)\right]\right|=\left|\chi_{\varepsilon}^{\prime}\left[u_{0}(y)\right]-\chi_{\varepsilon}^{\prime}\left[u_{0}\left(x_{0}\right)\right]\right| \\
& \leq \frac{c_{2}}{\varepsilon^{2}}\left|x_{0}-y\right| \max _{x \in \bar{D}}\left|\nabla u_{0}\right|,\left.\quad \frac{\partial E}{\partial n}\right|_{\partial K_{R}\left(x_{0}\right)}=-\sqrt{\frac{a_{0}}{h}} \frac{1}{4 \pi R S h \sqrt{\frac{a_{0}}{h}} R}
\end{aligned}
$$

(3.7) implies

$$
\begin{align*}
& \left|\frac{\partial u_{k}}{\partial x_{i}}\right| \leq \max _{y \in \bar{D}, 1 \leq k \leq N}\left|\frac{\partial w_{k-1}}{\partial y_{i}}\right| \int_{K_{R}\left(x_{0}\right)} \frac{E\left(\left|x_{0}-y\right|\right)}{h} d y+\sqrt{\frac{a_{0}}{h}} \frac{R}{S h \sqrt{\frac{a_{0}}{h}} R} \max _{y \in \bar{D}, 1 \leq k \leq N}\left|\frac{\partial u_{k}}{\partial y_{i}}\right| \\
& (3.8) \quad+\left(\frac{c_{3}}{\varepsilon^{3}} \max _{y \in \bar{D}, 1 \leq k \leq N}\left|\nabla u_{k}\right|+\max _{y \in \bar{D}}\left|\nabla u_{0}\right|^{2}\right) \int_{K_{R}\left(x_{0}\right)}\left|x_{0}-y\right| \frac{E\left(\left|x_{0}-y\right|\right)}{h} d y . \tag{3.8}
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
\int_{K_{R}\left(x_{0}\right)} \frac{E\left(\left|x_{0}-y\right|\right)}{h} d y \leq 1, \int_{K_{R}\left(x_{0}\right)}\left|x_{0}-y\right| \frac{E\left(\left|x_{0}-y\right|\right)}{h} d y \leq c_{4} \sqrt{h} \tag{3.9}
\end{equation*}
$$

Let us assume that $R \geq h^{\sigma}, \sigma \in(0,1 / 2)$. Hence, by the known inequality

$$
\begin{equation*}
x^{m} \exp (-x) \leq m^{m} \exp (-m) \quad \forall x \geq 0, m>0 \tag{3.10}
\end{equation*}
$$

we get

$$
\begin{equation*}
\sqrt{\frac{a_{0}}{h}} R \frac{1}{S h \sqrt{\frac{a_{0}}{h}} R} \leq c h^{\sigma_{1}}, \quad \sigma_{1}>0 \tag{3.11}
\end{equation*}
$$

From (3.8), taking into account (3.5), (3.9)-(3.11), we obtain

$$
\left|\frac{\partial u_{k}}{\partial x_{i}}\right| \leq \max _{x \in \bar{D}, 1 \leq k \leq N}\left|\nabla w_{k-1}\right|+\frac{c}{\varepsilon} h^{\sigma_{1}}+\frac{c}{\varepsilon^{4}} \sqrt{h}+\frac{c}{\varepsilon^{2}} \sqrt{h} \max _{x \in \bar{D}}\left|\nabla u_{0}\right|^{2}
$$

From here, assuming that $\varepsilon^{4} \geq \sqrt{h}$, we obtain estimation (3.6) on the boundary of the domain $\omega_{0}(\varepsilon)$. On the boundary $\partial D$ estimation (3.6) is proved in Theorem 3.2. To complete the proof it suffices to notice that in the domain $D_{\varepsilon}=D \backslash \bar{\omega}_{0}(\varepsilon)$ (3.5) has the following form:

$$
\Delta u_{k}^{\prime}-\left[1-\lambda \chi_{\varepsilon}^{\prime}\left(u_{k}\right)\right] \frac{u_{k}^{\prime}}{h}=-\frac{w_{k-1}^{\prime}}{h}
$$

Therefore, if $u_{k}^{\prime}(x, h, \varepsilon)$ attains its own extremum in $D_{\varepsilon}$, the estimation (3.6) is obvious.

Corollary 3.1. Let the assumptions of Theorem 3.3 hold and

$$
x_{0} \in\{x \in D: \psi(x) \geq 1+\varepsilon\}, \quad y_{0} \in\{x \in D: \psi(x) \leq 1\}
$$

Then

$$
\left|\frac{\partial u_{k}\left(x_{0}, h, \varepsilon\right)}{\partial x_{i}}-\frac{\partial u_{k}\left(y_{0}, h, \varepsilon\right)}{\partial x_{i}}\right| \leq c_{1}\left|x_{0}-y_{0}\right|^{\alpha}+c_{2} h^{\sigma_{1}}
$$

$$
\begin{equation*}
\left|u_{k}\left(x_{0}, h, \varepsilon\right)-u_{k}\left(y_{0}, h, \varepsilon\right)\right| \leq\left|x_{0}-y_{0}\right|+c_{2} h^{\sigma_{1}} \tag{*}
\end{equation*}
$$

where $c_{i}>0, \sigma_{1}>0$ do not depend on $h, \varepsilon, k, x_{0}, y_{0}$.
The proof of this statement can be carried out by the same techniques as that of Theorem 3.3.

Set $\omega_{k}(h, \varepsilon)=\left\{x \in D: 1<u_{k}<1+\varepsilon\right\}$.
Theorem 3.4. Let the assumptions of Theorem 3.1 hold. If $x \in \omega_{k}^{+}=\{x \in D$ : $\left.u_{k}(x, h, \varepsilon) \geq 1+\varepsilon\right\}$ and $\operatorname{dist}\left(x, \partial \omega_{k}^{+}\right) \geq h^{\sigma}, \sigma \in(0,1 / 2)$, then

$$
\begin{equation*}
\max _{x}\left|F_{k}(x, h, \varepsilon)\right| \leq c_{1} h^{\sigma_{1}}, \quad \sigma_{1}>0 \tag{3.12}
\end{equation*}
$$

If $x \in D_{k}(h, \varepsilon)=D \backslash\left[\omega_{k}(h, \varepsilon) \cup \omega_{0}(h, \varepsilon)\right]$ and $\operatorname{dist}\left(x, \partial D_{k}\right) \geq h^{\sigma}$, then

$$
\begin{equation*}
\max _{x}\left|\frac{\partial^{\beta} F_{k}}{\partial x_{1}^{\beta_{1}} \partial x_{2}^{\beta_{2}} \partial x_{3}^{\beta_{3}}}\right| \leq \lambda c_{2}\left(\beta h^{\sigma_{1}}\right)^{\beta}, \quad \sigma_{1}>0, \beta=\beta_{1}+\beta_{2}+\beta_{3} \tag{3.13}
\end{equation*}
$$

If $x \in D \backslash\left[\bar{\omega}_{k}(h, \varepsilon) \cup \bar{\omega}_{k-1}(h, \varepsilon)\right]$ and $\operatorname{dist}\left(x, \partial\left\{D \backslash\left[\bar{\omega}_{k}(h, \varepsilon) \cup \bar{\omega}_{k-1}(h, \varepsilon)\right]\right\}\right) \geq h^{\sigma}$,
then

$$
\begin{equation*}
\max _{x}\left|\frac{F_{k}-F_{k-1}}{h}\right| \leq c_{3} h^{\sigma_{1}}, \quad \sigma_{1}>0 \tag{3.14}
\end{equation*}
$$

The constants $c_{i}, \sigma_{1}, \beta$ do not depend on $k, h, \varepsilon$.
Proof. From (1.3), (1.4) it follows that

$$
\left|F_{k}(x, h, \varepsilon)\right| \leq \lambda \quad \forall x \in \bar{D}
$$

Let $x_{0} \in \omega_{k}^{+}$and $\operatorname{dist}\left(x_{0}, \partial \omega_{k}^{+}\right) \geq h^{\sigma}, R \geq h^{\sigma}, \sigma \in(0,1 / 2)$. Then

$$
\left|F_{k}\left(x_{0}, h, \varepsilon\right)\right| \leq-\int_{\partial K_{R}\left(x_{0}\right)}\left|F_{k}\right| \frac{\partial E\left(\left|x_{0}-y\right|\right)}{\partial n} d s \leq \lambda \sqrt{\frac{1}{h}} R \frac{1}{S h \sqrt{\frac{1}{h}} R}
$$

where

$$
E\left(\left|x_{0}-y\right|\right)=\frac{S h \sqrt{\frac{1}{h}}\left(R-\left|x_{0}-y\right|\right)}{4 \pi\left|x_{0}-y\right| S h \sqrt{\frac{1}{h}} R}
$$

After that (3.14) follows from (3.11).
Let us differentiate (1.3) with respect to $x_{i}$. It gives

$$
\Delta \frac{\partial F_{k}}{\partial x_{i}}-\frac{1}{h} \frac{\partial F_{k}}{\partial x_{i}}=-\frac{\lambda}{h} \chi_{\varepsilon}^{\prime}\left(u_{k}\right) \frac{\partial u_{k}}{\partial x_{i}}+\frac{\lambda}{h} \chi_{\varepsilon}^{\prime}\left(u_{0}\right) \frac{\partial u_{0}}{\partial x_{i}}
$$

On $D_{k}(h, \varepsilon)$ this equation takes the form

$$
\Delta \frac{\partial F_{k}}{\partial x_{i}}-\frac{1}{h} \frac{\partial F_{k}}{\partial x_{i}}=0
$$

Let $\operatorname{dist}\left(x_{0}, \partial D_{k}(h, \varepsilon)\right) \geq h^{\sigma}, K_{R}\left(x_{0}\right) \subset D_{k}(h, \varepsilon)$. Then we have

$$
\frac{\partial F_{k}\left(x_{0}, h, \varepsilon\right)}{\partial x_{i}}=-\int_{\partial K_{R}\left(x_{0}\right)} \frac{\partial F_{k}}{\partial y_{i}} \frac{\partial E\left(\left|x_{0}-y\right|\right)}{\partial n} d s
$$

Taking into account that $\frac{\partial}{\partial n} E\left(\left|x_{0}-y\right|\right)$ on $\partial K_{R}\left(x_{0}\right)$ does not depend on the variable of integration, we divide by it both sides of the previous equality and integrate over $R$. We get

$$
\frac{\partial F_{k}\left(x_{0}, h, \varepsilon\right)}{\partial x_{i}} \int_{0}^{R} 4 \pi \sqrt{h} \rho S h \sqrt{\frac{1}{h}} \rho d \rho=-\int_{K_{R}\left(x_{0}\right)} \frac{\partial F_{k}}{\partial y_{i}} d y
$$

As

$$
\int_{0}^{R} \sqrt{h} \rho S h \frac{\rho}{\sqrt{h}} d \rho=R h C h \sqrt{\frac{1}{h}} R-h^{\frac{3}{2}} S h \sqrt{\frac{1}{h}} R
$$

and $R \geq h^{\sigma}$, using the inequality (3.11), we obtain

$$
\left|\frac{\partial F_{k}}{\partial x_{i}}\right| \leq c_{m} h^{m\left(\frac{1}{2}-\sigma\right)-\frac{3}{2}}, \quad m>0
$$

We construct a sequence of domains $L_{1}, L_{2}, \ldots, L_{l+1}$ such that

$$
L_{l+1}=D \backslash\left[\bar{\omega}_{k}(h, \varepsilon) \cup \bar{\omega}_{0}(\varepsilon)\right], L_{j} \subset L_{j+1}
$$

and the distance between $L_{j}$ and $\partial L_{j+1}$ equals $\frac{h^{\sigma}}{l}, j=1,2, \ldots, l$. For any point $x_{0}$ in $L_{j}$ the ball with the radius $\frac{h^{\sigma}}{l}$ and center $x_{0}$ is contained in $L_{j+1}: K_{\frac{h^{\sigma}}{l}}\left(x_{0}\right) \subset L_{j+1}$. Hence, applying the last inequality to the equation

$$
\Delta D^{l+1-j} F_{k}-\frac{1}{h} D^{l+1-j} F_{k}=0 \text { in } L_{j}, \quad D^{j}=\frac{\partial^{j}}{\partial x_{1}^{n_{1}} \partial x_{2}^{n_{2}} \partial x_{3}^{n_{3}}}, j=n_{1}+n_{2}+n_{3}
$$

we get

$$
\max _{\bar{L}_{j}}\left|D^{l+1-j} F_{k}(x, h, \varepsilon)\right| \leq c_{m} h^{\frac{m}{l}\left(\sigma-\frac{1}{2}\right)-\frac{3}{2}} \max _{\bar{L}_{j+1}}\left|D^{l-j} F_{k}(x, h, \varepsilon)\right|
$$

By considering these inequalites one by one for $j=1,2, \ldots, l$ and estimating the right-hand side of the $j$ th inequality using the $(j+1)$ th inequality, we finally get

$$
\max _{x \in \bar{D}_{k}(h, \varepsilon}\left|D^{l} F_{k}(x, h, \varepsilon)\right| \leq\left[c_{m} h^{\frac{m}{l}\left(\sigma-\frac{1}{2}\right)-\frac{3}{2}}\right]^{l} \max _{x \in \bar{D}}\left|F_{k}(x, h, \varepsilon)\right| .
$$

Since $m$ is an arbitrary positive number, we can choose it so that $\sigma_{1}=m\left(\sigma-\frac{1}{2}\right)-\frac{3}{2} l>$ 0 . The proof of (3.14) is quite similar.

Denote

$$
\begin{aligned}
\omega_{k}(h, \varepsilon, \sigma) & =\left\{x \in D: 1-h^{\sigma}<u_{k}(x, h, \varepsilon)<1+\varepsilon+h^{\sigma},\right\}, \omega_{k}^{1}(h, \varepsilon, \sigma) \\
& =\left\{x \in D: 1-h^{\sigma}<u_{k-1}(x, h, \varepsilon)<1+\varepsilon+h^{\sigma}\right\} \cup \omega_{k}(h, \varepsilon, \sigma), \omega_{0}(h, \varepsilon, \sigma) \\
& =\left\{x \in D: 1-h^{\sigma}<u_{0}<1+\varepsilon+h^{\sigma}\right\} .
\end{aligned}
$$

Theorem 3.5. Let the assumptions of Theorem 3.2 hold and

$$
\left\|\frac{\varphi_{k}-\varphi_{k-1}}{h}\right\|_{C^{\alpha}(\bar{D})}+\left\|\varphi_{k}\right\|_{C^{2+\alpha}(\bar{D})} \leq c
$$

Then $\forall h>0, \varepsilon^{3} \geq \sqrt{h}$ the following estimations hold:

$$
\begin{gather*}
\left\|\frac{u_{k}-u_{k-1}}{h}\right\|_{C^{\alpha}\left(\bar{\Omega}_{k}^{1}\right)}+\left\|u_{k}\right\|_{C^{2+\alpha}\left(\bar{\Omega}_{k}\right)} \leq\left\|w_{k}\right\|_{C^{2+\alpha}(\bar{D})}+c_{1} h^{\sigma_{1}}, \sigma_{1}>0  \tag{3.15}\\
\Omega_{k}=\left\{x \in D \backslash\left[\bar{\omega}_{k}(h, \varepsilon, \sigma) \cup \bar{\omega}_{0}(h, \varepsilon)\right]: \operatorname{dist}(x, \partial D) \geq h^{\sigma}\right\} \\
\Omega_{k}^{1}=\left\{x \in D \backslash\left[\bar{\omega}_{k}^{1}(h, \varepsilon, \sigma) \cup \bar{\omega}_{0}(h, \varepsilon)\right]: \operatorname{dist}(x, \partial D) \geq h^{\sigma}\right\} \\
\min _{x \in \bar{\Omega}_{k}^{1}} \frac{u_{k-1}-u_{k}}{h} \geq \min _{x \in \bar{D}} \frac{w_{k-1}-w_{k}}{h}-c_{2} h^{\sigma_{2}}, \quad \sigma_{2}>0
\end{gather*}
$$

the constants $c_{i}, \sigma_{i}$ do not depend on $h, \varepsilon$, and $k$.
Proof. Note that (3.17) and (3.18) follow from (3.13) and (3.14). After that the statements of the theorem become obvious.

Theorem 3.6. Let $\varphi_{1}(x, t) \equiv 0, \varphi_{2}(x, t) \equiv q=\mathrm{const}, q>1$,

$$
\begin{equation*}
\psi \in C^{2+\alpha}(\bar{D}) \quad \frac{\partial \psi}{\partial \rho}>0 \text { in } \bar{D}, \rho=|x|, \quad \Delta \psi \leq 0 \quad \text { in } \quad \bar{D} \tag{3.17}
\end{equation*}
$$

then

$$
\begin{equation*}
\min _{x \in \bar{D}, 1 \leq k \leq N} \frac{\partial w_{k}}{\partial \rho} \geq c_{2}, \min _{x \in \bar{\Omega}_{k}, 1 \leq k \leq N} \frac{\partial u_{k}}{\partial \rho} \geq \min _{x \in \bar{D}, 1 \leq k \leq N} \frac{\partial w_{k}}{\partial \rho}-c_{3} h^{\sigma_{1}}, \quad \sigma_{1}>0 \tag{3.18}
\end{equation*}
$$

where the constants $c_{i}, i=1,2,3, \sigma_{1}$ do not depend on $h, \varepsilon$, and $k$.
Proof. As Theorem 2.1 implies,

$$
\Delta w_{k}=\frac{w_{k}-w_{k-1}}{h} \leq 0
$$

Let $v(x)$ be a function which satisfies the following conditions:

$$
\Delta v=0 \text { in } D, v=0 \text { on } \partial B_{1}, \quad v=q \text { on } \partial B_{2}
$$

Obviously,

$$
v(x) \leq w_{k}(x, h, \varepsilon) \leq w_{0}=\psi(x) \text { in } D
$$

This implies

$$
\left.\frac{\partial w_{k}}{\partial \rho}\right|_{\partial B_{2}} \geq\left.\frac{\partial \psi}{\partial \rho}\right|_{\partial B_{2}},\left.\quad \frac{\partial w_{k}}{\partial \rho}\right|_{\partial B_{1}} \geq\left.\frac{\partial v}{\partial \rho}\right|_{\partial B_{1}}
$$

Assume now that

$$
\min _{x \in \bar{D}, 1 \leq k \leq N}\left(\rho \frac{\partial w_{k}}{\partial \rho}\right)=\left.\left(\rho \frac{\partial w_{n}}{\partial \rho}\right)\right|_{x=x_{0}}, \quad x_{0} \in D
$$

We differentiate (1.6) with respect to $\rho$. It will give

$$
\Delta\left(\rho \frac{\partial w_{n}}{\partial \rho}\right)-\frac{1}{h}\left(\rho \frac{\partial w_{n}}{\partial \rho}-\rho \frac{\partial w_{n-1}}{\partial \rho}\right)=2 \frac{w_{n}-w_{n-1}}{h}
$$

As at a point of local minimum of $\left(\rho \frac{\partial w_{n}}{\partial \rho}\right), \Delta\left(\rho \frac{\partial w_{n}}{\partial \rho}\right) \leq 0$, we have

$$
\rho \frac{\partial w_{n}}{\partial \rho}-\rho \frac{\partial w_{n-1}}{\partial \rho} \geq 2\left(w_{n-1}-w_{n}\right) \geq 0
$$

Hence, there exists a constant $c_{1}>0$ such that it does not depend on $h, \varepsilon$, and $k$, and

$$
\min _{x \in \bar{D}, 1 \leq k \leq N} \frac{\partial w_{k}}{\partial \rho} \geq c_{1}>0
$$

By (1.5) we get

$$
\frac{\partial u_{k}}{\partial \rho}=\frac{\partial w_{k}}{\partial \rho}+\frac{\partial F_{k}}{\partial \rho}
$$

The relation (3.13) completes the proof of (3.20).
4. Passage to the limit. Let the function $\eta(x, t) \in C^{2,1}(\bar{D})$ be equal to zero on $(\partial D \times(0, T)) \cup(D \times(t=T)), \eta_{k}(x)=\eta(x, k h)$. Let us represent (1.1) as

$$
\Delta u_{k}-\frac{u_{k}-u_{k-1}}{h}=-\frac{\lambda}{h}\left[\chi_{\varepsilon}\left(u_{k}\right)-\chi_{\varepsilon}\left(u_{k-1}\right)\right]+\Delta F_{k-1}
$$

We multiply (1.1) by $h \eta_{k}(x)$, integrate it over $D$, and take the sum over $k$ from 1 to $N$. After simple transformations we obtain

$$
\begin{align*}
& h \sum_{k=1}^{N} \int_{D}\left\{\nabla u_{k} \nabla \eta_{k}+\frac{1}{h}\left(u_{k}-u_{k-1}\right) \eta_{k}+\lambda \chi_{\varepsilon}\left(u_{k}\right) \frac{\eta_{k+1}-\eta_{k}}{h}\right\} d y \\
& \quad+\lambda \int_{D} \chi_{\varepsilon}\left(u_{0}\right) \eta_{1} d y+h \sum_{k=1}^{N-1} \int_{D} \frac{F_{k}-F_{k-1}}{h} \psi_{k+1} d y=0 \tag{4.1}
\end{align*}
$$

where $\psi_{k}=h \sum_{l=k}^{N} \Delta \eta_{l}$. Let us denote by $\{\bar{u}(x, t, h, \varepsilon)\}$ the piecewise linear interpolations of the functions $\left\{u_{k}(x, h, \varepsilon)\right\}$ with respect to the variable $t$. If $t \in[(k-1) h, k h]$, then

$$
\bar{u}(x, t, h, \varepsilon)=u_{k-1}(x, h, \varepsilon)+\frac{u_{k}(x, h, \varepsilon)-u_{k-1}(x, h, \varepsilon)}{h}(t-(k-1) h) .
$$

Let

$$
\begin{aligned}
G_{T}(h, \varepsilon) & =\left\{(x, t) \in D_{T}: \bar{u}(x, t, h, \varepsilon)>1+\varepsilon+h^{\sigma}\right\}, \quad \Omega_{T}(h, \varepsilon) \\
& =\left\{(x, t) \in D_{T}: \bar{u}(x, t, h, \varepsilon)<1-h^{\sigma}\right\}, \gamma_{T}^{-}(h, \varepsilon)=\partial \Omega_{T} \cap D_{T} \\
\gamma_{T}^{+}(h, \varepsilon) & =\partial G_{T} \cap D_{T} \\
\gamma_{0}^{+}(\varepsilon) & =\{x \in D: \psi(x)=1+\varepsilon\} .
\end{aligned}
$$

Theorem 4.1. Let the following conditions be satisfied:

$$
\psi(x) \in C^{2+\alpha}(\bar{D}), \quad \Delta \psi \leq 0 \quad \text { in } \quad \bar{D}, \quad \frac{\partial \psi}{\partial \rho}>0 \quad \text { in } \quad \bar{D}
$$

$$
\varphi_{1}(x, t)=0 \quad \text { on } \quad \partial B_{1}, \quad \varphi_{2}(x, t)=q=\text { const }>1 \quad \text { on } \quad \partial B_{2},
$$

and assume that the corresponding compatibility conditions at $t=0, x \in \partial \Omega_{T} \cup \partial G_{T}$ hold. Then $\forall T>0$, there exists a unique solution of the problem (0.1)-(0.4) and

$$
u(x, t) \in C\left(\bar{D}_{T}\right) \cap\left(H^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{\Omega}_{T}\right) \times H^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{G}_{T}\right)\right)
$$

the free boundary is given by the graph $\rho=\omega\left(\theta_{1}, \theta_{2}, t\right)$ of a function $\omega\left(\theta_{1}, \theta_{2}, t\right) \in$ $H^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{\Pi}_{T}\right)$, where $\left(\rho, \theta_{1}, \theta_{2}\right)$ are spherical coordinates, $\Pi=\left\{\left(\theta_{1}, \theta_{2}\right): 0<\theta_{1}<\right.$ $\left.2 \pi, 0<\theta_{2}<\pi\right\}, \Pi_{T}=\Pi \times(0, T)$.

Proof. From the estimations $\left(3.2^{*}\right)$ and (3.6) it follows that $\frac{\partial \bar{u}}{\partial t}$ is uniformly bounded everywhere in $\bar{D}_{T}$ and $|\nabla \bar{u}|$ is uniformly bounded everywhere in $\bar{D}_{T}$ excluding the set, whose measure vanishes as $h, \varepsilon \rightarrow 0$.

Denote

$$
u(x, t)=\lim _{\varepsilon, h \rightarrow 0} \bar{u}(x, t, h, \varepsilon), \quad \varepsilon^{4} \geq \sqrt{h}
$$

From (3.20) it follows that

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial \rho} \geq c>0 \quad \text { on } \quad \Omega_{T}(h, \varepsilon) \cup G_{T}(h, \varepsilon) . \tag{4.2}
\end{equation*}
$$

Therefore, the level surfaces $\gamma_{T}^{ \pm}(h, \varepsilon)$ can be given by the explicit equations

$$
\rho=\omega^{+}(\theta, t, h, \varepsilon), \quad \rho=\omega^{-}(\theta, t, h, \varepsilon)
$$

respectively, and

$$
\omega_{t}^{ \pm}=-\frac{\bar{u}_{t}^{ \pm}}{\bar{u}_{\rho}^{ \pm}}, \quad \omega_{\theta_{i}}^{ \pm}=-\frac{\bar{u}_{\theta_{i}}^{ \pm}}{\bar{u}_{\rho}^{ \pm}}, \quad i=1,2,
$$

are uniformly bounded. The functions $\frac{1}{h}\left[F_{k}(x, h, \varepsilon)-F_{k-1}(x, h, \varepsilon)\right]$ are nonnegative and uniformly bounded in $\bar{D}$, and, besides, the estimate (3.14) holds.

The assumptions of Theorem 4.1 on the initial conditions imply

$$
\lim _{\varepsilon \rightarrow 0} \operatorname{mes}\{1 \leq \psi \leq 1+\varepsilon\}=0, \quad \lim _{\varepsilon \rightarrow 0} \gamma_{0}^{+}(\varepsilon)=\gamma_{0}
$$

and Corollary 3.1 implies that for $\bar{u}(x, t, h, \varepsilon),\left(3.11^{*}\right)$ holds.
The facts stated above allow us to pass to the limit in (4.1) as $\varepsilon \rightarrow 0, h \rightarrow 0, \varepsilon^{4} \geq$ $\sqrt{h}$. It gives

$$
\begin{aligned}
& \int_{D_{T}}\left[\nabla u \nabla \eta+u_{t} \eta\right] d x d t+\lambda \int_{D_{T} \cap\{u<1\}} \eta_{t} d x d t+\lambda \int_{\Omega_{0}} \eta(x, 0) d x \\
&+\lambda \int_{D_{T}^{1}} \lim _{\varepsilon, h \rightarrow 0} \chi_{\varepsilon}(\bar{u}) \eta_{t} d x d t+\int_{D_{T}^{1}} \lim _{\varepsilon, h \rightarrow 0} F_{t} \int_{t}^{T} \Delta \eta d \tau d x d t=0
\end{aligned}
$$

where $D_{T}^{1}=D_{T} \cap\{u=1\}$. This integral identity implies that

$$
\Delta u-u_{t}=0 \text { in } \Omega_{T} \cup G_{T}
$$

where $\Omega_{T}=\lim _{\varepsilon, h \rightarrow 0} \Omega_{T}(h, \varepsilon), G_{T}=\lim _{\varepsilon, h \rightarrow 0} G_{T}(h, \varepsilon)$,

$$
\begin{aligned}
& \lambda \int_{D_{T}^{1}} \lim _{\varepsilon, h \rightarrow 0} \chi_{\varepsilon}(\bar{u}) \eta_{t} d x d t+\int_{D_{T}^{1}} \lim _{\varepsilon, h \rightarrow 0} F_{t} \int_{t}^{T} \Delta \eta(x, \tau) d \tau d x d t \\
& \quad+\int_{\gamma_{T}^{-}}\left[\frac{\partial u}{\partial n^{-}}+\lambda \cos \left(n^{-}, t\right)\right] \eta d s+\int_{\gamma_{T}^{+}} \frac{\partial u}{\partial n^{+}} \eta d s=0
\end{aligned}
$$

where $n^{ \pm}$are the outward pointing normal vectors to $\partial \Omega_{T}, \partial G_{T}$, respectively. Let $\eta(x, t)=0$ on $\gamma_{T}^{-}$. Then

$$
\begin{equation*}
\lambda \int_{D_{T}^{1}} \lim _{\varepsilon, h \rightarrow 0} \chi_{\varepsilon}(\bar{u}) \eta_{t} d x d t+\int_{D_{T}^{1}} \lim _{\varepsilon, h \rightarrow 0} F_{t} \int_{t}^{T} \Delta \eta(x, \tau) d \tau d x d t+\int_{\gamma_{T}^{+}} \frac{\partial u}{\partial n^{+}} \eta d s=0 \tag{4.3}
\end{equation*}
$$

Let us take $\eta(x, t)$ as a solution of the following problem:

$$
\begin{align*}
\Delta \eta-\eta_{t} & =-f_{t}(x, t) \text { in } D_{T} \backslash \bar{\Omega}_{T}, \\
\left.\eta(x, t)\right|_{\gamma_{\bar{T}}} & =0,\left.\quad \eta(x, t)\right|_{\partial D_{2}}=0, \quad \eta(x, 0)=\Phi(x) \geq 0 \text { in } D \backslash \Omega_{0}, \tag{4.4}
\end{align*}
$$

where $f(x, t), \Phi(x)$ are given smooth functions. The change of variables

$$
\rho^{\prime}=R_{1}+\frac{\rho-\omega^{-}(\theta, t)}{R_{2}-\omega^{-}(\theta, t)}, \theta^{\prime}=\theta, t^{\prime}=t
$$

maps the domain $D_{T} \backslash \bar{\Omega}_{T}$ onto a cylinder, and (4.5) in new coordinates will have varying coefficients. The solvability of this problem follows from [11, chap. 4, §9]. Let us choose $f(x, t), \Phi(x)$ so that

$$
f_{t}(x, t) \geq 0, f_{t t}(x, t) \leq 0, f(x, T)=0, \Delta \Phi+f_{t}(x, 0) \leq 0
$$

Then the maximum principle implies that

$$
\eta(x, t) \geq 0, \quad \eta_{t}(x, t) \leq 0
$$

Note also that $\frac{\partial u}{\partial n^{+}} \leq 0$ on $\gamma_{T}^{+}$. All these facts and the identity (4.4) imply

$$
\int_{D_{T}^{1}} \lim _{\varepsilon, h \rightarrow 0} F_{t} f(x, t) d x d t \geq 0
$$

Hence, mes $\left\{(x, t) \in D_{T}^{1}: \lim _{\varepsilon, h \rightarrow 0} F_{t}>0\right\}=0$. After that one can easily prove that mes $\left\{(x, t) \in D_{T}^{1}: \lim _{\varepsilon, h \rightarrow 0} \chi_{\varepsilon}(\bar{u})>0\right\}=0$.

As a result we obtain that

$$
\begin{equation*}
\int_{D_{T}}\left\{\nabla u \nabla \eta+u_{t} \eta+\lambda \chi(u) \eta_{t}\right\} d x d t+\lambda \int_{D} \chi(\psi) \eta(x, 0) d x=0 \tag{4.5}
\end{equation*}
$$

where $\chi(u)$ is the characteristic function of the domain $\Omega_{T}, \chi(\psi)$ is the characteristic function of the domain $\Omega_{0}$. Identity (4.6) implies $\gamma_{T}^{+}=\gamma_{T}^{-}=\gamma_{T}=\partial \Omega_{T} \cap D=\partial G_{T} \cap D$, and the equation of the free boundary $\gamma_{T}=\partial \Omega_{T} \cap D=\partial G_{T} \cap D$ has the form $\rho=\omega(\theta, t)$, where $\omega_{\theta}, \omega_{t}$ are uniformly bounded. As follows from the estimation (3.17), $\left\|u_{t}(x, t)\right\|_{C^{\alpha}\left(\bar{\Omega}_{T} \cup \bar{G}_{T}\right)},\left\|u_{x x}(x, t)\right\|_{C^{\alpha}\left(\bar{\Omega}_{T} \cup \bar{G}_{T}\right)}$ are bounded by a constant which does not depend on $t$. The domains obtained by cutting the domains $\Omega_{T}, G_{T}$ by planes $t=$ const. have the cone property. Then, by [21, chap. 2, §3] we get

$$
u_{x}(x, t) \in H^{1, \alpha / 2}\left(\bar{\Omega}_{T}\right) \times H^{1, \alpha / 2}\left(\bar{G}_{T}\right)
$$

Then (4.6) implies that the condition (0.3) holds everywhere on the free boundary. From this we obtain that

$$
u(x, t) \in\left\{H^{2+\alpha .1+\alpha / 2}\left(\bar{\Omega}_{T}\right) \times H^{2+\alpha, 1+\alpha / 2}\left(\bar{G}_{T}\right)\right\} \cap C\left(\bar{D}_{T}\right),\left.\frac{\partial u^{ \pm}}{\partial \rho}\right|_{\gamma_{T}} \geq c>0
$$

the free boundary is given by the graph $\rho=\omega\left(\theta_{1}, \theta_{2}, t\right)$ of a function $\omega\left(\theta_{1}, \theta_{2}, t\right)$ $\in H^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{\Pi}_{T}\right)$, where $\left(\rho, \theta_{1}, \theta_{2}\right)$ are spherical coordinates, $\Pi=\left\{\left(\theta_{1}, \theta_{2}\right): 0<\theta_{1}<\right.$ $\left.2 \pi, 0<\theta_{2}<\pi\right\}, \Pi_{T}=\Pi \times(0, T)$.

The uniqueness of solution of the Stefan problem is proved, for example, in [21, chap. 5, §9].

Remark. If in the hypothesis of the theorem we omit the requirement $\psi_{\rho}>0$ in $\bar{D}$, then the existence of global classical solution can be proved if we additionally assume that

$$
\Delta \psi<0 \quad \text { in } \quad \bar{D}, \quad \frac{\partial \varphi_{i}}{\partial t}<0 \quad \text { in } \quad \bar{D}_{T}
$$

Then, the free boundary is the graph of a function of $C^{1+\frac{\alpha}{2}}$ class.
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#### Abstract

This paper describes a variational approach for estimating a discontinuous optical flow from a sequence of images. Defined as the apparent motion of the image brightness pattern, the optical flow is very important in the computer vision community, where its accurate estimation is strongly needed. After a short overview of existing methods, we present a new variational method that we study in the space of bounded variations. We first present an integral representation of the optical flow problem which appears to be not lower semicontinuous. The relaxed functional is then calculated. We conclude by challenging questions about the possible numerical analysis of the abstract results.
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1. Introduction. This paper deals with the estimation of the movement in a sequence of images. This velocity field will be called the optical flow. In the computer vision community, it is well known that the optical flow is a rich source of information about the geometrical structure of the world. Many numerical algorithms on the optical flow estimation and its applications have been performed. They have clearly shown how the optical flow can be used to recover information about slant and tilt of surface elements, ego-motion, shape information, time to collision, etc. [31, 32, 30, $34,33,29,28,38,50,24,37,49,27,9,40,41]$.

Almost all of these approaches use the classical brightness constancy assumption that relates the gradient of brightness to the components of the local flow to estimate. Because this problem is ill-posed, additional constraints are usually required. The most common approach is to add a quadratic smoothness constraint, as done originally by Horn and Schunk [29]. However, in order to estimate the optical flow more accurately, other constraints involving high order spatial derivatives have also been used [40]. Nevertheless, several of the proposed methods lacked robustness to the presence of occlusion and yielded smooth optical flow. The variational approach proposed in this paper is motivated by the need to recover the optical flow while preventing the method from trying to smooth the solution across the flow discontinuities. To cope with discontinuities, we propose in this article a complete mathematical study of the relaxed optical flow problem in the space $B V(\Omega)$. We first present an integral representation of the optical flow problem which does not appear to be lower semicontinuous.

This article is organized as follows.
In section 1, we define the problem and propose a variational approach to solve it. The general idea is based on a conservation law of the intensity along the trajectories. We will deal with an ill-posed problem that we will solve by regularizing the unknowns.

[^65]

Fig. 2.1. Pinhole model of camera. $\Omega$ is the domain of the image; $O$ is the optical center.

Section 3 presents some general recalls about the space of bounded variations (noted $B V(\Omega)$ ). Classically used for problems coming from computer vision, this space permits discontinuities along curves (in dimension 2).

In section 4, we concentrate on the meaning of the energy we defined. This will permit us to consider some integral representation results of the duality pairing of an integrable function with a measure. Similar results have been proved by Anzellotti [3], and we will extend them under weaker assumptions. This will enable us to obtain a fully developed expression for energy that we have to minimize. Unfortunately, the proposed energy is not lower semicontinuous for the weak topology of $B V(\Omega)$.

Section 5 is devoted to the computation of the relaxed functional. This part is mainly technical and is based on ideas developed by Bouchitté et al. [14, 13].

Finally, we prove in section 6 that there exists a solution in $\mathbf{B V}(\Omega)$ for the relaxed formulation.

## 2. The optical flow problem: Definition and modelization.

2.1. Definition. As shown in Figure 2.1, we can modelize a camera as a simple projective model. Consequently, the first idea is to say that the two-dimensional velocity field in the image corresponds to the projection of the three-dimensional velocity field of the objects. However, variations of intensity due to shadows do not correspond to any real motion. The importance of the light source can be seen toward other phenomena. For instance, if the object is sparkling, the reflected luminosity changes rapidly with the position. This is the case for bodywork, glasses, etc. Finally, notice the unavoidable problem of noise in images. These intensity variations may be interpreted as false motions which have no physical meaning.

Thanks to these remarks, we will define the optical flow as the two-dimensional velocity field describing the changes in intensity between images. In many cases, it can be interpreted as an approximation of the projection of the three-dimensional velocity field which animates physical objects. We will see in the next section how we can traduce it mathematically.
2.2. A short overview. In this last decade, numerous methods have been proposed to compute optical flow. Several ideas have been used: working with regions, curves, lines, or points. There is also a wide range of methodologies: wavelets, Markov random fields, Fourier analysis, and naturally partial differential equations $[29,28,38,50,24,37,49,27,18,40,41]$. We refer the interested reader to two (mainly computational) general surveys:

- Barron, Fleet, and Beauchemin [9] explain the main techniques and perform numerical quantitative experiments to compare them. (The database used for tests is also available.)
- Orkisz and Clarysse [39] propose an updated version of the preceding one.

In this article we will concentrate upon the class of differential methods (as named by Barron, Fleet, and Beauchemin) which have been proved to be among the best [9]. Their common point is the consistency intensity hypothesis of a point during its movement. More precisely, we will assume that

> "The intensity of a point keeps constant along its trajectory."

This hypothesis is called the optical flow constraint (OFC) hypothesis. We can consider it as reasonable, almost along short times, for which changes of the brightness are weak.

Let $x(t)=\left(x_{1}(t), x_{2}(t)\right) \in \Omega \subset R^{2}$ be the projection of the point $X(t) \in R^{3}$ at time $t$ (see Figure 2.1,). For $x \in \Omega$, we denote by $u(t, x)$ the reflected intensity (the brightness) of the point $x$ at time $t$. Let $t_{0}$ be fixed. Using these notations, a natural way to express (2.1) is

$$
\begin{equation*}
u(t, x(t))=u\left(t_{0}, x\left(t_{0}\right)\right) \tag{2.2}
\end{equation*}
$$

By differentiating (2.2) with respect to $t$, we obtain, for $t=t_{0}$,

$$
\sigma(x) \cdot D u\left(t_{0}, x\right)+u_{t}\left(t_{0}, x\right)=0, \quad x \in \Omega
$$

where $\sigma=\left(\sigma_{1}, \sigma_{2}\right)^{T}=\left(\frac{d x_{1}}{d t}, \frac{d x_{2}}{d t}\right)^{T}$ is the unknown velocity field, $D$. is the spatial gradient operator, and $u_{t}$ denotes the temporal derivative of $u(t, x)$. (Derivatives are written in the distributional sense.) This equation is the OFC. Naturally, this scalar equation is insufficient to compute both components of the flow field. This problem is usually called the aperture problem. Additional constraints are therefore required to reduce the space of admissible functions. Several possibilities are then possible: use additional constraints, consider special movements (rigid or fluids), regularize the velocity field, etc. We refer to [6], where we notably propose an overview of these different methods.

Our starting point will be the method proposed by Horn and Schunk in 1981 [29]. The idea is to minimize the following energy:

$$
\begin{equation*}
E_{H S}(\sigma)=\underbrace{\int_{\Omega}\left((\sigma \cdot D u)+u_{t}\right)^{2} d x}_{\mathrm{A}}+\alpha^{r} \sum_{j=1}^{2} \underbrace{\int_{\Omega}\left\|D \sigma_{j}\right\|^{2} d x}_{\mathrm{B}} \tag{2.3}
\end{equation*}
$$

where $\alpha^{r}$ is a positive constant. The interpretation of this functional is the following: we would like the OFC to be zero (term A) and the gradient magnitude to be minimum (term B). Notice that term B is the classical Tikhonov-Arsenin [48] relaxation known to smooth isotropically. With this method, we obtain a smooth optical flow, and flow discontinuities are lost.
2.3. Setting the problem. The purpose of this work is to propose a model able to cope with the discontinuities of the optical flow. Starting from (2.3), we propose to minimize the energy

$$
\begin{equation*}
E(\sigma)=\underbrace{\int_{\Omega}\left|(\sigma \cdot D u)+u_{t}\right|}_{\mathrm{A}}+\alpha^{r} \underbrace{\sum_{j=1}^{2} \int_{\Omega} \phi\left(D \sigma_{j}\right)}_{\mathrm{B}}+\alpha^{h} \underbrace{\int_{\Omega} c(x)\|\sigma\|^{2} d x}_{\mathrm{C}} \tag{2.4}
\end{equation*}
$$

where $\alpha^{r}, \alpha^{h}$ are positive constants, $\phi(\cdot)$ and $c(\cdot)$ to be determined. We refer the interested reader to $[35,6]$ for the detailed construction of this model. Let us describe briefly the main differences:
(i) Term A is comparable to term A in (2.3). Here we choose the $L^{1}$ norm which must be interpreted in term of measures. As we will see in what follows, since the data $u$ belongs a priori to $B V(\Omega)$, we cannot use the $L^{2}$ norm as done in (2.3).
(ii) Term B is again a regularization term. The functions $\phi(\cdot)$ have been chosen so that we can preserve discontinuities. The key idea is to forbid smoothing across discontinuities. Such ideas initially were proposed in the image restoration background $[45,20,5,7]$, and many functions have been proposed. Typically, admissible functions are convex functions with linear growth at infinity. For instance, we will choose the minimal hypersurface function

$$
\phi(s)=\sqrt{s^{2}+1}
$$

We mention that term $B$ will be interpreted as convex functions of measures.
(iii) Finally, term C permits us to handle the homogeneous regions. Typically, $c(x)$ is high for low spatial gradients of $u$ (hence penalizing velocities in poor information zones) and low for high spatial gradients of $u$ (no intervention).
3. General recalls. In this section we recall main notations and definitions. We refer to $[1,22,25,23,53]$ for the complete theory.

Let $\Omega$ be a bounded open set in $R^{N}$ with Lipschitz-regular boundary $\partial \Omega$. We denote by $\mathcal{L}^{N}$ or $d x$ the $N$-dimensional Lebesgue measure in $R^{N}$ and by $\mathcal{H}^{\alpha}$ the $\alpha$ dimensional Hausdorff measure. We also set $|E|=\mathcal{L}^{N}(E)$, the Lebesgue measure of a measurable set $E \subset R^{N} . \mathcal{B}(\Omega)$ denotes the family of the Borel subsets of $\Omega$. We will denote the strong, the weak, and weak convergences in a space $V(\Omega)$ by $\xrightarrow[V(\Omega)]{ }$, $\xrightarrow[V(\Omega)]{ }$, and $\xrightarrow[V(\Omega)]{\star}$, respectively. Spaces of vector-valued functions will be denoted by bold characters.

Working with images requires that the functions we consider can be discontinuous along curves. This is impossible with classical Sobolev spaces such as $W^{1,1}(\Omega)$. This is why we need to use the space of bounded variations $(B V(\Omega))$ defined by

$$
B V(\Omega)=\left\{u \in L^{1}(\Omega) ; \sup \int_{\Omega} u \operatorname{div}(\varphi) d x<\infty: \varphi \in \mathcal{C}_{0}^{1}(\Omega)^{N},|\varphi|_{\infty} \leq 1\right\}
$$

where $\mathcal{C}_{0}^{1}(\Omega)$ is the set of differentiable functions with compact support in $\Omega$. We will note

$$
|D u|(\Omega)=\sup \left\{\int_{\Omega} u \operatorname{div}(\varphi) d x: \varphi \in \mathcal{C}_{0}^{1}(\Omega)^{2},|\varphi|_{\infty} \leq 1\right\}
$$

If $u \in B V(\Omega)$ and $D u$ is the gradient in the sense of distributions, then $D u$ is a vector-valued Radon measure and $|D u|(\Omega)$ is the total variation of $D u$ on $\Omega$. The set of Radon measure is noted $\mathcal{M}(\Omega)$

The product topology of the strong topology of $L^{1}(\Omega)$ for $u$ and of the weakネ topology of measures for $D u$ will be called the weakぇ topology of $B V$ and will be denoted by $B V-w \star$.

$$
u^{n} \underset{B V-w \star}{ } u \Longleftrightarrow\left\{\begin{array}{cl}
u^{n} \underset{\substack{1 \\
\star}}{\stackrel{L^{1}}{\star}} & u  \tag{3.1}\\
D u^{n} \underset{\mathcal{M}(\Omega)}{ } & D u
\end{array}\right.
$$

We recall that every bounded sequence in $B V(\Omega)$ admits a subsequence converging in $B V-w \star$.

We define the approximate upper limit $u^{+}(x)$ and the approximate lower limit $u^{-}(x)$ by

$$
\begin{aligned}
& u^{+}(x)=\inf \left\{t \in[-\infty,+\infty]: \lim _{\rho \rightarrow 0^{+}} \frac{\mathcal{L}^{N}\left(\{u>t\} \cap B_{\rho}(x)\right)}{\rho^{N}}=0\right\} \\
& u^{-}(x)=\sup \left\{t \in[-\infty,+\infty]: \lim _{\rho \rightarrow 0^{+}} \frac{\mathcal{L}^{N}\left(\{u<t\} \cap B_{\rho}(x)\right)}{\rho^{N}}=0\right\}
\end{aligned}
$$

where $B_{\rho}(x)$ is the ball of center $x$ and radius $\rho$. We denote by $S_{u}$ the jump set, that is, the complement up to a set of $\mathcal{H}^{N-1}$ measures zero of the set of Lebesgue points; i.e., the set of points $x$ where $u^{+}(x)$ is different $u^{-}(x)$, namely,

$$
S_{u}=\left\{x \in \Omega / u^{-}(x)<u^{+}(x)\right\}
$$

After choosing a normal $n_{u}(x) \quad\left(x \in S_{u}\right)$ pointing toward the largest value of $u$, we recall the following decompositions (see [2] for more details):

$$
\begin{align*}
D u & =\nabla u \cdot \mathcal{L}_{N}+C_{u}+\left(u^{+}-u^{-}\right) n_{u} \cdot \mathcal{H}_{\mid S_{u}}^{N-1}  \tag{3.2}\\
|D u|(\Omega) & =\int_{\Omega}\|\nabla u\| d x+\int_{\Omega \backslash S_{u}}\left|C_{u}\right|+\int_{S_{u}}\left(u^{+}-u^{-}\right) d \mathcal{H}^{N-1} \tag{3.3}
\end{align*}
$$

where $\nabla u$ is the density of the absolutely continuous part of $D u$ with respect to the Lebesgue measure, $C_{u}$ is the Cantor part, and $\mathcal{H}^{N-1}$ is the Hausdorff measure of dimension $N-1$.

We then recall the definition of a convex function of measures. We refer to the works of Goffman-Serrin [26] and Demengel-Temam [19] for more details. Let $\phi(\cdot)$ be convex and finite on $R$ with linear growth at infinity. Let $\phi^{\infty}$ be the asymptote (or recession) function defined by $\phi^{\infty}(z)=\lim _{s \rightarrow \infty} \frac{\phi(s z)}{s} \in[0 ;+\infty)$. Then, for $u \in$ $B V(\Omega)$, using classical notations, we define

$$
\begin{equation*}
\int_{\Omega} \phi(D u)=\int_{\Omega} \phi(\|\nabla u\|) d x+\phi^{\infty}(1) \int_{S_{u}}\left(u^{+}-u^{-}\right) d \mathcal{H}^{N-1}+\phi^{\infty}(1) \int_{\Omega \backslash S_{u}}\left|C_{u}\right| . \tag{3.4}
\end{equation*}
$$

Finally, we mention that this function is lower semicontinuous for the $(B V-w \star)$ topology.

## 4. The integral representation of the optical flow problem.

4.1. The precise formulation. This section is devoted to the mathematical study of the optical flow model proposed in section 2.3. Let us recall it. Without loss of generality, we will assume that $\alpha^{r}=\alpha^{h}=1$. For $u \in B V(R \times \Omega)$, the problem is to find $\sigma$ minimizing the energy

$$
\begin{equation*}
E(\sigma)=\int_{\Omega}\left|(\sigma \cdot D u)+u_{t}\right|+\sum_{j=1}^{N} \int_{\Omega} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2} d x \tag{4.1}
\end{equation*}
$$

where the infimum is taken over the space $\mathbf{B V}(\Omega)$. The function $\phi(\cdot)$ verifies

$$
\begin{equation*}
\phi: R \rightarrow R^{+} \text {is an even and convex function, nondecreasing on } R^{+} \tag{4.2}
\end{equation*}
$$

There exist constants $d>0$ and $b \geq 0$ such that

$$
\begin{gather*}
d x-b \leq \phi(x) \leq d x+b \text { for all } x \in R  \tag{4.3}\\
\phi^{\infty}(1)=1  \tag{4.4}\\
\phi^{*}\left(x^{*}\right) \leq k, \quad \text { for all } x^{*} \in \operatorname{dom}\left(\phi^{*}\right) \quad(k \text { constant }), \tag{4.5}
\end{gather*}
$$

where $\phi^{*}$ is the Legendre-Fenchel conjugate function of $\phi$. Note that hypotheses (4.3) and (4.5) permit the assertion that (see [43])

$$
\begin{equation*}
\phi(x) \geq \phi^{\infty}(x)-k \tag{4.6}
\end{equation*}
$$

Finally, we assume that the function $c(\cdot)$ verifies the following assumptions:

$$
\begin{equation*}
c \in \mathcal{C}^{\infty}(\Omega) \tag{4.7}
\end{equation*}
$$

there exists a constant $m_{c}>0$ such that $c(x) \in\left[m_{c}, 1\right]$ for all $x$ in $\Omega$.
4.2. The duality pairing $(\sigma \cdot D u)$ : An extended integral representation. This part is devoted to a better understanding of the functional to be minimized (4.1) and especially the product $(\sigma \cdot D u)$. In fact, what can we say about the product of an integrable function and a measure? This question has been treated for special cases, with suitable hypotheses on $\sigma$ and $u$ (see [3, 47, 12]). For example, Anzellotti [3] supposes

$$
\begin{aligned}
\sigma \in \mathbf{X}(\Omega) \cap \mathcal{C}^{0}\left(\Omega ; R^{N}\right) \text { and } u\left(t_{0}, \cdot\right) & \in B V(\Omega) \\
\sigma \in \mathbf{X}(\Omega) \text { and } u\left(t_{0}, \cdot\right) & \in W^{1,1}(\Omega)
\end{aligned}
$$

where $\mathbf{X}(\Omega)=\left\{\sigma \in \mathbf{L}^{\infty}(\Omega) ; \operatorname{div}(\sigma) \in L^{N}(\Omega)\right\}$. Our aim is to extend his results for a more general class of product $(\sigma \cdot D u)$. We suppose that

$$
\begin{gather*}
\sigma \in \mathbf{B V}(\Omega) \cap \mathbf{X}(\Omega),  \tag{4.9}\\
u\left(t_{0}, \cdot\right) \in S B V(\Omega) \cap L^{\infty}(\Omega), \tag{4.10}
\end{gather*}
$$

where $S B V(\Omega)$ is the space of special bounded variations (the Cantor part of $D u$ is zero).

Remark. The hypothesis (4.10) is quite general. We mention to the interested reader a more applied work where we assumed only that the data $u$ is Lipschitz [6]. In that case, there is no problem to define the $L^{1}$ norm of the optical flow constraint,
and we proved the existence and uniqueness of the minimization problem posed on $\mathbf{B V}(\Omega)$. We also proposed a convergent algorithm to approximate the solution (using $\Gamma$-convergence arguments) and showed some numerical results on synthetic and real sequences.

The space $\mathbf{X}(\Omega)$ is a Banach space endowed with the norm

$$
\|\sigma\|_{\mathbf{X}(\Omega)}=\|\sigma\|_{\mathbf{L}^{\infty}(\Omega)}+\|\operatorname{div}(\sigma)\|_{L^{N}(\Omega)}
$$

and we can define a weakネ topology on $\mathbf{X}(\Omega)$ by

$$
\sigma^{n} \underset{\mathbf{X}(\Omega)}{ } \sigma \Longleftrightarrow\left\{\begin{array}{c}
\sigma^{n} \frac{\star}{\mathbf{L}^{\infty}(\Omega)} \sigma \\
\operatorname{div}\left(\sigma^{n}\right) \frac{}{L^{N}(\Omega)} \operatorname{div}(\sigma)
\end{array}\right.
$$

To make sense of the pairing $(\sigma \cdot D u)$, our first thought is to define it by duality:

$$
\begin{equation*}
\int_{\Omega} \varphi(\sigma \cdot D u)=-\int_{\Omega} u \varphi \operatorname{div}(\sigma) d x-\int_{\Omega} u \sigma \nabla \varphi d x \quad \text { for all } \quad \varphi \text { in } \quad \mathcal{C}_{c}^{1}(\Omega) \tag{4.11}
\end{equation*}
$$

Note that with hypotheses (4.9) and (4.10), the right-hand side of (4.11) is completely defined. We can prove $[3,12]$ that $(\sigma \cdot D u)$ is a bounded measure, absolutely continuous with respect to $|D u|$.

Our aim is to find an integral representation of that measure.
To this end, we need to introduce the precise representation of $\sigma$, noted $\tilde{\sigma}$ and defined by

$$
\begin{equation*}
\tilde{\sigma}(x)=\lim _{r \rightarrow 0} \frac{1}{\mathcal{L}^{N}(B(x, r))} \int_{B(x, r)} \sigma(y) d y \tag{4.12}
\end{equation*}
$$

If $\sigma$ is simply in $\mathbf{L}^{\mathbf{1}}(\Omega)$, the right-hand side limit exists $\mathcal{L}^{N}$ almost everywhere (a.e.) and is equal to $\sigma(x)$. However, if $\sigma$ is also in $\mathbf{B V}(\Omega)$, we can explicitely write the limit $\mathcal{H}^{N-1}$ a.e. using $\sigma^{+}, \sigma^{-}$. We have [52, 22]

$$
\begin{equation*}
\tilde{\sigma}(x)=\frac{\sigma^{+}(x)+\sigma^{-}(x)}{2}, \quad \mathcal{H}^{N-1} \text { a.e. on } S_{\sigma} \tag{4.13}
\end{equation*}
$$

Another interesting property of $\tilde{\sigma}$ is that we have the approximation result

$$
\begin{equation*}
\tilde{\sigma}(x)=\lim _{\varepsilon \rightarrow 0} \eta_{\varepsilon} \star \sigma(x), \quad \mathcal{H}^{N-1} \text { a.e. } \tag{4.14}
\end{equation*}
$$

where $\left(\eta_{\varepsilon}\right)$ are the usual mollifiers: $\eta_{\varepsilon} \in \mathcal{C}_{c}^{\infty}\left(R^{N}\right), \operatorname{spt}\left(\eta_{\varepsilon}\right) \subset B(0, \varepsilon), 0 \leq \eta_{\varepsilon} \leq 1$, $\int_{R^{N}} \eta_{\varepsilon}(x) d x=1$. The function $\tilde{\sigma}$ is called the precise representation of $\sigma$ since it permits us in some way to define $\sigma-\mathcal{H}^{N-1}$ a.e. Remark that $\tilde{\sigma}$ and $\sigma$ are in fact the same elements in $\mathbf{B V}(\Omega)$ (they belong to the same equivalent class of $\mathcal{L}^{N}$ a.e. equal functions) so that their distributional derivatives are the same.

From now on, we will consider that $N=2$. For two measures $\mu$ and $\nu$ in $\mathcal{M}(\Omega)$, we will denote by $\frac{d \mu}{d \nu}$ the Radon-Nikodym derivative of $\mu$ with respect to $\nu$ (see [22] for more details).

The main result of this section is the following proposition.

Proposition 4.1. If $\sigma \in \mathbf{X}(\Omega) \cap \mathbf{B V}(\Omega)$ and $u\left(t_{0}, \cdot\right) \in S B V(\Omega) \cap L^{\infty}(\Omega)$, then we have

$$
\begin{equation*}
\int_{B}(\sigma \cdot D u)=\int_{B} \tilde{\sigma}(x) \cdot \frac{d D u}{d|D u|}(x)|D u| \quad \text { for all Borel set } B \text { in } \Omega . \tag{4.15}
\end{equation*}
$$

Moreover, if $u \in S B V(\Omega)$, we obtain

$$
\begin{equation*}
\int_{\Omega}(\sigma \cdot D u)=\int_{\Omega} \sigma \cdot \nabla u d x+\int_{S_{u}} \tilde{\sigma} \cdot n_{u}\left(u^{+}-u^{-}\right) d \mathcal{H}^{N-1} \tag{4.16}
\end{equation*}
$$

Before proving this result, we mention a convergence result which can be demonstrated using arguments from [3].

Lemma 4.2. Let $\sigma_{\varepsilon}=\eta_{\varepsilon} \star \sigma(x)$. If $\sigma \in \mathbf{B V}(\Omega) \cap \mathbf{X}(\Omega)$, then we have

$$
\begin{gather*}
\sigma_{\varepsilon} \xrightarrow[\mathbf{L}^{\infty}(A)]{\star} \sigma  \tag{4.17}\\
\operatorname{div}\left(\sigma_{\varepsilon}\right) \xrightarrow[L^{p}(A)]{\longrightarrow} \operatorname{div}(\sigma), \quad p<\infty, \tag{4.18}
\end{gather*}
$$

for all open sets $A \subset \Omega$. Moreover, for all $u \in B V_{l o c}(\Omega) \cap L^{\infty}(\Omega)$, one has

$$
\begin{equation*}
\left(\sigma_{\varepsilon} \cdot D u\right) \underset{\mathcal{M}(\Omega)}{ }(\sigma \cdot D u) \tag{4.19}
\end{equation*}
$$

Proof of Proposition 4.1. If we denote $\sigma_{\varepsilon}=\eta_{\varepsilon} \star \sigma$, then for all $\varphi \in \mathcal{C}_{c}^{1}(\Omega)$, we have (see Lemma 4.2)

$$
\begin{equation*}
\langle(\tilde{\sigma} \cdot D u), \varphi\rangle=\lim _{\varepsilon \rightarrow 0}\left\langle\left(\sigma_{\varepsilon} \cdot D u\right), \varphi\right\rangle \tag{4.20}
\end{equation*}
$$

As $D u \ll|D u|$, by the Radon-Nikodym theorem, there exists a function $h \in L_{|D u|}^{1}(\Omega)$, $|h(x)|=1$, such that $D u=h|D u|$. Thus, since $\sigma_{\varepsilon} \in L_{|D u|}^{\infty}(\Omega)\left(\sigma_{\varepsilon} \in \mathcal{C}^{\infty}(\Omega)\right)$ we can write

$$
\begin{equation*}
\left\langle\left(\sigma_{\varepsilon} \cdot D u\right), \varphi\right\rangle=\int_{\Omega} \varphi \sigma_{\varepsilon} \cdot h|D u| \tag{4.21}
\end{equation*}
$$

Equations (4.20) and (4.21) imply that

$$
\begin{equation*}
\langle(\sigma \cdot D u), \varphi\rangle=\lim _{\varepsilon \rightarrow 0} \int_{\Omega} \varphi \sigma_{\varepsilon} \cdot h|D u| \tag{4.22}
\end{equation*}
$$

What remains is to show the permutation between the limit and the integral in (4.22). To do this, we use the Lebesgue dominated convergence theorem. Classically, two requirements are necessary:

- The pointwise convergence of $\varphi(x) \sigma_{\varepsilon}(x) \cdot h(x)$ to $\varphi(x) \tilde{\sigma}(x) \cdot h(x)$. It comes from (4.14). Notice that the pointwise convergence is true $\mathcal{H}^{N-1}$ a.e. and consequently $|D u|$ a.e.
- Find a function which dominates the sequence. In fact, since $\Omega$ is bounded, it is sufficient to prove that the $L^{\infty}$ norm of $\varphi(x) \sigma_{\varepsilon}(x) \cdot h(x)$ is bounded uniformly by a constant. Since $\varphi$ is in $\mathcal{C}_{c}^{1}(\Omega)$ and $|h(x)|=1$, it is enough to show that there exists a constant $C$ such that $\left\|\sigma_{\varepsilon}\right\|_{\mathbf{L}^{\infty} D u(\Omega)} \leq C$. In fact we have

$$
\left\|\sigma_{\varepsilon}\right\|_{\mathbf{L}_{\mathrm{Du}}^{\infty}(\Omega)}, \leq \sup _{R^{N}}\left|\sigma_{\varepsilon}\right| \underset{[*]}{\leq}\|\sigma\|_{\mathbf{L}_{\mathcal{L}^{\mathbf{N}}}^{\infty}(\Omega)} \leq C
$$

where inequality $[*]$ is shown in [3]. Consequently, we can apply the Lebesgue dominated convergence theorem. This permits us to pass to the limit in (4.22) as $\varepsilon \rightarrow 0$, and we get (4.15). It is then an easy task to get (4.16) from (4.15) using the decomposition (3.2).
4.3. Application to the optical flow problem. Now that we have found an expression of the product $(\sigma \cdot D u)$, we will give in the next proposition the integral representation of the functional $E$, which will be used in what follows.

We will assume that

$$
\begin{equation*}
u \in S B V(R \times \Omega) \cap L^{\infty}(R \times \Omega) \tag{4.23}
\end{equation*}
$$

There exists $h_{1} \in L^{1}(\Omega)$ and $h_{2} \in L_{\mathcal{H}^{1}}^{1}\left(S_{u}\right)$ such that

$$
\begin{equation*}
u_{t}=h_{1} \mathcal{L}^{2}+\left.h_{2} \mathcal{H}^{1}\right|_{S_{u}} \tag{4.24}
\end{equation*}
$$

Notice that the assumption means that the measure $u_{t}$ is absolutely continuous with respect to $|D u|$. This is physically correct, since when there is no texture (no gradient), no intensity variation should be observed.

Proposition 4.3. We assume that $N=2$. Let $u$ verifying hypotheses (4.23)(4.24). Then the function $E$ defined on $\mathbf{X} \cap \mathbf{B V}(\Omega)$ by

$$
\begin{equation*}
E(\sigma)=\int_{\Omega}\left|(\sigma \cdot D u)+u_{t}\right|+\sum_{j=1}^{2} \int_{\Omega} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2} d x \tag{4.25}
\end{equation*}
$$

with hypotheses (4.2)-(4.3), (4.4)-(4.6), (4.7)-(4.8) can be rewritten as

$$
\begin{align*}
E(\sigma)= & \int_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\int_{S_{u}}\left|\tilde{\sigma} \cdot n_{u}\left(u^{+}-u^{-}\right)+h_{2}\right| d \mathcal{H}^{1} \\
& +\sum_{j=1}^{2} \int_{\Omega} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2} d x \tag{4.26}
\end{align*}
$$

Proof. Thanks to [46, Theorem 6.13], we know that if $\nu$ is a positive measure on $\mathcal{M}(\Omega), g \in L_{\nu}^{1}$, and $\lambda$ is the measure defined by

$$
\lambda(E)=\int_{E} g d \nu
$$

then we have

$$
|\lambda|(E)=\int_{E}|g| d \nu
$$

Moreover, using the decomposition of the measure $u_{t}$ and the result (4.16), we have

$$
\int_{\Omega}(\sigma \cdot D u)+u_{t}=\int_{\Omega}\left(\sigma \cdot \nabla u+h_{1}\right) d x+\int_{S_{u} \cap \Omega}\left(\tilde{\sigma} \cdot n_{u}\left(u^{+}-u^{-}\right)+h_{2}\right) d \mathcal{H}^{1}
$$

Using the fact that $d x$ and $d \mathcal{H}^{1}$ are mutually singular and applying the above theorem, we can conclude the proof.

Commentary about proposition 4.3. The interesting point in the integral representation (4.26) is that we no longer need the divergence of $\sigma$ to be integrable. Consequently, (4.26) can be viewed as an extension of $E$ defined a priori for $\sigma \in$ $\mathbf{B V}(\Omega)$. The next section is devoted to the theoretical study of that extension.


Fig. 5.1. Notation of the simplified problem. Notice that the normals are all oriented toward the exterior.
5. The relaxed problem. After introducing notation and assumptions in section 5.1, we show in section 5.2 that the functional that we are considering is not lower semicontinuous for the $B V-w \star$ topology. As a consequence, the existence of a solution cannot be shown for the initial problem. We then search for the relaxed functional for a suitable topology in section 5.4 after proving some preliminary results in section 5.3.
5.1. Notation and assumptions. To simplify proofs and notation, we will assume in this section that $N=2$ and that $S_{u}$ is a single $\mathcal{C}^{1}$ curve as shown in Figure 5.1, where the main notation is introduced. Notice that the parameter $\alpha$ corresponds to the distance between $S_{u}$ and $S_{u}^{e, \alpha}$ (or $S_{u}^{i, \alpha}$ ). We will also use the superscript $i$ (respectively, $e$ ) to mention that we are considering the restriction of the function to $\Omega^{i} \equiv \Omega^{i, 0}$ (respectively, $\Omega^{e} \equiv \Omega^{e, 0}$ ). The Hausdorff measure of dimension 1 is denoted by $d s$.

Using this notation we rewrite the integral on $S_{u}$ of (4.26), which is

$$
\begin{equation*}
\int_{S_{u}}\left|\tilde{\sigma} \cdot n_{u}\left(u^{+}-u^{-}\right)+h_{2}\right| d s \tag{5.1}
\end{equation*}
$$

Let $b= \pm 1$ be the function such that $n_{u}=b n$, where $n$ is the normal oriented toward the exterior (Voir Figure 5.1). Let $\tilde{h}_{2}$ be the function defined by $\tilde{h}_{2}=b h_{2}$. It is then easy to check that (5.1) may be rewritten as

$$
\begin{equation*}
\int_{S_{u}}\left|\frac{\sigma^{i}+\sigma^{e}}{2} \cdot n\left(u^{+}-u^{-}\right)+\tilde{h}_{2}\right| d s \tag{5.2}
\end{equation*}
$$

So, changing $h_{2}$ in $\tilde{h}_{2}$ allows us to have a normal independent of $u$. We will use this
expression, which is easier to handle. To simplify notation, we will omit the tilde superscript for $h_{2}$.
5.2. Statement of the problem. Let us first recall precisely the problem that we are going to study. Let $h_{1} \in L^{1}(\Omega)$ and $h_{2} \in L_{\mathcal{H}^{1}}^{1}\left(S_{u}\right)$. Let $\phi(\cdot)$ be a function verifying (4.2)-(4.3), (4.4)-(4.6), and $c$ satisfying (4.7)-(4.8). Let $E$ be the functional defined over $\mathbf{B V}(\Omega)$ by

$$
\begin{align*}
E(\sigma)= & \int_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\int_{S_{u}}\left|\tilde{\sigma} \cdot n\left(u^{+}-u^{-}\right)+h_{2}\right| d s \\
& +\sum_{j=1}^{2} \int_{\Omega} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2} d x \tag{5.3}
\end{align*}
$$

We remark that it is well defined on $\mathbf{B V}(\Omega)$ thanks to the embedding of $\mathbf{B V}(\Omega)$ into $\mathbf{L}^{\mathbf{2}}(\Omega)(N=2)$ (see, for instance, $\left.[25]\right)$. Our aim is to study the existence of a solution to the minimization problem

$$
\begin{equation*}
\inf _{\sigma \in \operatorname{BV}(\Omega)} E(\sigma) \tag{5.4}
\end{equation*}
$$

Following the direct method of the calculus of variations, let $\left(\sigma^{n}\right)$ be a minimizing sequence of (5.3). Thanks to hypotheses on functions $\phi(\cdot)$ and $c(\cdot)$, we can obtain a uniform majoration in $\mathbf{B V}(\Omega)$ and in $\mathbf{L}^{\mathbf{2}}(\Omega)$, so we can extract a subsequence converging to some $\sigma$ for the topology $B V-w \star$ and $L^{2}$-weak. The question is, Can we deduce an existence result for (5.4)? To answer this question, let us split the functional $E$ in two parts, namely, $P$ and $L$, defined by

$$
\begin{align*}
& P(\sigma)=\int_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\sum_{j=1}^{2} \int_{\Omega} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2} d x  \tag{5.5}\\
& L(\sigma)=\int_{S_{u}}\left|\frac{\sigma^{i}+\sigma^{e}}{2} \cdot n\left(u^{+}-u^{-}\right)+h_{2}\right| d s \tag{5.6}
\end{align*}
$$

It is easy to show that we have

$$
\lim _{n} P\left(\sigma^{n}\right) \geq P(\sigma)
$$

but we cannot say anything about the term $L$. The reason is that the functional $L$ is defined through traces and the trace application is not continuous for the weakネ topology of $\mathbf{B V}(\Omega)$. Consequently, the functional $E$ is not lower semicontinuous for the $B V-w \star$ topology. In such a situation, the idea is to study the relaxed functional.

We recall that for a functional $F$ defined over a topological metrizable space $X$, the relaxed functional, noted $R(F)$, verifies that

$$
\begin{align*}
& \text { for all } u \in X, \forall u^{n} \rightarrow u \cdot \liminf _{n} F\left(u^{n}\right) \geq R(F)(u)  \tag{5.7}\\
& \text { for all } u \in X, \exists u^{n} \rightarrow u \cdot \limsup _{n} F\left(u^{n}\right) \leq R(F)(u) \tag{5.8}
\end{align*}
$$

$R(F)$ is in fact the higher lower semicontinuous functional less than or equal to $F$. We refer the interested reader to $[36,16]$ for a complete overview of the relaxation properties and consequences.
5.3. Preliminary results. As is usual when we have this kind of problem, we need to introduce additional variables and notation. Let us define the functionals $\tilde{L}$ and $E_{1}$ by

$$
\begin{align*}
& \tilde{L}: \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right) \rightarrow R,  \tag{5.9}\\
& \tilde{L}\left(\mu^{i}, \mu^{e}\right)=\int_{S_{u}} d|\nu|,
\end{align*}
$$

where

$$
\begin{equation*}
\nu=\frac{\mu^{i}+\mu^{e}}{2} \cdot n\left(u^{+}-u^{-}\right)+h_{2} d s \tag{5.10}
\end{equation*}
$$

and

$$
\begin{align*}
& E_{1}: \mathbf{B V}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right) \rightarrow R,  \tag{5.11}\\
& E_{1}\left(\sigma, \mu^{i}, \mu^{e}\right)= \begin{cases}P(\sigma)+\tilde{L}\left(\mu^{i}, \mu^{e}\right) & \text { if } \mu^{i}=\sigma^{i} d s \text { and } \mu^{e}=\sigma^{e} d s \\
+\infty & \text { otherwise }\end{cases}
\end{align*}
$$

It is straightforward to see that

$$
\begin{align*}
\inf E(\sigma)= & \inf  \tag{5.12}\\
\sigma \in B V(\Omega) & E_{1}\left(\sigma, \mu^{i}, \mu^{e}\right) \\
& \left(\sigma, \mu^{i}, \mu^{e}\right) \in \mathbf{B V}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right)
\end{align*}
$$

The functionals (5.3) and (5.11) are not weakly lower semicontinuous, so it is natural to search for the relaxed functionals of $E$ and $E_{1}$, noted $R(E)$ and $R\left(E_{1}\right)$, for a suitable topology.

Thanks to classical results [36, 16], we have, using (5.12),

$$
\begin{aligned}
& \inf E(\sigma)=\inf _{\sigma \in B V(\Omega)} R(E)(\sigma)=\inf _{\left(\sigma, \mu^{i}, \mu^{e}\right) \in \operatorname{BV}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right)} R\left(E_{1}\right)\left(\sigma, \mu^{i}, \mu^{e}\right)
\end{aligned}
$$

Moreover, since the relaxed functionals are lower semicontinuous, existence results can be proved. Our aim is then to compute these relaxed functionals, which is the main result of section 5. To this end, we will use the definitions (5.7) and (5.8). Difficulties are twofold:

- We must guess the expression of the functional which is a priori unknown. This will be done using the property (5.7) with some care.
- To check that the guess is really the relaxed functional, we need to verify (5.8). The main difficulty is that we must find the sequence $\left(u^{n}\right)$ converging to a given $u$. However, we will see how we can avoid this difficulty.

We mention that the notion of relaxation is classical in many problems occurring in the calculus of variations: phase transition, fracture mechanics, and plasticity, to name a few. For recent advances and bibliography, we refer to [10].

The specificity of this work is that the surface energy is defined over a fixed set independent of the unknown $\sigma$. Moreover, we give an explicit representation of the
relaxed energy. We are going to establish that the functional $\bar{E}_{1}$ defined by

$$
\begin{align*}
\bar{E}_{1}: \mathbf{B V}(\Omega) \times & \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right) \rightarrow R  \tag{5.13}\\
\bar{E}_{1}\left(\sigma, \mu^{i}, \mu^{e}\right)= & \int_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\sum_{j=1}^{2} \int_{\Omega^{i} \cup \Omega^{e}} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2} \\
& +\int_{S_{u}} d|\nu|+\int_{S_{u}}\left\|\mu^{i}-\mu^{e}\right\|_{1}+\int_{S_{u}}\left\|\mu^{i}-\sigma^{i} d s\right\|_{1}+\left\|\mu^{e}-\sigma^{e} d s\right\|_{1}
\end{align*}
$$

where $\|\eta\|_{1}=\left|\eta_{1}\right|+\left|\eta_{2}\right|$ and the measure $\nu$ is defined by (5.10), is in fact the relaxed functional of $E_{1}$ for the topology $\mathbf{L}^{\mathbf{2}}\left(\Omega^{i} \cup \Omega^{e}\right)$-strong $\times \mathbf{M}\left(S_{u}\right)$-weak $\times \mathbf{M}\left(S_{u}\right)$-weak. We are also going to prove that the functional defined by

$$
\begin{align*}
& \bar{E}: \mathbf{B V}(\Omega) \rightarrow R  \tag{5.14}\\
& \bar{E}(\sigma)=\int_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\sum_{j=1}^{2} \int_{\Omega^{i} \cup \Omega^{e}} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2}+\int_{S_{u}} \beta\left(x, \sigma^{i}, \sigma^{e}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \beta(x, \lambda, \theta)=\operatorname{Inf}\left\{|\lambda-s|+|\theta-t|+|s-t|+\left|\frac{s+t}{2} \cdot n(x)\left(u^{+}-u^{-}\right)+h_{2}(x)\right|:\right.  \tag{5.15}\\
&\left.(s, t) \in R^{N} \times R^{N}\right\}
\end{align*}
$$

is the relaxed functional of $E$. The expression of $\bar{E}$ will be deduced from $\overline{E_{1}}$.
Before finding (5.13) and (5.14), we first need to prove some preliminary results. The general idea is that, for technical reasons, we need to work with functions defined on more regular spaces. This is why we introduce the functionals $E_{2}$ and $\bar{E}_{2}$ defined by

$$
\begin{align*}
& E_{2}: \mathbf{B V}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right) \rightarrow R  \tag{5.16}\\
& E_{2}\left(\sigma, \mu^{i}, \mu^{e}\right)= \begin{cases}E_{1}\left(\sigma, \mu^{i}, \mu^{e}\right) & \text { if } \sigma \in \mathbf{W}^{\mathbf{1}, \mathbf{1}}\left(\Omega^{i} \cup \Omega^{e}\right) \\
+\infty & \text { otherwise }\end{cases}
\end{align*}
$$

and

$$
\begin{align*}
& \bar{E}_{2}: \mathbf{B V}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right) \rightarrow R  \tag{5.17}\\
& \bar{E}_{2}\left(\sigma, \mu^{i}, \mu^{e}\right)= \begin{cases}\bar{E}_{1}\left(\sigma, \mu^{i}, \mu^{e}\right) & \text { if }\left(\sigma, \mu^{i}, \mu^{e}\right) \in \mathbf{W}^{\mathbf{1}, \mathbf{1}}\left(\Omega^{i} \cup \Omega^{e}\right) \times \mathbf{L}^{\mathbf{1}}\left(S_{u}\right) \times \mathbf{L}^{\mathbf{1}}\left(S_{u}\right) \\
+\infty & \text { otherwise }\end{cases}
\end{align*}
$$

The justification of considering $E_{2}, \bar{E}_{2}$ instead of $E_{1}, \bar{E}_{1}$ is given by Lemmas 5.2 and 5.3, where we prove that $E_{j}$ and $\bar{E}_{j}(j=1,2)$ have the same relaxed functional for the topology $\mathbf{L}^{2}\left(\Omega^{i} \cup \Omega^{e}\right)$-strong $\times \mathbf{M}\left(S_{u}\right)$-weak $\times \mathbf{M}\left(S_{u}\right)$-weak. As this is equivalent to saying that they have the same dual functional [13], we will use (5.16) and (5.17) to
compute the dual functionals (Lemmas A.1, A.2) and to establish the main relaxation result.

Let us present a version of the slicing lemma of De Giorgi that will be useful in what follows.

THEOREM 5.1. Let $\phi(\cdot)$ be a function verifying hypotheses (4.2)-(4.3). Let $u \in$ $B V(\Omega) \cap L^{2}(\Omega)$. Then, for every open set $A \subset \Omega$ with Lipschitz boundary, we can find a sequence $u^{n} \in W^{1,1}(\Omega)$ such that

$$
\begin{gather*}
u^{n} \xrightarrow[L^{2}(\Omega)]{ } u  \tag{5.18}\\
u^{n}=u \text { on } \partial A  \tag{5.19}\\
\lim _{n \rightarrow \infty} \int_{A} \phi\left(\left\|\nabla u^{n}\right\|\right) d x=\int_{A} \phi(D u) \tag{5.20}
\end{gather*}
$$

Notice that this theorem permits us to fix the trace at the boundaries.
Proof. The proof of this theorem is a consequence of Lemma 2.6 proposed in [11], which can be modified to obtain the strong convergence in $L^{2}$.

Lemma 5.2. Let $E_{1}$ and $E_{2}$ be defined, respectively, by (5.11) and (5.16). Then $E_{1}$ and $E_{2}$ have the same lower semicontinuous relaxed functions for the topology $\mathbf{L}^{2}\left(\Omega^{i} \cup \Omega^{e}\right)$-strong $\times \mathbf{M}\left(S_{u}\right)$-weak $\times \mathbf{M}\left(S_{u}\right)$-weak.

Proof. The proof contains two steps.
Step 1. Since we have $E_{1} \leq E_{2}$, we deduce that

$$
\begin{equation*}
R\left(E_{1}\right) \leq R\left(E_{2}\right) \tag{5.21}
\end{equation*}
$$

Step 2. The reverse inequality will be proven using an approximation argument. Let $\left(\sigma, \mu^{i}, \mu^{e}\right) \in \mathbf{B V}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right)$ such that $E_{1}$ be finite. Notice that this forces the measures $\mu^{i}, \mu^{e}$ to be the traces of $\sigma$. We search for a sequence $\left(\sigma^{n}, \mu^{i n}, \mu^{e^{n}}\right) \in \mathbf{W}^{\mathbf{1}, \mathbf{1}}\left(\Omega^{i} \cup \Omega^{e}\right) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right)$ converging to $\left(\sigma, \mu^{i}, \mu^{e}\right)$ for the topology $\mathbf{L}^{2}\left(\Omega^{i} \cup \Omega^{e}\right)$-strong $\times \mathbf{M}\left(S_{u}\right)$-weak $\times \mathbf{M}\left(S_{u}\right)$-weak such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E_{2}\left(\sigma^{n}, \mu^{i n}, \mu^{e^{n}}\right)=E_{1}\left(\sigma, \mu^{i}, \mu^{e}\right) \tag{5.22}
\end{equation*}
$$

If we can find such a sequence, then the proof is complete since equality (5.22) means that $E_{1} \geq R\left(E_{2}\right)$. However, since $R\left(E_{1}\right)$ is the greatest lower semicontinuous function less than or equal to $E_{1}$, we deduce that

$$
\begin{equation*}
R\left(E_{1}\right) \geq R\left(E_{2}\right) \tag{5.23}
\end{equation*}
$$

Inequalities (5.21) and (5.23) conclude the proof. The difficulty lies in finding such a sequence. The idea is to apply Theorem 5.1 in $\Omega^{i}$ and $\Omega^{e}$, separately. In $\Omega^{i}$, we obtain the existence of a sequence $\left(\sigma^{i^{n}}\right)$ such that

$$
\begin{gather*}
\sigma^{i^{n}} \underset{L^{2}\left(\Omega^{i}\right)}{ } \sigma \\
{\left.\sigma^{i n}\right|_{S_{u}}=\left.\sigma^{i}\right|_{S_{u}}}_{\lim _{n \rightarrow \infty} \int_{\Omega^{i}} \phi\left(\left\|\nabla \sigma^{i n}\right\|\right) d x=\int_{\Omega^{i}} \phi(D \sigma)} .
\end{gather*}
$$

We proceed as we had done in $\Omega^{e}$ and define the sequence $\left(\sigma^{n}\right)$ - $\mathcal{L}^{2}$ a.e. on $\Omega$ by

$$
\sigma^{n}(x)= \begin{cases}\sigma^{i^{n}} & \text { if } x \in \Omega^{i} \\ \sigma^{e^{n}} & \text { if } x \in \Omega^{e}\end{cases}
$$

It is easy to check that $\sigma^{n}$ belongs to $\mathbf{W}^{\mathbf{1}, \mathbf{1}}\left(\Omega^{i} \cup \Omega^{e}\right)$. Using that sequence, we define the sequence of measures $\mu^{i^{n}}$ and $\mu^{e^{n}}$ defined on $S_{u}$ by

$$
\begin{align*}
& \mu^{i^{n}}=\sigma^{i^{n}} d s  \tag{5.25}\\
& \mu^{e^{n}}=\sigma^{e^{n}} d s \tag{5.26}
\end{align*}
$$

Notice that since we have fixed the traces of $\sigma^{n}$ on both sides of $S_{u}$, the sequences defined by (5.25)-(5.26) are in fact constant. So we have

$$
\begin{aligned}
& E_{2}\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right)= \\
& \underbrace{\int_{\Omega}\left|\sigma^{n} \cdot \nabla u+h_{1}\right| d x+\int_{\Omega} c(x)\left\|\sigma^{n}\right\|^{2} d x}_{\text {continuous for the } L^{2} \text { strong topology }}+\sum_{j=1}^{2} \int_{\Omega} \phi\left(D \sigma_{j}^{n}\right)+\underbrace{\int_{S_{u}} d|\nu|}_{\text {constant }}
\end{aligned}
$$

and, moreover,

$$
\begin{aligned}
\int_{\Omega} \phi\left(D \sigma_{j}\right) & =\int_{\Omega^{i}} \phi\left(D \sigma_{j}\right)+\int_{\Omega^{e}} \phi\left(D \sigma_{j}\right)+\int_{S_{u}}\left|\sigma_{j}^{i}-\sigma_{j}^{e}\right| d s \\
& =\lim _{n \rightarrow \infty} \int_{\Omega^{i}} \phi\left(\left\|\nabla \sigma_{j}^{i n}\right\|\right) d x+\lim _{n \rightarrow \infty} \int_{\Omega^{e}} \phi\left(\left\|\nabla \sigma_{j}^{e^{n}}\right\|\right) d x+\int_{S_{u}}\left|\sigma_{j}^{i}-\sigma_{j}^{e}\right| d s \\
& =\lim _{n \rightarrow \infty} \int_{\Omega} \phi\left(\left\|\nabla \sigma_{j}^{n}\right\|\right) d x .
\end{aligned}
$$

Thus condition (5.22) is satisfied, and this concludes the proof.
Lemma 5.3. Let $\bar{E}_{1}$ and $\bar{E}_{2}$ be defined by (5.13) and (5.17), respectively. Then $\bar{E}_{1}$ and $\bar{E}_{2}$ have the same lower semicontinuous relaxed functionals for the topology $\mathbf{L}^{\mathbf{2}}\left(\Omega^{i} \cup \Omega^{e}\right)$-strong $\times \mathbf{M}\left(S_{u}\right)$-weak $\times \mathbf{M}\left(S_{u}\right)$-weak.

Proof. This proof is inspired by the proof of Lemma 5.2. The first step is analogous, and the only difficulty is to find, for a given $\left(\sigma, \mu^{i}, \mu^{e}\right) \in \mathbf{B V}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times$ $\mathbf{M}\left(S_{u}\right)$, a sequence $\left(\sigma^{n}, \theta^{i^{n}}, \theta^{e n}\right) \in \mathbf{W}^{\mathbf{1}, \mathbf{1}}\left(\Omega^{i} \cup \Omega^{e}\right) \times \mathbf{L}^{\mathbf{1}}\left(S_{u}\right) \times \mathbf{L}^{\mathbf{1}}\left(S_{u}\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \bar{E}_{2}\left(\sigma^{n}, \theta^{i n}, \theta^{e n}\right)=\bar{E}_{1}\left(\sigma, \mu^{i}, \mu^{e}\right) \tag{5.27}
\end{equation*}
$$

Construction of the sequence $\sigma^{n}$ uses the same arguments as in Lemma 5.2, that is, the use of Theorem 5.1 on $\Omega^{i}$ and $\Omega^{e}$. We recall that the traces of $\sigma^{n}$ on both sides of $S_{u}$ are constant. The construction of the sequence approximating $\mu^{i}, \mu^{e}$ is based on a result of Bouchitté-Valadier [14]. We recall that the part depending on the measures $\mu^{i}, \mu^{e}$ in $\bar{E}_{1}$ is

$$
H\left(x, \mu^{i}, \mu^{e}, \sigma^{i}, \sigma^{e}\right)=\int_{S_{u}} d|\nu|+\int_{S_{u}}\left\|\mu^{i}-\mu^{e}\right\|_{1}+\int_{S_{u}}\left\|\mu^{i}-\sigma^{i} d s\right\|_{1}+\left\|\mu^{e}-\sigma^{e} d s\right\|_{1}
$$

where the measure $\nu$ is defined by (5.10). It is easy to check that the functional $H$ is homogeneous, so that, using [14], we can find a sequence $\theta^{i^{n}}, \theta^{e n}$ in $L^{1}\left(S_{u}\right)$ such that

$$
\begin{gathered}
\theta^{i^{n}} \stackrel{\rightharpoonup}{\mathrm{M}\left(S_{u}\right)} \mu^{i} \\
\theta^{e n} \stackrel{\rightharpoonup}{\mathrm{M}\left(S_{u}\right)} \mu^{e} \\
\lim _{n} H\left(x, \theta^{i^{n}}, \theta^{e n}, \sigma^{i}, \sigma^{e}\right)=H\left(x, \mu^{i}, \mu^{e}, \sigma^{i}, \sigma^{e}\right)
\end{gathered}
$$

Consequently, the constructed sequence $\left(\sigma^{n}, \theta^{i^{n}}, \theta^{e n}\right)$ permits us to get (5.27), which concludes the proof.

### 5.4. The relaxation results.

Proposition 5.4. Let $E_{1}$ be the functional defined by (5.11) with hypotheses (4.23)-(4.24), (4.2)-(4.3), (4.4)-(4.6), (4.7)-(4.8). Then the relaxed functional of $E_{1}$ for the topology $\mathbf{L}^{2}\left(\Omega^{i} \cup \Omega^{e}\right)$-strong $\times \mathbf{M}\left(S_{u}\right)$-weak $\times \mathbf{M}\left(S_{u}\right)$-weak is

$$
\begin{align*}
& R\left(E_{1}\right): \mathbf{B V}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right) \rightarrow R,  \tag{5.28}\\
& R\left(E_{1}\right)\left(\sigma, \mu^{i}, \mu^{e}\right)=\int_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\sum_{j=1}^{2} \int_{\Omega^{i} \cup \Omega^{e}} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2} \\
&+\int_{S_{u}} d|\nu|+\int_{S_{u}}\left\|\mu^{i}-\mu^{e}\right\|_{1}+\int_{S_{u}}\left\|\mu^{i}-\sigma^{i} d s\right\|_{1}+\left\|\mu^{e}-\sigma^{e} d s\right\|_{1}, \\
& \text { where } \quad \nu=\frac{\mu^{i}+\mu^{e}}{2} \cdot n\left(u^{+}-u^{-}\right)+h_{2} d s .
\end{align*}
$$

We can verify that we have $R\left(E_{1}\right) \leq E_{1}$ and that they are equal as soon as $\mu^{e}=\sigma^{e} d s$ and $\mu^{i}=\sigma^{i} d s$.

Proof. To simplify notations, we will note $\tau$ the topology $\mathbf{L}^{2}\left(\Omega^{i} \cup \Omega^{e}\right)$-strong $\times$ $\mathbf{M}\left(S_{u}\right)$-weak $\times \mathbf{M}\left(S_{u}\right)$-weak and $\tau^{d}$ the topology $\mathbf{L}^{2}\left(\Omega^{i} \cup \Omega^{e}\right)$-weak $\times \mathcal{C}^{0}\left(S_{u}\right)$-strong $\times$ $\mathcal{C}^{0}\left(S_{u}\right)$-strong. Notice that we will also use the notation $M$ to denote a universal constant appearing in uniform bounds. This value may change from one line to another, but we will always write $M$.

We first remark that using Lemma 5.2 permits us to work on a more regular space, that is, with $E_{2} . R\left(E_{2}\right)$ is the relaxed functional of $E_{2}$ (or equivalently of $E_{1}$, thanks to Lemma 5.2) if and only if, for all $\left(\sigma, \mu^{i}, \mu^{e}\right) \in \mathbf{W}^{\mathbf{1 , 1}}\left(\Omega^{i} \cup \Omega^{e}\right) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right)$, we have the following two conditions:
(i) for all $\quad\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right) \underset{\tau}{\rightarrow}\left(\sigma, \mu^{i}, \mu^{e}\right)$, then

$$
\liminf _{n \rightarrow \infty} E_{2}\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right) \geq R\left(E_{2}\right)\left(\sigma, \mu^{i}, \mu^{e}\right)
$$

(ii) there exists $\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right) \underset{\tau}{\rightarrow}\left(\sigma, \mu^{i}, \mu^{e}\right)$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} E_{2}\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right) \leq R\left(E_{2}\right)\left(\sigma, \mu^{i}, \mu^{e}\right) . \tag{5.30}
\end{equation*}
$$

The purpose of the two steps below is to establish that $R\left(E_{2}\right)=\bar{E}_{2}$.
Step 1. This part is devoted to proving that

$$
\liminf _{n \rightarrow \infty} E_{2}\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right) \geq R\left(E_{2}\right)\left(\sigma, \mu^{i}, \mu^{e}\right)
$$

for all the sequences $\left(\sigma^{n}, \mu^{i n}, \mu^{e^{n}}\right)$ converging to $\left(\sigma, \mu^{i}, \mu^{e}\right)$.
Let $\left(\sigma, \mu^{i}, \mu^{e}\right) \in \mathbf{W}^{\mathbf{1 , 1}}\left(\Omega^{i} \cup \Omega^{e}\right) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right)$ and a sequence $\left(\sigma^{n}, \mu^{i n}, \mu^{e^{n}}\right) \in$ $\mathbf{B V}(\Omega) \times \mathbf{M}\left(S_{u}\right) \times \mathbf{M}\left(S_{u}\right)$ converging to $\left(\sigma, \mu^{i}, \mu^{e}\right)$ for the $\tau$-topology such that

$$
E_{2}\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right) \leq M
$$

where $M$ is a constant. Then, thanks to (4.3), we deduce that

$$
\begin{gather*}
\left\|\sigma^{n}\right\|_{B V(\Omega)} \leq M,  \tag{5.31}\\
\text { on } S_{u} \text { we have }\left\{\begin{array} { l } 
{ \mu ^ { i ^ { n } } = \sigma ^ { i ^ { n } } d s , } \\
{ \mu ^ { e ^ { n } } = \sigma ^ { e ^ { n } } d s , }
\end{array} \text { so } \left\{\left\{\begin{array}{l}
\sigma^{i^{n}} d s \stackrel{\mathrm{M}\left(S_{u}\right)}{ } \mu^{i}, \\
\sigma^{e^{n}} d s \stackrel{\mathrm{M}\left(S_{u}\right)}{\longrightarrow} .
\end{array}\right.\right.\right. \tag{5.32}
\end{gather*}
$$

Since the sequence $\left(\sigma^{n}\right)$ is bounded in $B V(\Omega)$, we can deduce that there exists a measure $\tilde{\mu}$ such that

$$
\begin{equation*}
\sigma^{n} d s \underset{\mathcal{M}(\partial \Omega)}{ } \tilde{\mu} \tag{5.33}
\end{equation*}
$$

Decomposing $\Omega$ permits us to write

$$
\begin{aligned}
E_{2}\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right)= & \int_{\Omega}\left|\sigma^{n} \cdot \nabla u+h_{1}\right| d x+\int_{\Omega} c(x)\left\|\sigma^{n}\right\|^{2} d x \\
& +\sum_{j=1}^{2}\left(\int_{\Omega^{i} \cup \Omega^{e}} \phi\left(\left\|\nabla \sigma_{j}^{n}\right\|\right) d x\right)+\int_{S_{u}}\left\|\sigma^{i^{n}}-\sigma^{e n}\right\|_{1} d s \\
& +\int_{S_{u}} d\left|\nu^{n}\right|
\end{aligned}
$$

where $\nu^{n}$ is given by (5.10). Thanks to the convergence properties, it is easy to check that

$$
\begin{gather*}
\liminf _{n \rightarrow \infty} \int_{\Omega}\left|\sigma^{n} \cdot \nabla u+h_{1}\right| d x+\int_{\Omega} c(x)\left\|\sigma^{n}\right\|^{2} d x \\
(5.34)  \tag{5.34}\\
\liminf _{n \rightarrow \infty} \int_{S_{u}}\left\|\sigma_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\int_{\Omega} c(x)\right\| \sigma \|^{2} d x \\
\liminf _{n \rightarrow \infty} \int_{S_{u}} d\left|\nu^{n}\right| \geq \int_{S_{u}} d|\nu|
\end{gather*}
$$

By classical arguments and for a fixed $j$, we also have

$$
\liminf _{n \rightarrow \infty} \int_{\Omega^{i} \cup \Omega^{e}} \phi\left(\left\|\nabla \sigma_{j}^{n}\right\|\right) d x \geq \int_{\Omega^{i} \cup \Omega^{e}} \phi\left(D \sigma_{j}\right) d x
$$

However, this minoration will not allow us to conclude anything because we need to be more precise. Using the notation proposed in Figure 5.1, and especially the decomposition $\Omega^{i} \cup \Omega^{e}=\Omega^{i, \alpha} \cup \Omega^{e, \alpha} \cup \Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}$, we can write

$$
\begin{equation*}
\int_{\Omega^{i} \cup \Omega^{e}} \phi\left(\left\|\nabla \sigma_{j}^{n}\right\|\right) d x=\underbrace{\int_{\Omega^{i, \alpha} \cup \Omega^{e, \alpha}} \phi\left(\left\|\nabla \sigma_{j}{ }^{n}\right\|\right) d x}_{\mathrm{A}^{\alpha}}+\underbrace{\int_{\Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}} \phi\left(\left\|\nabla \sigma_{j}{ }^{n}\right\|\right) d x}_{\mathrm{B}^{\alpha}} . \tag{5.35}
\end{equation*}
$$

We study both parts separately.
Integral $A^{\alpha}$. By classical arguments [25], we can write

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{\Omega^{i, \alpha} \cup \Omega^{e, \alpha}} \phi\left(\left\|\nabla \sigma_{j}^{n}\right\|\right) d x \geq \int_{\Omega^{i, \alpha} \cup \Omega^{e, \alpha}} \phi\left(D \sigma_{j}\right) d x \tag{5.36}
\end{equation*}
$$

Integral $B^{\alpha}$. Thanks to (4.6), we have

$$
\int_{\Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}} \phi\left(\left\|\nabla \sigma_{j}{ }^{n}\right\|\right) d x \geq \int_{\Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}} \phi^{\infty}\left(\left\|\nabla \sigma_{j}{ }^{n}\right\|\right) d x-k\left|\Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}\right|
$$

However, since $\phi^{\infty}$ is convex, we have

$$
\phi^{\infty}\left(\left\|\nabla \sigma_{j}^{n}\right\|\right)=\sup _{q^{G j} \in R^{2}} q^{G j} \cdot \nabla \sigma_{j}^{n}-\left(\phi^{\infty}\right)^{*}\left(q^{G j}\right)
$$

where

$$
\left(\phi^{\infty}\right)^{*}\left(x^{*}\right)= \begin{cases}0 & \text { if } x^{*} \in \operatorname{dom}\left(\phi^{*}\right)=\left\{x^{*} \in R^{2} /\left|x^{*}\right|<1\right\} \\ +\infty & \text { otherwise }\end{cases}
$$

So, for any function $q^{G j}(x)$ such that $q^{G j}(x) \in \operatorname{dom}\left(\phi^{*}\right)$ a.e. $x \in \Omega$ with $q^{G j}$ in $K$ defined by

$$
\begin{align*}
& K=\left\{q \in \mathbf{L}^{2}(\Omega)\right. \text { such that } \\
&\left\|q^{i}\right\|_{L^{\infty}(\Omega)} \leq 1,\left\|q^{e}\right\|_{L^{\infty}(\Omega)} \leq 1 \\
& \operatorname{div}\left(q^{i}\right) \text { and } \operatorname{div}\left(q^{e}\right) \in L^{2}(\Omega) \\
&\left.q^{i} \cdot n\right|_{S_{u}} \text { and }\left.q^{e} \cdot n\right|_{S_{u}} \in \mathcal{C}^{0}\left(S_{u}\right) \\
&\left.\left.q \cdot n\right|_{\partial \Omega}=0\right\} \tag{5.37}
\end{align*}
$$

we have

$$
\begin{equation*}
\int_{\Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}} \phi^{\infty}\left(\left\|\nabla \sigma_{j}^{n}\right\|\right) \geq \int_{\Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}} q^{G j} \cdot \nabla \sigma_{j}^{n} \tag{5.38}
\end{equation*}
$$

The set $K$ has been introduced so that all the integrals that we are going to write below are well defined. The only remaining problem is to estimate the limit of the right-hand side. To this end, we first integrate by parts the same term, but on $\Omega$. We have

$$
\begin{aligned}
\int_{\Omega} q^{G j} \cdot & \nabla \sigma_{j}^{n} d x=\int_{\Omega^{i}} q^{G j} \cdot \nabla \sigma_{j}^{n} d x+\int_{\Omega^{e}} q^{G j} \cdot \nabla \sigma_{j}^{n} d x \\
& =-\int_{\Omega^{i} \cup \Omega^{e}} \operatorname{div}\left(q^{G j}\right) \sigma_{j}^{n} d x+\int_{S_{u}}\left(q^{G j^{i}} \sigma_{j}^{i n}-q^{G j e} \sigma_{j}^{e^{n}}\right) \cdot n d s+\int_{\partial \Omega} q^{G j} \sigma_{j}^{n} \cdot n d s
\end{aligned}
$$

Thanks to the strong convergence in $\mathbf{L}^{\mathbf{2}}\left(\Omega^{i} \cup \Omega^{e}\right)$ of the sequence $\sigma^{n}$ and to (5.32) (5.33), we have

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{\Omega} q^{G j} \cdot \nabla \sigma_{j}^{n}  \tag{5.39}\\
& \quad=-\int_{\Omega^{i} \cup \Omega^{e}} \operatorname{div}\left(q^{G j}\right) \sigma_{j} d x+\int_{S_{u}}\left(q^{G j^{i}} \mu_{j}^{i}-q^{G j^{e}} \mu_{j}^{e}\right) \cdot n+\int_{\partial \Omega} q^{G j} \tilde{\mu}_{j} \cdot n
\end{align*}
$$

Moreover, if we consider $q^{G j} \cdot \nabla \sigma_{j}^{n}$ as a measure, for $\varphi \in \mathcal{C}_{c}^{1}(\Omega)$, we have by (4.11)

$$
\left\langle q^{G j} \cdot \nabla \sigma_{j}^{n}, \varphi\right\rangle=-\int_{\Omega} \operatorname{div}\left(q^{G j}\right) \sigma_{j}^{n} \varphi d x-\int_{\Omega} q^{G j} \cdot \nabla \varphi \sigma_{j}^{n} d x
$$

When $n$ tends to infinity, we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\langle q^{G j} \cdot \nabla \sigma_{j}^{n}, \varphi\right\rangle & =-\int_{\Omega} \operatorname{div}\left(q^{G j}\right) \sigma_{j} \varphi-\int_{\Omega} q^{G j} \cdot \nabla \varphi \sigma_{j} \\
& =\left\langle q^{G j} \cdot \nabla \sigma_{j}, \varphi\right\rangle
\end{aligned}
$$

The last result is the same as saying that the measure $q^{G j} \cdot \nabla \sigma_{j}^{n}$ converges to $q^{G j} \cdot \nabla \sigma_{j}$ for the topology $\mathcal{M}(\Omega)$ weak $\star$. Since $\Omega$ is bounded, we can prove in fact that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega^{i, \alpha} \cup \Omega^{e, \alpha}} q^{G j} \cdot \nabla \sigma_{j}^{n} d x=\int_{\Omega^{i, \alpha} \cup \Omega^{e, \alpha}} q^{G j} \cdot \nabla \sigma_{j} d x \tag{5.40}
\end{equation*}
$$

Consequently, substracting (5.40) from (5.39) permits us to write

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{\Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}} q^{G j} \cdot \nabla \sigma_{j}^{n} d x= & -\int_{\Omega^{i} \cup \Omega^{e}} \operatorname{div}\left(q^{G j}\right) \sigma_{j} d x-\int_{\Omega^{i, \alpha} \cup \Omega^{e, \alpha}} q^{G j} \cdot \nabla \sigma_{j} d x \\
& +\int_{S_{u}}\left(q^{G j^{i}} \mu^{i}{ }_{j}-q^{G j^{e}} \mu^{e}{ }_{j}\right) \cdot n+\int_{\partial \Omega} q^{G j} \tilde{\mu}_{j} \cdot n,
\end{aligned}
$$

and, after integrating by part the term $\int_{\Omega^{i, \alpha} \cup \Omega^{e, \alpha}} q^{G j} \cdot \nabla \sigma_{j} d x$, we can rewrite (5.38):

$$
\begin{align*}
\lim _{n \rightarrow \infty} \int_{\Omega_{S_{u}}^{i, \alpha} \cup \Omega_{S_{u}}^{e, \alpha}} \phi\left(\left\|\nabla \sigma_{j}^{n}\right\|\right) d x \geq & -\int_{\Omega^{i} \cup \Omega^{e}} \operatorname{div}\left(q^{G j}\right) \sigma_{j} d x+\int_{\Omega^{i, \alpha} \cup \Omega^{e, \alpha}} \operatorname{div}\left(q^{G j}\right) \sigma_{j} d x \\
& +\int_{S_{u}}\left(q^{G j^{i}} \mu^{i}{ }_{j}-q^{G j^{e}} \mu^{e}{ }_{j}\right) \cdot n \\
& -\int_{S_{u}^{i, \alpha}} q^{G j^{i}} \sigma_{j}^{i} \cdot n d s-\int_{S_{u}^{e, \alpha}} q^{G j^{e}} \sigma_{j}^{e} \cdot n d s \\
& +\int_{\partial \Omega} q^{G j} \cdot n\left(\tilde{\mu}_{j}-\sigma_{j} d s\right) . \tag{5.41}
\end{align*}
$$

Now that we have found a minoration for integrals $A^{\alpha}(5.36)$ and $B^{\alpha}(5.41)$, we merge both results and let $\alpha$ tend to 0 . The obtained result is

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} E_{2}\left(\sigma^{n}, \mu^{i^{n}}, \mu^{e^{n}}\right) \\
& \quad \geq \int_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\sum_{j=1}^{2} \int_{\Omega^{i} \cup \Omega^{e}} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2}+\int_{S_{u}} d|\nu|+\int_{S_{u}}\left\|\mu^{i}-\mu^{e}\right\|_{1} \\
& (\diamond) \quad+\sum_{j=1}^{2} \int_{S_{u}} q^{G j^{i}} \cdot n\left(\mu_{j}^{i}-\sigma_{j}^{i} d s\right)-\sum_{j=1}^{2} \int_{S_{u}} q^{G j^{e}} \cdot n\left(\mu_{j}^{e}-\sigma_{j}^{e} d s\right) \\
& (\diamond) \quad+\sum_{j=1}^{2} \int_{\partial \Omega} q^{G j} \cdot n\left(\tilde{\mu}_{j}-\sigma_{j} d s\right) \tag{5.42}
\end{align*}
$$

where $\nu=\frac{\mu^{i}+\mu^{e}}{2} \cdot n\left(u^{+}-u^{-}\right)+h_{2} d s$. Since this inequality is true for all $\mathbf{q}^{G}=$ $\left(q^{G 1}, q^{G 2}\right) \in K \times K$, it is still true when we take the supremum in $\mathbf{q}^{G}$. This supremum is taken for $q^{G 1}, q^{G 2} \in K$ defined by (5.37). Next, we introduce the set

$$
C(x)=\operatorname{closure}\left\{\left(q^{i}(x) \cdot n(x), q^{e}(x) \cdot n(x)\right), \quad\left(q^{i}, q^{e}\right) \in K\right\}
$$

which can be rewritten as

$$
\begin{aligned}
& C(x)=\operatorname{closure}\left\{\left(z^{i}, z^{e}\right) \in R^{2}\right. \text { such that } \\
& \exists\left(\varphi^{i}, \varphi^{e}\right) \in\left[\mathcal{C}^{0}\left(S_{u}\right)\right]^{2} / \varphi^{i}(x)=z^{i}, \varphi^{e}(x)=z^{e} \\
& \exists\left(q^{i}, q^{e}\right),\left\|q^{i}\right\|_{\infty} \leq 1,\left\|q^{e}\right\|_{\infty} \leq 1, \operatorname{div}\left(q^{i}\right) \text { and } \operatorname{div}\left(q^{e}\right) \in L^{2}(\Omega), \\
& q^{i}(x) \cdot n(x)=\varphi^{i}(x), q^{e}(x) \cdot n(x)=\varphi^{e}(x), x \in S_{u} \\
&q(x) \cdot n=0 \quad x \in \partial \Omega\}
\end{aligned}
$$

To compute the supremum of (5.42), we consider in (5.42) only the term noted with the symbol $(\checkmark)$. Notice that the term noted with the symbol $(\diamond)$ will not appear in the minimization thanks to the definition of the set $K$, where we have imposed $\left.q \cdot n\right|_{\partial \Omega}=0$. If we note

$$
W=\binom{\left(\mu_{1}^{i}-\sigma_{1}^{i}, \mu_{1}^{e}-\sigma_{1}^{e}\right)}{\left(\mu_{2}^{i}-\sigma_{2}^{i}, \mu_{2}^{e}-\sigma_{2}^{e}\right)}
$$

we claim that

$$
\begin{align*}
& \sup \left\{\sum_{j=1}^{2} \int_{S_{u}} q^{G j^{i}} \cdot n\left(\mu_{j}^{i}-\sigma_{j}^{i} d s\right)-\sum_{j=1}^{2} \int_{S_{u}} q^{G j^{e}} \cdot n\left(\mu_{j}^{e}-\sigma_{j}^{e} d s\right)\right\} \\
& \left(q^{G 1}, q^{G 2}\right) \in K^{2} \\
& =\sup _{Z} \int_{S_{u}} \sum_{j=1}^{2} Z_{j}^{t} \cdot W_{j}, \text { where } Z=\binom{\left(z_{1}^{i}, z_{1}^{e}\right)}{\left(z_{2}^{i}, z_{2}^{e}\right)} \in C(x)^{2}  \tag{5.43}\\
& =\int_{S_{u}}\left\|\mu^{i}-\sigma^{i} d s\right\|_{1}+\left\|\mu^{e}-\sigma^{e} d s\right\|_{1} . \tag{5.44}
\end{align*}
$$

Equality (5.43) corresponds to the permutation of the supremum. It is based on techniques developed in $[15,17]$. We then need to express that supremum giving the expression (5.44) [14, 13]. We refer to [35] for the complete proof.

Finally, taking the supremum in (5.42) with respect to $q^{G j^{i}}, q^{G j}{ }^{e}$ and using (5.44) permits us to have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} E_{2}\left(\sigma^{n}, \mu^{i n}, \mu^{e^{n}}\right) \geq \bar{E}_{2}\left(\sigma, \mu^{i}, \mu^{e}\right) \tag{5.45}
\end{equation*}
$$

where $\bar{E}_{2}$ has been previously defined in (5.17). The functional $\bar{E}_{2}$ is then a candidate to be the relaxed functional of $E_{2}$. It remains to show the second condition (5.30) (with $R\left(E_{2}\right)=\bar{E}_{2}$ ), which is the aim of Step 2 .

Step 2. The way to demonstrate (5.30) is based on the following assertion. Showing (5.30) is equivalent to proving that

$$
\begin{align*}
& \text { for all }\left(f, \varphi^{i}, \varphi^{e}\right) \in \mathbf{L}^{\infty}\left(\Omega^{i} \cup \Omega^{e}\right) \times \mathcal{C}^{0}\left(S_{u}\right) \times \mathcal{C}^{0}\left(S_{u}\right) \\
& \text { there exists }\left(f^{n}, \varphi^{i n}, \varphi^{e^{n}}\right) \underset{\tau^{d}}{ }\left(f, \varphi^{i}, \varphi^{e}\right) \text { such that } \\
& \qquad \liminf _{n \rightarrow \infty} E_{2}^{*}\left(f^{n}, \varphi^{i n}, \varphi^{e^{n}}\right) \geq R\left(E_{2}\right)^{*}\left(f, \varphi^{i}, \varphi^{e}\right) \tag{5.46}
\end{align*}
$$

where the superscript $*$ denotes the conjugate functionals. This result is due to [8] (see also [13], where this idea has been used).

Naturally, the difficulty is to compute the conjugate functional of $E_{2}$ and $\overline{E_{2}}$. This is done in Lemmas A. 1 and A. 2 of the appendix. We have shown that

$$
E_{2}^{*}\left(f, \varphi^{i}, \varphi^{e}\right)=\inf _{q \in \mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right)} J(q),
$$

where the minimum is computed for $q=\left(q^{\sigma}, q^{G 1}, q^{G 2}, q^{u}, q^{T 1}, q^{T 2}, q^{S_{u}}\right)$ in $\left(\mathbf{L}^{\infty}\left(\Omega^{\mathbf{i}} \cup \Omega^{\mathbf{e}}\right)\right)^{3}$ $\times L^{\infty}\left(\Omega^{i} \cup \Omega^{e}\right) \times\left(\mathbf{L}^{\infty}\left(\mathbf{S}_{\mathbf{u}}\right)\right)^{2} \times L^{\infty}\left(S_{u}\right)$ verifying the conditions (A.2)-(A.10) (which defines the set $\left.\mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right)\right)$ and

$$
{\overline{E_{2}}}^{*}\left(f, \varphi^{i}, \varphi^{e}\right)=\inf _{\bar{q} \in \overline{\mathcal{A}}\left(f, \varphi^{i}, \varphi^{e}\right)} \overline{\bar{J}}(\bar{q})
$$

when the minimum is computed for $\bar{q}=\left(\bar{q}^{\sigma}, \bar{q}^{G 1}, \bar{q}^{G 2}, \bar{q}^{u}, \bar{q}^{T 1}, \bar{q}^{T 2}, \bar{q}^{\mu^{i}}, \bar{q}^{\mu^{e}}, \bar{q}^{S_{u}}\right)$ in $\left(\mathbf{L}^{\infty}\left(\Omega^{\mathbf{i}} \cup \Omega^{\mathbf{e}}\right)\right)^{3} \times L^{\infty}\left(\Omega^{i} \cup \Omega^{e}\right) \times\left(\mathbf{L}^{\infty}\left(\mathbf{S}_{\mathbf{u}}\right)\right)^{4} \times L^{\infty}\left(S_{u}\right)$ verifying conditions (A.13)(A.24) (which defines the set $\overline{\mathcal{A}}\left(f, \varphi^{i}, \varphi^{e}\right)$ ). For more details about the definitions of $J, \bar{J}, \mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right)$ and $\overline{\mathcal{A}}\left(f, \varphi^{i}, \varphi^{e}\right)$, we refer to Lemmas A. 1 and A.2.

Let $\left(f^{n}, \varphi^{i^{n}}, \varphi^{e^{n}}\right)$ be a sequence such that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} E_{2}^{*}\left(f^{n}, \varphi^{i^{n}}, \varphi^{e^{n}}\right) \leq M, \tag{5.47}
\end{equation*}
$$

where $M$ is a constant. Then, for each $n$ and using the definition of the conjugate function associated with $E_{2}$ (Lemma A.1), there exists a $q^{n} \in \mathcal{A}\left(f^{n}, \varphi^{i^{n}}, \varphi^{e^{n}}\right)$ so that

$$
\begin{equation*}
E_{2}^{*}\left(f^{n}, \varphi^{i^{n}}, \varphi^{e^{n}}\right) \geq J\left(q^{n}\right)-\frac{1}{n} . \tag{5.48}
\end{equation*}
$$

Since $E_{2}^{*}\left(f^{n}, \varphi^{i^{n}}, \varphi^{e^{n}}\right)$ is uniformly bounded thanks to (5.47), it is easy to check that we can find an element $q \in \mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right)$ such that the sequence $q^{n}$ converges to $q$ for the weak topology of this space, that is to say, the topology

$$
\left(\mathbf{L}^{\infty}\left(\Omega^{\mathbf{i}} \cup \Omega^{\mathbf{e}}\right)\right)^{3} \text { weak } \times L^{\infty}\left(\Omega^{i} \cup \Omega^{e}\right) \text { weak } \times\left(\mathbf{L}^{\infty}\left(\mathbf{S}_{\mathbf{u}}\right)\right)^{2} \text { weak } \times L^{\infty}\left(S_{u}\right) \text { weak } .
$$

As the function $J$ is lower semicontinuous for this topology, we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} J\left(q^{n}\right) \geq J(q) \geq \inf _{q \in \mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right)} J(q) . \tag{5.49}
\end{equation*}
$$

Now, let us define the application $T$ by

$$
\begin{align*}
& T: \mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right) \rightarrow \overline{\mathcal{A}}\left(f, \varphi^{i}, \varphi^{e}\right),  \tag{5.50}\\
& T(q)=\bar{q},
\end{align*}
$$

where $\bar{q}$ is defined by:

$$
\begin{aligned}
\bar{q}^{\sigma} & =q^{\sigma} \\
\bar{q}^{G j} & =q^{G j}, \quad j=1,2 \\
\bar{q}^{u} & =q^{u} \\
\bar{q}^{S_{u}} & =q^{S_{u}} \\
\bar{q}^{T i} & =\frac{1}{2} q^{S_{u}} \cdot n\left(u^{+}-u^{-}\right)+q^{T i} \\
\bar{q}^{T e} & =\frac{1}{2} q^{S_{u}} \cdot n\left(u^{+}-u^{-}\right)+q^{T e} \\
\bar{q}^{\mu^{i}} & =\varphi^{i}-\frac{1}{2} q^{S_{u}} \cdot n\left(u^{+}-u^{-}\right) \\
\bar{q}^{\mu^{e}} & =\varphi^{e}-\frac{1}{2} q^{S_{u}} \cdot n\left(u^{+}-u^{-}\right)
\end{aligned}
$$

An easy computation permits us to see that if $q$ belongs to $\mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right)$, then $T(q)$ belongs to $\overline{\mathcal{A}}\left(f, \varphi^{i}, \varphi^{e}\right)$. Moreover, we can observe that

$$
J(q)=\bar{J}(T(q))
$$

Consequently, using (5.48)-(5.49), the definition of the function $T$ and Lemma A.2, we have

$$
\begin{align*}
\liminf _{n \rightarrow \infty} E_{2}^{*}\left(f^{n}, \varphi^{i^{n}}, \varphi^{e^{n}}\right) \geq & \inf _{q \in \mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right)} J(q)=\inf \overline{\mathcal{A}}(f(\bar{q}) \\
& \geq \inf ^{i} \bar{J}(\bar{q})=\bar{E}_{2}^{*}\left(f, \varphi^{e}\right) \cap \operatorname{lm}(T)  \tag{5.51}\\
& \bar{q} \in \overline{\mathcal{A}}\left(f, \varphi^{i}, \varphi^{e}\right)
\end{align*}
$$

which is exactly the statement (5.46).
Conclusion. As we can observe, the functional $\bar{E}_{2}$ complies with conditions (5.45) and (5.51), that is to say, (5.29)-(5.30) (or, equivalently, (5.29)-(5.46)). As a conclusion, we have

$$
R\left(E_{2}\right)=\bar{E}_{2}
$$

which is the desired statement.
Proposition 5.5. The relaxed functional noted $R(E)$ of the functional $E$ defined by (5.3) is given by
$R(E): \mathbf{B V}(\Omega) \rightarrow R$,
$R(E)(\sigma)=\int_{\Omega}\left|\sigma \cdot \nabla u+h_{1}\right| d x+\sum_{j=1}^{2} \int_{\Omega^{i} \cup \Omega^{e}} \phi\left(D \sigma_{j}\right)+\int_{\Omega} c(x)\|\sigma\|^{2}+\int_{S_{u}} \beta\left(x, \sigma^{i}, \sigma^{e}\right)$,
where

$$
\beta(x, \lambda, \theta)=\operatorname{Inf}\left\{|\lambda-s|+|\theta-t|+|s-t|+\left|\frac{s+t}{2} \cdot n(x)\left(u^{+}-u^{-}\right)+h_{2}(x)\right|:\right.
$$

$$
\begin{equation*}
\left.(s, t) \in R^{N} \times R^{N}\right\} \tag{5.53}
\end{equation*}
$$

Proof. This proposition is a direct consequence of Proposition 5.4, and we will just sketch the proof. Let us define

$$
G(\sigma)=\inf _{\left(\mu^{i}, \mu^{e}\right) \in \mathcal{M}(\Omega)} \overline{E_{1}}\left(\sigma, \mu^{i}, \mu^{e}\right)
$$

By classical arguments, we prove that the functional $G$ is lower semicontinuous, less than $E$, and also greater that $R(E)$; so in fact

$$
G(\sigma)=R(E)(\sigma)
$$

We deduce the final result from a Rockafellar theorem [42, 44] which permits to permute the infimum and the integral.

## 6. Existence for the relaxed functional.

Proposition 6.1. Let $R(E)$ be defined by (5.52) and (??), where $u$ verifies hypotheses (4.23)-(4.24), $\phi(\cdot)$ satisfies (4.2)-(4.3), (4.4)-(4.6), and $c(x)$ is a function verifying (4.7)-(4.8). Then the problem $\operatorname{Inf}\{R(E)(\sigma): \sigma \in \mathbf{B V}(\Omega)\}$ admits a solution in $\mathbf{B V}(\Omega)$.

Proof. The functional $R(E)$ is a convex function of measures which is lower semicontinuous by construction. Moreover, it is coercive, so we can uniformly bound minimizing sequences and deduce by classical arguments the existence of a solution.

The above theorem proves an existence result for the relaxed functional associated to the optical flow problem. The main difficulty came from the product $(\sigma \cdot D u)$, for which we found an explicit integral representation. It will be interesting to study more general functionals involving terms of the form $f((\sigma \cdot D u))$. This question will be considered in a forthcoming paper.

Another challenging problem is the numerical analysis of these abstract results. This induces several difficulties. One of the first is to characterize the solution. No Euler equations can be written, but some partial answers have been given, using variational [4] or dual [51] formulations. Then it will be necessary to propose some suitable discretizations to take into account the discontinuities of the solution. These problems will be considered in the future.

Appendix $\mathbf{A}$. The dual functionals $\boldsymbol{E}_{\mathbf{2}}^{*}$ and $\overline{\boldsymbol{E}}_{\mathbf{2}}^{*}$. We give in the two lemmas below the detailed expressions of the dual functions associated to $E_{2}$ and $\bar{E}_{2}$.

Lemma A.1. Let $E_{2}$ be given by (5.16). Its dual functional is defined by

$$
\begin{align*}
& E_{2}^{*}: \mathbf{L}^{\infty}\left(\Omega^{i} \cup \Omega^{e}\right) \times \mathcal{C}^{0}\left(S_{u}\right) \times \mathcal{C}^{0}\left(S_{u}\right) \rightarrow R,  \tag{A.1}\\
& E_{2}^{*}\left(f, \varphi^{i}, \varphi^{e}\right)=\inf _{q \in \mathcal{A}\left(f, \varphi^{i}, \varphi^{e}\right)}^{J}(q)
\end{align*}
$$

where the infimum is taken over $q=\left(q^{\sigma}, q^{G 1}, q^{G 2}, q^{u}, q^{T i}, q^{T e}, q^{S_{u}}\right)$ belonging to $\left(\mathbf{L}^{\infty}\left(\Omega^{\mathbf{i}} \cup \Omega^{\mathbf{e}}\right)\right)^{3} \times L^{\infty}\left(\Omega^{i} \cup \Omega^{e}\right) \times\left(\mathbf{L}^{\infty}\left(\mathbf{S}_{\mathbf{u}}\right)\right)^{2} \times L^{\infty}\left(S_{u}\right)$ and complying the following
conditions:

$$
\begin{align*}
\left|q^{u}\right| \leq 1 & \text { a.e. on } \Omega,  \tag{A.2}\\
\left|q^{G j}\right| \leq 1, j=1,2, & \text { a.e. on } \Omega,  \tag{A.3}\\
\left|q^{S_{u}}\right| \leq 1 & \text { a.e. on } S_{u},  \tag{A.4}\\
\left|q^{T i}+\varphi^{i}\right| \leq 1 & \text { a.e. on } S_{u},  \tag{A.5}\\
q^{u} \nabla u+q^{\sigma}-\operatorname{div}\left(\mathbf{q}^{\mathbf{G}}\right)-f=0 & \text { on } \Omega,  \tag{A.6}\\
\frac{1}{2} q^{S_{u}} n\left(u^{+}-u^{-}\right)+q^{T i}+\mathbf{q}^{\mathbf{G}^{i}}{ }_{n}=0 & \text { on } S_{u},  \tag{A.7}\\
\frac{1}{2} q^{S_{u}} n\left(u^{+}-u^{-}\right)+q^{T e}+\mathbf{q}^{\mathbf{G}^{e}}{ }_{n}=0 & \text { on } S_{u},  \tag{A.8}\\
q^{T i}+\varphi^{i}+q^{T e}+\varphi^{e}=0 & \text { on } S_{u},  \tag{A.9}\\
\mathbf{q}^{\mathbf{G}} n=0 & \text { on } \partial \Omega, \tag{A.10}
\end{align*}
$$

where $\mathbf{q}^{\mathbf{G}}$ is the matrix defined by $\mathbf{q}^{\mathbf{G}}=\binom{q^{G 1^{T}}}{q^{G 2^{T}}}$ and where the function $J$ is defined by

$$
\begin{equation*}
J(q)=\int_{\Omega} q^{u} h_{1} d x+\int_{\Omega} \frac{1}{4 c(x)^{2}}\left|q^{\sigma}\right|^{2} d x+\sum_{j=1}^{2} \int_{\Omega} \phi^{*}\left(\left|q^{G j}\right|\right) d x+\int_{S_{u}} q^{S_{u}} h_{2} d s \tag{A.11}
\end{equation*}
$$

Lemma A.2. Let $\bar{E}_{2}$ given by (5.17). Its dual functional is defined by

$$
\begin{align*}
& \bar{E}_{2}^{*}: \mathbf{L}^{\infty}\left(\Omega^{i} \cup \Omega^{e}\right) \times \mathcal{C}^{0}\left(S_{u}\right) \times \mathcal{C}^{0}\left(S_{u}\right) \rightarrow R,  \tag{A.12}\\
& \bar{E}_{2}^{*}\left(f, \varphi^{i}, \varphi^{e}\right)=\inf _{\bar{q} \in \overline{\mathcal{A}}\left(f, \varphi^{i}, \varphi^{e}\right)} \bar{J}(\bar{q}),
\end{align*}
$$

where the infimum is taken over $\bar{q}=\left(\bar{q}^{\sigma}, \bar{q}^{G 1}, \bar{q}^{G 2}, \bar{q}^{u}, \bar{q}^{T i}, \bar{q}^{T e}, \bar{q}^{\mu^{i}}, \bar{q}^{\mu^{e}}, \bar{q}^{S_{u}}\right)$ belonging to $\left(\mathbf{L}^{\infty}\left(\Omega^{\mathbf{i}} \cup \Omega^{\mathbf{e}}\right)\right)^{3} \times L^{\infty}\left(\Omega^{i} \cup \Omega^{e}\right) \times\left(\mathbf{L}^{\infty}\left(\mathbf{S}_{\mathbf{u}}\right)\right)^{4} \times L^{\infty}\left(S_{u}\right)$ and complying to the following conditions:

$$
\begin{align*}
\left|\bar{q}^{u}\right| \leq 1 & \text { a.e. on } \Omega,  \tag{A.13}\\
\left|\bar{q}^{G j}\right| \leq 1(j=1,2) & \text { a.e. on } \Omega,  \tag{A.14}\\
\left|\bar{q}^{S_{u}}\right| \leq 1 & \text { a.e. on } S_{u},  \tag{A.15}\\
\left|\bar{q}^{T i}+\bar{q}^{\mu^{i}}\right| \leq 1 & \text { a.e. on } S_{u},  \tag{A.16}\\
q^{T i} \text { and } q^{T e} \in \mathcal{C}(x) & \text { a.e. on } S_{u},  \tag{A.17}\\
\bar{q}^{u} \cdot \nabla u+\bar{q}^{\sigma}-\operatorname{div(\overline {\mathbf {q}}^{\mathbf {G}})-f=0} & \text { on } \Omega,  \tag{A.18}\\
q^{T i}+\overline{\mathbf{q}}^{\mathbf{G}^{i}}: n=0 & \text { on } S_{u},  \tag{A.19}\\
\bar{q}^{T e}+\overline{\mathbf{q}}^{e}: n=0 & \text { on } S_{u},  \tag{A.20}\\
\frac{1}{2} \bar{q}^{S_{u}} n\left(u^{+}-u^{-}\right)+\bar{q}^{\mu^{i}}-\varphi^{i}=0 & \text { on } S_{u},  \tag{A.21}\\
\frac{1}{2} \bar{q}^{S_{u}} n\left(u^{+}-u^{-}\right)+\bar{q}^{\mu^{e}}-\varphi^{e}=0 & \text { on } S_{u},  \tag{A.22}\\
\bar{q}^{T i}+\bar{q}^{\mu^{i}}+\bar{q}^{T e}+\bar{q}^{\mu^{e}}=0 & \text { on } S_{u},  \tag{A.23}\\
\overline{\mathbf{q}}^{\mathbf{G}}: n=0 & \text { on } \partial \Omega, \tag{A.24}
\end{align*}
$$

where $\overline{\mathbf{q}}^{\mathbf{G}}$ is the matrix defined by $\overline{\mathbf{q}}^{\mathbf{G}}=\binom{\bar{q}^{G 1^{T}}}{\bar{q}^{G 2^{T}}}$ and where the function $\bar{J}$ is defined by

$$
\begin{equation*}
\bar{J}(\bar{q})=\int_{\Omega} \bar{q}^{u} h_{1} d x+\int_{\Omega} \frac{1}{4 c(x)^{2}}\left|\bar{q}^{\sigma}\right|^{2} d x+\sum_{j=1}^{2} \int_{\Omega} \phi^{*}\left(\left|\bar{q}^{G j}\right|\right) d x+\int_{S_{u}} \bar{q}^{S_{u}} h_{2} d s \tag{A.25}
\end{equation*}
$$

Proof of Lemmas A. 1 and A.2. We refer to [35] for the complete proof, which is mainly technical. To get that result, we used classical techniques developed in [21], Rockafellar's theorem, and suitable choices of dual variables $q, \bar{q}$ to simplify calculus.
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#### Abstract

The goal of this article is to show that the notion of generalized graphs is able to represent the limit points of the sequence $\left\{g\left(u_{n}\right) d u_{n}\right\}$ in the weak- $\star$ topology of measures when $\left\{u_{n}\right\}$ is a sequence of continuous functions of uniformly bounded variation. The representation theorem induces a natural definition for the nonconservative product $g(u) d u$ in a BV context. Several existing definitions of nonconservative products are then compared, and the theory is applied to provide a notion of solutions and an existence theory to the Riemann problem for quasi-linear, strictly hyperbolic systems
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1. Introduction. The objective of this article is to present a theoretical frame for the definition and properties of nonconservative products in one space dimension. The issue of defining nonconservative products appears with Volpert's chain rule [31] for BV functions in several space dimensions. It is a central problem for defining a notion of weak solutions for a general quasi-linear hyperbolic system

$$
\begin{equation*}
\partial_{t} u+A(u) \partial_{x} u=0, \quad u(x, t) \in \mathbb{R}^{N}, \quad x \in \mathbb{R}, t>0 \tag{1.1}
\end{equation*}
$$

Such systems appear in several models of the engineering and physics literature, e.g., $[5,8,23,24,25,28]$. The origin of the nonconservative terms is usually a simplifying modeling assumption or a closure hypothesis. If (1.1) is conservative, i.e., $A(u)=$ $\nabla F(u)$ for some $F: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, then weak solutions are defined in the sense of distributions. In the general case, however, the term $A(u) \partial_{x} u$ will contain products of discontinuous functions with measures, and its definition is not obvious. At present, successful definitions exist in the one-space dimensional BV framework by LeFloch [14, 15], Dal Maso, LeFloch, and Murat [10] and Raymond [27]. The definition in [10] is based on a family of Lipschitz paths, is stable under weak convergence, and leads to a solution of the Riemann problem in the class of genuinely nonlinear, strictly hyperbolic systems with Riemann data that are sufficiently close. It has prompted investigations on existence of weak solutions to (1.1), LeFloch and Liu [17], and on convergence of numerical schemes, Hou and LeFloch [12]. The concept of extended graphs is used in [27] to provide a general definition that is stable under weak convergence.

[^66]Related issues appear in studies of transport equations with discontinuous coefficients (e.g., LeFloch [15, 16], LeFloch and Xin [20], Poupaud and Rascle [22], Bouchut and James [4]) and in minimization of certain types of functionals in the space of functions of bounded variation (e.g., Aviles and Giga [1], Raymond and Seghir [26]). The reader is referred to Colombeau [6], Colombeau and Leroux [7] for a theory of nonconservative products in a weaker functional framework.

Let $g: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ be a continuous function and $u:[a, b] \rightarrow \mathbb{R}^{N}$ be a function of bounded variation. Our scope is to provide a justifiable definition for the inner product of $g(u)$ and $\frac{d u}{d x}$, formally given by $g(u) \frac{d u}{d x}=\sum_{i=1}^{N} g^{i}(u) \frac{d u^{i}}{d x}$. This definition will be suggested by a representation theory of the limit points of sequences $\left\{g\left(u_{n}\right) \frac{d u_{n}}{d x}\right\}$ in weak topologies when the functions $u_{n}$ are smooth. This viewpoint reflects the premise that (1.1) arises in the limit of regularized problems as the dissipative mechanisms, such as viscosity or relaxation time, tend to zero. Accordingly, the nonconservative product will appear as a limit of regularized sequences.

If $u$ is a continuous BV function, there is a natural definition of the product $\mu=g(u) \frac{d u}{d x}$ as a Radon measure on $\mathcal{C}[a, b]$. This is done by setting

$$
\begin{equation*}
\langle\mu, \theta\rangle=\int_{[a, b]} \theta(x) g(u(x)) d u(x), \quad \theta \in \mathcal{C}[a, b] \tag{1.2}
\end{equation*}
$$

where the right-hand side is viewed as a Borel-Stieltjes integral relative to the (vectorvalued, signed) measure generated by $u \in \mathcal{C} \cap B V$. This definition is appropriate when $u$ is continuous. If $u$ has discontinuities, definition (1.2) is "not stable," because the integral $\int f d u$, for $f \in L^{1}(d u)$, changes values when changing $f$ at the points of discontinuity of $u$.

Consider a sequence $\left\{u_{n}\right\}$ of continuous functions $u_{n}:[a, b] \rightarrow \mathbb{R}^{N}$ that are of uniformly bounded variation

$$
\begin{equation*}
\sup _{[a, b]}\left|u_{n}\right|+T V_{[a, b]}\left(u_{n}\right) \leq C \tag{1.3}
\end{equation*}
$$

The products $g\left(u_{n}\right) d u_{n}$ are well defined by (1.2) and belong to $\mathcal{M}[a, b]=[\mathcal{C}[a, b]]^{\star}$, the dual space of $\mathcal{C}\left([a, b] ; \mathbb{R}^{N}\right)$. The space of Radon measures $\mathcal{M}[a, b]$ is usually equipped either with the strong topology, generated by the dual norm $\|\cdot\|_{\mathcal{M}}$, or with the weak- $\star$ topology. On account of (1.3), the sequence $\left\{g\left(u_{n}\right) d u_{n}\right\}$ satisfies $\left\|g\left(u_{n}\right) d u_{n}\right\|_{\mathcal{M}} \leq C^{\prime}$. (Throughout $C, C^{\prime}, \ldots$ will stand for constants that are independent of $n$.) Therefore, along a subsequence,

$$
\begin{equation*}
g\left(u_{n^{\prime}}\right) \frac{d u_{n^{\prime}}}{d x} \rightharpoonup \mu \quad \text { weak-ネ in } \mathcal{M}[a, b] \tag{1.4}
\end{equation*}
$$

to some measure $\mu$. Example 1.1 illustrates that, even if $u_{n}(x) \rightarrow u(x)$ pointwise, the sequence $\left\{g\left(u_{n}\right) d u_{n}\right\}$ may have multiple limit points in the weak- $\star$ topology.

Example 1.1. Let $u_{0}$, $u_{1}$ be two states in $\mathbb{R}^{N}, x_{0} \in(a, b)$ and $\pi:[0,1] \rightarrow \mathbb{R}^{N}$ be a Lipschitz continuous path satisfying $\pi(0)=u_{0}$ and $\pi(1)=u_{1}$. Consider the sequence of functions $v_{n}$, defined by

$$
v_{n}(x):= \begin{cases}u_{0} & \text { if } x \in\left[a, x_{0}-1 / n\right]  \tag{1.5}\\ \pi\left(\frac{x-\left(x_{0}-1 / n\right)}{2 / n}\right) & \text { if } x \in\left[x_{0}-1 / n, x_{0}+1 / n\right] \\ u_{1} & \text { if } x \in\left[x_{0}+1 / n, b\right]\end{cases}
$$

As $n \rightarrow \infty$, the sequence $\left\{v_{n}\right\}$ converges pointwise,

$$
v_{n}(x) \rightarrow v(x):= \begin{cases}u_{0} & \text { if } x \in\left[a, x_{0}\right)  \tag{1.6}\\ \pi(1 / 2) & \text { if } x=x_{0} \\ u_{1} & \text { if } x \in\left(x_{0}, b\right]\end{cases}
$$

and a calculation shows that

$$
\int_{a}^{b} \varphi(x) g\left(v_{n}(x)\right) \frac{d v_{n}}{d x} d x \rightarrow\left(\int_{0}^{1} g(\pi(s)) \pi^{\prime}(s) d s\right) \varphi\left(x_{0}\right)
$$

for $\varphi \in \mathcal{C}[a, b]$. That is,

$$
\begin{equation*}
g\left(v_{n}\right) \frac{d v_{n}}{d x} \rightharpoonup c(g, \pi) \delta_{x_{0}} \quad \text { weak- } \quad \text { in } \mathcal{M}[a, b] \tag{1.7}
\end{equation*}
$$

where $\delta_{x_{0}}$ stands for the Dirac measure at $x_{0}$ and the scalar $c(g, \pi)$ is given by the formula

$$
\begin{equation*}
c(g, \pi):=\int_{0}^{1} g(\pi(s)) \pi^{\prime}(s) d s \tag{1.8}
\end{equation*}
$$

Therefore, first, the limit points of $\left\{g\left(v_{n}\right) \frac{d v_{n}}{d x}\right\}$ depend on the limiting graph selected by $\left\{v_{n}\right\}$, expressed via the path $\pi$. Second, by mixing sequences whose internal structure is described by several distinct paths $\pi_{j}$, it is easy to generate a sequence $\left\{v_{n}\right\}$ which converges pointwise to the (same) limit $v$, but where $\left\{g\left(v_{n}\right) \frac{d v_{n}}{d x}\right\}$ has multiple weak $-\star$ limit points. There exists a notable exception to these features: If $g=\nabla f$ for some $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$, then $c(g, \pi)=f\left(u_{1}\right)-f\left(u_{0}\right)$ and the weak-丸 limit (1.7) is independent of $\pi$.

To characterize the weak-ᄎ limit points of $\left\{g\left(u_{n}\right) d u_{n}\right\}$ we follow the approach of Tartar [29], in his representation theory of weak limits via Young measures. Let $\mathcal{C}_{0}\left([a, b] \times \mathbb{R}^{N}\right)$ be the space of $\mathbb{R}^{N}$-valued continuous functions $f=f(x, \lambda)$ that tend to zero as $\lambda \in \mathbb{R}^{N}$ tends to infinity, equipped with the sup-norm, and let $\mathcal{M}\left([a, b] \times \mathbb{R}^{N}\right)=$ $\left[\mathcal{C}_{0}\left([a, b] \times \mathbb{R}^{N}\right)\right]^{\star}$ be the dual space of Radon measures on $[a, b] \times \mathbb{R}^{N}$. Define the Radon measures $p_{n}$ by

$$
\begin{equation*}
\left\langle p_{n}, f\right\rangle:=\int_{a}^{b} f\left(x, u_{n}(x)\right) d u_{n}(x) \quad \text { for } f \in \mathcal{C}_{0}\left([a, b] \times \mathbb{R}^{N}\right) \tag{1.9}
\end{equation*}
$$

Then (1.3) implies that

$$
\left|\left\langle p_{n}, f\right\rangle\right| \leq\left(T V_{[a, b]}\left(u_{n}\right)\right) \sup _{x \in[a, b],|\lambda| \leq C}|f(x, \lambda)|
$$

and, hence, $\left\|p_{n}\right\|_{\mathcal{M}} \leq C$. There exist a subsequence $\left\{p_{n_{k}}\right\}$ and a measure $p \in$ $\mathcal{M}\left([a, b] \times \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
p_{n_{k}} \rightharpoonup p \quad \text { weakly-ᄎ in } \mathcal{M}\left([a, b] \times \mathbb{R}^{N}\right) \tag{1.10}
\end{equation*}
$$

The question becomes to characterize the weak- $\star$ limit points of the sequence $\left\{p_{n}\right\}$.
The characterization is effected by using the concept of graph completion or (as we prefer to call it) generalized graph. This concept was introduced by Bressan and

Rampazzo [3] in a context of control problems and turns out to be sufficiently discriminating to capture the limiting graphs of the sequence $\left\{u_{n}\right\}$. Generalized graphs were used by Dal Maso, LeFloch, and Murat [10] and Raymond [27] as intermediate steps in their definitions of nonconservative products.

Definition 1.2 (see [3]). A generalized graph of $u$ is a map $(X, U):[0,1] \rightarrow$ $[a, b] \times \mathbb{R}^{N}$ such that $X, U$ are Lipschitz continuous and satisfy
(1) $(X(0), U(0))=(a, u(a)),(X(1), U(1))=(b, u(b))$;
(2) $X$ is increasing: $s_{1}<s_{2}$ implies $X\left(s_{1}\right) \leq X\left(s_{2}\right)$;
(3) given $y \in[a, b]$, there exists $s \in[0,1]$ such that $X(s)=y, U(s)=u(y)$.

Our aim is to reveal the central role of generalized graphs in providing a geometrically motivated definition of nonconservative products. To this end we exploit an equivalence relation on the space of continuous functions, accounting for reparametrizations of graphs, and the associated pseudometric of uniform graph convergence [3]. By definition, a sequence of graphs $\left\{\operatorname{gr}\left(u_{n}\right)\right\}$ is Cauchy in the sense of graph convergence, if upon reparametrizing its elements $\operatorname{gr}\left(u_{n}\right)$ we obtain a Cauchy sequence in the uniform metric. We will show that, given a sequence of continuous functions $\left\{u_{n}\right\}$ that is bounded in $B V[a, b]$, generalized graphs emerge as and are in correspondence to limit points of the sequence of graphs of $u_{n},\left\{g r\left(u_{n}\right)\right\}$, in the pseudometric of uniform graph convergence. Therefore, the terminology "graph completion" is somewhat misleading, in that it suggests that the completion of the graph is effected arbitrarily from the outside. Since such objects emerge as limits of graphs of sequences of continuous functions, we opt for the more pertinent terminology generalized graph. Using this notion we prove a representation theorem on the weak- $\star$ limits in (1.4) and (1.10).

THEOREM 1.3. (a) Let $\left\{u_{n}\right\}$ be a sequence of continuous functions satisfying the uniform bounds (1.3). There exists a subsequence $\left\{u_{n_{k}}\right\}$ and a generalized graph $(X, U)$ such that, for any continuous function $g=g(\lambda)$, we have

$$
\begin{equation*}
\int_{[a, b]} \theta(x) g\left(u_{n_{k}}(x)\right) d u_{n_{k}}(x) \rightarrow\langle\mu(g), \theta\rangle \quad \text { for } \quad \theta \in \mathcal{C}[a, b] \tag{1.11}
\end{equation*}
$$

where $\mu: \mathcal{C}_{0}\left(\mathbb{R}^{N}\right) \rightarrow \mathcal{M}[a, b]$ is defined by

$$
\begin{equation*}
\langle\mu(g), \theta\rangle=\int_{0}^{1} \theta(X(s)) g(U(s)) d U(s) \tag{1.12}
\end{equation*}
$$

(b) Conversely, given a generalized graph $(X, U)$, let $\mu$ be defined by (1.12). There exists a sequence of Lipschitz functions $\left\{u_{n}\right\}$, uniformly bounded in BV, such that for any continuous $g$,

$$
\begin{equation*}
g\left(u_{n}\right) d u_{n} \rightharpoonup \mu(g) \quad \text { weak-» in } \mathcal{M}[a, b] \tag{1.13}
\end{equation*}
$$

The plan of the article is as follows. Section 2 is preliminary, presenting a change of variable formula for Borel-Stieltjes integrals, an equivalence relation accounting for reparametrizations of continuous paths, and the notion of uniform graph convergence. The case of a continuous BV function is also considered; we introduce the arc-length (or canonical) parametrization of the graph of $u$ and use it, in conjunction with the change of variable formula, to explore the ramifications of definition (1.2) for the nonconservative product $g(u) d u$, with $u \in \mathcal{C} \cap B V$.

In sections 3 and 4 we study properties of sequences of continuous functions $\left\{u_{n}\right\}$ that are bounded in $B V[a, b]$. After presenting the notion of a generalized graph,
we show that, first, generalized graphs arise as limits of subsequences to $\left\{\operatorname{gr}\left(u_{n}\right)\right\}$ in the pseudometric of graph convergence and, second, that a given generalized graph can always be approximated by a suitable sequence of graphs of continuous functions. The results are summarized in Theorem 3.2 and are put in a metric space framework at the end of section 3.1. Then in section 3.2 we prove a representation theorem.

The representation theorem suggests to define nonconservative products as measures based on generalized graphs. Two definitions, along with associated weak stability theorems, are pursued: In section 4.1, the nonconservative product is defined as a Radon measure (Definition 4.1), while, in section 4.2, it is defined as a signed Borel measure via its distribution function (Definition 4.4). The definitions are equivalent and invariant under reparametrizations of the geometric graph determined by $(X, U)$; i.e., they depend on the equivalence class of the generalized graph $(X, U)$ but not on the specific representative.

In sections 4.3 and 4.4, we compare various definitions of nonconservative products. To assess the issue, it is instructive to keep in mind the analogy to the solution of the Riemann problem for hyperbolic systems. There exist two approaches for solving the Riemann problem: In the first the solution is effected by patching together elementary solutions (shocks, rarefaction waves, and contact discontinuities), while in the second the whole wave fan is visualized to emerge as a single structure in a small parameter (viscosity, relaxation, etc.) limit of a higher-order theory. Accordingly, two viewpoints for defining nonconservative products can be taken: (i) the product is defined in a pointwise fashion by using a predetermined family of paths at points of jump discontinuity, (ii) the product is defined on the whole structure (the generalized graph). The comparison hinges on the relation between generalized graphs and graphs of functions of bounded variation (Propositions 4.7 and 4.8). The emerging definitions are consistent, with each being more adept for a different range of applications. Section 4.4 analyzes several typical examples of nonconservative products.

We complete the article with a study of the Riemann problem for quasi-linear hyperbolic systems. For genuinely nonlinear systems the solution of the Riemann problem is established in LeFloch [14] and Dal Maso, LeFloch, and Murat [10]. The main step is a construction of the shock curves in the nonconservative case, in the spirit of Lax [13]. The present result is based on an entirely different construction process, following the method of self-similar zero-viscosity limits (see Dafermos [9], Tzavaras [30]). It yields a solution for weak waves of the Riemann problem in the class of general strictly hyperbolic systems with no further assumptions (like genuine nonlinearity or finite number of inflection points) on the characteristic fields. The necessary a priori BV estimates are established in the companion articles [18, 19].

## 2. Preliminary notions.

2.1. Change of variables formula. Throughout, we work in the framework of functions of bounded variation. The total variation of an $\mathbb{R}^{N}$-valued function $u$ on an interval $[a, b]$ is defined by

$$
T V_{[a, b]}(u):=\sup \sum_{i=1}^{n}\left|u\left(x_{i}\right)-u\left(x_{i-1}\right)\right|,
$$

where $|\cdot|$ stands for the Euclidean length in $\mathbb{R}^{N}$ and the supremum is taken over all finite partitions $a=x_{0}<x_{1}<\cdots<x_{n}=b$. Let $u:[a, b] \rightarrow \mathbb{R}^{N}$ be a function of bounded variation and let $T_{u}:[a, b] \rightarrow[0, \infty)$ be the total variation function of $u$,
defined by

$$
\begin{equation*}
T_{u}(x):=T V_{[a, x]}(u) \quad \text { for } x \in[a, b] \tag{2.1}
\end{equation*}
$$

The domain of $u$ can be decomposed into two disjoint sets: $\mathcal{C}_{u}$ the set of points of continuity of $u$ and $\mathcal{S}_{u}$ the set of points of discontinuity, respectively. The set $\mathcal{S}_{u}$ is at most countable, and the right and left limits $u(x+), u(x-)$, for $x \in(a, b)$, and $u(a+)$, $u(b-)$ exist and are finite. We use the notation $u(a-)=u(a)$ and $u(b+)=u(b)$. Note that $x$ is a point of (right or left) continuity for $u$ if and only if $x$ is a point of (right or left) continuity for $T_{u}$. In the particular case that $u$ is Lipschitz continuous (or even when $u$ is absolutely continuous, $u \in W^{1,1}(a, b)$ ), the total variation function $T_{u}$ can be computed by the formula

$$
\begin{equation*}
T_{u}(x)=\int_{a}^{x}\left|u^{\prime}(y)\right| d y \tag{2.2}
\end{equation*}
$$

If $u$ is of bounded variation and right continuous on $(a, b)$, there exists a unique finite, signed Borel measure $\mu_{u}$ generated by $u$,

$$
u(x)-u(a+)=\mu_{u}((a, x]) \text { for } x \in(a, b], \quad u(a+)-u(a)=\mu_{u}(\{a\})
$$

The measure $\mu_{u}$ is typically denoted by $d u$, its total variation measure satisfies $|d u|=$ $d T_{u}$, and it can be decomposed into an absolutely continuous part $u^{\prime}(x) d x$, an atomic part $d_{a} u$, and a singular part (relative to the Lebesgue measure) $d_{s} u$, according to the formula $d u=u^{\prime}(x) d x+d_{a} u+d_{s} u$.

For functions $u, v:[a, b] \rightarrow \mathbb{R}^{N}$ right continuous and of bounded variation, there is an integration by parts formula: If $u$ and $v$ have no common points of discontinuity, $\mathcal{S}_{u} \cap \mathcal{S}_{v}=\emptyset$, then

$$
\begin{equation*}
\int_{[\alpha, \beta]} v(x) d u(x)+\int_{[\alpha, \beta]} u(x) d v(x)=v(\beta+) u(\beta+)-v(\alpha-) u(\alpha-) \tag{2.3}
\end{equation*}
$$

for any $[\alpha, \beta] \subset[a, b]$. (Here and in what follows we use the notation $v d u$ to mean the inner product $\sum_{i} v_{i} d u_{i}$, where $u_{i}$ and $v_{i}$ are the components of $u$ and $v$, respectively.) If $v$ is absolutely continuous, (2.3) takes the more conventional form

$$
\begin{equation*}
\int_{[\alpha, \beta]} v(x) d u(x)=-\int_{[\alpha, \beta]} u(x) v^{\prime}(x) d x+v(\beta) u(\beta+)-v(\alpha) u(\alpha-) \tag{2.4}
\end{equation*}
$$

We will need certain change of variable formulas that follow from a general measure theoretic construction. We first outline the general construction of image measures, taken out of Folland [11, p. 287]. Let $(\Omega, \mathcal{B}, \mu)$ be a measure space, let $\left(\Omega^{\prime}, \mathcal{B}^{\prime}\right)$ be a measurable space, and let $\varphi: \Omega \rightarrow \Omega^{\prime}$ be a $\left(\mathcal{B}, \mathcal{B}^{\prime}\right)$-measurable map. Then $\mu$ induces an image measure $\mu^{\varphi}$ on $\Omega^{\prime}$ by

$$
\begin{equation*}
\mu^{\varphi}(E)=\mu\left(\varphi^{-1}(E)\right) \quad \text { for } E \in \mathcal{B}^{\prime} \tag{2.5}
\end{equation*}
$$

It is easy to check that $\mu^{\varphi}$ defines a measure on $\left(\Omega^{\prime}, \mathcal{B}^{\prime}\right)$. (The reader is warned not to confuse the measure $\mu^{\varphi}$ with the Borel measure $\mu_{u}$ generated by the right continuous BV function $u$.) One also has the formula.

Proposition 2.1. If $f: \Omega^{\prime} \rightarrow \mathbb{R}$ is a measurable function, then

$$
\begin{equation*}
\int_{\Omega^{\prime}} f d \mu^{\varphi}=\int_{\Omega}(f \circ \varphi) d \mu \tag{2.6}
\end{equation*}
$$

whenever either side is defined.

The proof of (2.6) follows the familiar process of first proving it for characteristic functions $f=\mathbb{1}_{E}$ with $E \in \mathcal{B}^{\prime}$, by using $\mathbb{1}_{E} \circ \varphi=\mathbb{1}_{\varphi^{-1}(E)}$ and (2.5), then for simple functions and finally for integrable functions; cf. [11, p. 287]. In probability theory, when $\mu$ is a probability measure and $\varphi: \Omega \rightarrow \mathbb{R}$ is a Borel-measurable real-valued function, the image measure $\mu^{\varphi}$ is called the distribution of the random variable $\varphi$.

For $u$ a right continuous function of bounded variation, let $L^{1}(d u)$ denote the integrable functions with respect to the (signed) vector measure $d u$. For instance, all the bounded, Borel measurable functions belong to $L^{1}(d u)$. Proposition 2.1 provides certain change of variable formulas for Borel-Stieltjes integrals that are used extensively in the sequel.

ThEOREM 2.2. Let $u:[a, b] \rightarrow \mathbb{R}^{N}$ be a right continuous function of bounded variation, and let $X:[0,1] \rightarrow[a, b]$ be a continuous increasing (not necessarily strictly increasing) change of variables with $X(0)=a, X(1)=b$.
(a) If $X^{-1}$ denotes the left-continuous inverse of $X$, then, for $f \in L^{1}(d(u \circ X))$, we have

$$
\begin{equation*}
\int_{[0,1]} f(s) d(u \circ X)(s)=\int_{[a, b]} f \circ X^{-1}(x) d u(x) \tag{2.7}
\end{equation*}
$$

(b) For any function $g \in L^{1}(d u)$, we have

$$
\begin{equation*}
\int_{[0,1]}(g \circ X)(s) d(u \circ X)(s)=\int_{[a, b]} g(x) d u(x) \tag{2.8}
\end{equation*}
$$

Formula (2.8) when $d u$ is the Lebesgue measure is stated as an exercise in Folland [11, p. 103]. It is easy to construct examples showing that (2.8) fails if the hypothesis " $X$ continuous" is replaced by " $X$ right continuous."

Proof. We first establish (2.7) and (2.8) under the hypotheses

$$
\begin{align*}
& u:[a, b] \rightarrow \mathbb{R} \quad \text { increasing and right continuous, } \\
& f:[0,1] \rightarrow[0, \infty] \quad \text { Borel measurable }  \tag{2.9}\\
& g:[a, b] \rightarrow[0, \infty] \quad \text { Borel measurable. }
\end{align*}
$$

Since $X$ is increasing, the inverse of $X$ is a multivalued increasing map. We select the single-valued left-continuous inverse $\varphi=X^{-1}$ of the map $X$. Note that $X \circ \varphi=i d$, but in general $\varphi \circ X \neq i d$. The function $\varphi:[a, b] \rightarrow[0,1]$ is single valued, increasing, and satisfies

$$
\varphi^{-1}((s, \tau])=(X(s), X(\tau)] \quad \text { for } s, \tau \in[0,1]
$$

Since the half-open intervals generate the Borel $\sigma$-algebra, $\varphi$ is a $\left(\mathcal{B}_{[a, b]}, \mathcal{B}_{[0,1]}\right)$-measurable map, that is, a Borel measurable map. Also, $f \circ \varphi$ is Borel measurable as well.

Let $\mu_{u}$ be the Borel measure generated by $u$, and let $\mu_{u}^{\varphi}$ be the image measure of $\mu_{u}$ under $\varphi$. Then

$$
\mu_{u}^{\varphi}((s, \tau])=\mu_{u}\left(\varphi^{-1}((s, \tau])\right)=\mu_{u}((X(s), X(\tau)])=\mu_{u \circ X}((s, \tau])
$$

Since $\mu_{u}^{\varphi}$ and $\mu_{u \circ X}$ agree on the half-open intervals, the extension theorems for premeasures (e.g., [11, Thms. 1.14 and 1.16]) imply $\mu_{u}^{\varphi}=\mu_{u \circ X}$ on the Borel sets $\mathcal{B}_{[0,1]}$. Formula (2.7) is then a consequence of Proposition 2.1. In turn, (2.8) follows from (2.7), upon setting $f=g \circ X$ and using the identity $X \circ \varphi=i d$.

Once (2.7) and (2.8) are established under (2.9), they are extended to hold under the hypotheses of Theorem 2.2. Consider, for instance, (2.7). It is first extended to hold for Borel measurable functions $f:[0,1] \rightarrow \mathbb{R}$ that are integrable with respect to $d(u \circ X)$, by using the decomposition $f=f^{+}-f^{-}$, with $f^{+}, f^{-} \in L^{1}(d(u \circ X))$. Next, if $u:[a, b] \rightarrow \mathbb{R}$ is a function of bounded variation, it can be decomposed in the form $u=u_{1}-u_{2}$, with $u_{1}, u_{2}$ increasing and thus $d u_{1}, d u_{2}$ positive measures. Using the induced decomposition $d(u \circ X)=d\left(u_{1} \circ X\right)-d\left(u_{2} \circ X\right)$ of the signed measure $d(u \circ X)$ into a difference of positive measures, we can extend (2.7) to hold in this case also. Finally, the extension to the vector-valued case is trivial.

Theorem 2.2 also yields a simple proof of the chain rule for Lipschitz functions in the one-dimensional context (see Marcus and Mizel [21], Boccardo and Murat [2]).

Corollary 2.3. Suppose that $u:[a, b] \rightarrow \mathbb{R}^{N}$ is absolutely continuous and $X:[0,1] \rightarrow[a, b]$ is increasing, continuous, and onto. Then

$$
\begin{equation*}
d(u \circ X)=\left(u^{\prime} \circ X\right) d X \tag{2.10}
\end{equation*}
$$

If $X$ is absolutely continuous, then
$\frac{d}{d s}(u \circ X)(s)=u^{\prime}(X(s)) \frac{d X}{d s}(s) \quad$ for almost everywhere (a.e.) $s \in[0,1]$.
Proof. We will show that

$$
\int_{0}^{s} d(u \circ X)=\int_{0}^{s} u^{\prime}(X(s)) d X(s) \quad \text { for } s \in[0,1]
$$

Fix $s \in[0,1]$ and let $y=X(s)$ and $\bar{s}=\inf \{s \in[0,1]: X(s)>y\}$. Then $X(\tau)=y$ on the interval $[s, \bar{s}]$, and (2.8) in Theorem 2.2 implies

$$
\begin{aligned}
\int_{0}^{s} d(u \circ X) & =\int_{0}^{\bar{s}} d(u \circ X)=\int_{[a, y]} d u(x)=\int_{[a, y]} u^{\prime}(x) d x \\
& =\int_{0}^{\bar{s}} u^{\prime}(X(s)) d X(s)=\int_{0}^{s} u^{\prime}(X(s)) d X(s)
\end{aligned}
$$

Hence, (2.10) follows.
If $X$ is absolutely continuous, then $u \circ X$ is also absolutely continuous and (2.11) follows from (2.10).

Let $B V[a, b]$ be the set of all functions $u:[a, b] \rightarrow \mathbb{R}^{N}$ of bounded variation. The space $B V[a, b]$ can be identified to the space of (equivalence classes of) functions $u$ in $L^{1}(a, b)$ whose distributional derivative, $d u / d x$, is a finite, signed Borel measure. To see that, let $u \in B V[a, b]$ and let $\bar{u}$ denote a right continuous BV function such that $u=\bar{u}$ a.e. (the function $\bar{u}$ is uniquely determined by the equivalence class of $u$ ). By the Riesz representation theorem, the signed Borel measure $d \bar{u}$, generated by $\bar{u}$, can be identified with a bounded linear functional $\nu_{\bar{u}}$ on $\mathcal{C}[a, b]$,

$$
\begin{equation*}
\left\langle\nu_{\bar{u}}, \theta\right\rangle=\int_{[a, b]} \theta(x) d \bar{u}(x) \quad \text { for } \theta \in \mathcal{C}[a, b] \tag{2.12}
\end{equation*}
$$

Then (2.4) implies that, for $\varphi \in \mathcal{C}_{c}^{1}(a, b)$,

$$
\begin{equation*}
\left\langle\nu_{\bar{u}}, \varphi\right\rangle=\int_{(a, b)} \varphi(x) d \bar{u}(x)=-\int_{(a, b)} \varphi^{\prime}(x) u(x) d x \tag{2.13}
\end{equation*}
$$

i.e., the distributional derivative of $u$ satisfies $d u / d x=\nu_{\bar{u}}$. Moreover,

$$
\begin{equation*}
\left|\nu_{\bar{u}}\right|([a, b])=T V_{[a, b]}(\bar{u}) \tag{2.14}
\end{equation*}
$$

We note that if another representative is used on the right of (2.14), then equality is in general replaced by a strict inequality. The space $B V[a, b]$, when equipped with the norm

$$
\|u\|_{B V}=\|u\|_{L^{1}}+\left|\nu_{\bar{u}}\right|([a, b])
$$

becomes a Banach space. For functions of one variable, it is customary to use the equivalent norm

$$
\|u\|_{B V}=\|u\|_{L^{\infty}}+\left|\nu_{\bar{u}}\right|([a, b])
$$

We refer to Folland [11] and Volpert [31] for further information on the theory of BV functions.
2.2. Reparametrizations and distance of graphs. We present first the notion of uniform graph convergence [3, 10], which emerges when continuous paths are studied from the viewpoint of identifying two paths if their ranges coincide. In $\mathcal{C}[0,1]$, the space of continuous paths $V:[0,1] \rightarrow \mathbb{R}^{M}$, an equivalence relation is introduced.

Definition 2.4. We say that $V_{1}$ and $V_{2}$ are equivalent, $V_{1} \sim V_{2}$, if and only if there exist two continuous, increasing (but not necessarily strictly increasing) and surjective maps $\gamma_{1}, \gamma_{2}:[0,1] \rightarrow[0,1]$ such that $V_{1} \circ \gamma_{1}=V_{2} \circ \gamma_{2}$.

The following lemma is proved in [3, Lemma 1$]$.
Lemma 2.5. Let $V_{1}, V_{2} \in \mathcal{C}[0,1]$. Given two continuous, increasing, and surjective maps $\gamma_{1}, \gamma_{2}:[0,1] \rightarrow[0,1]$ there exist two increasing, surjective maps $\alpha_{1}, \alpha_{2}$ : $[0,1] \rightarrow[0,1]$, Lipschitz continuous with Lipschitz constant 3, such that

$$
\max _{[0,1]}\left|V_{1} \circ \alpha_{1}-V_{2} \circ \alpha_{2}\right|=\max _{[0,1]}\left|V_{1} \circ \gamma_{1}-V_{2} \circ \gamma_{2}\right| .
$$

Therefore, $V_{1} \sim V_{2}$ if and only if there exist two Lipschitz continuous, increasing, and surjective maps $\alpha_{1}, \alpha_{2}:[0,1] \rightarrow[0,1]$ such that $V_{1} \circ \alpha_{1}=V_{2} \circ \alpha_{2}$.

If $V$ is continuous and of bounded variation (and $T V_{[0,1]}(V) \neq 0$ ), then $V^{c}$ : $[0,1] \rightarrow \mathbb{R}^{M}$, the canonical parametrization of $V$, is defined by

$$
\begin{equation*}
V^{c}(\tau)=V(s), \tau=\frac{1}{L} T_{V}(s), \quad \text { where } L:=T V_{[0,1]}(V) \tag{2.15}
\end{equation*}
$$

the total variation function $T_{V}$ being defined by (2.1). It is easy to check that $V^{c}$ is well defined and, for $\tau_{1}<\tau_{2}$,

$$
\begin{equation*}
\left|V^{c}\left(\tau_{2}\right)-V^{c}\left(\tau_{1}\right)\right|=\left|V\left(s_{2}\right)-V\left(s_{1}\right)\right| \leq T_{V}\left(s_{2}\right)-T_{V}\left(s_{1}\right)=L\left(\tau_{2}-\tau_{1}\right) \tag{2.16}
\end{equation*}
$$

Hence, $V=V^{c} \circ \gamma$ where $V^{c}$ is a Lipschitz continuous path and $\gamma=(1 / L) T_{V}$ is continuous. The equivalence relation separates $\mathcal{C}[0,1]$ into equivalence classes that satisfy the following properties:
(1) If $V_{1} \sim V_{2}$ and $V_{1}$ is of bounded variation, then $V_{2}$ is of bounded variation.
(2) If $V$ is of bounded variation, then a Lipschitz continuous representative of the class can be selected, $V^{c}$.
(3) If $V_{1}, V_{2}$ are of bounded variation, then $V_{1} \sim V_{2}$ if and only if $V_{1}^{c}=V_{2}^{c}$.

Statements (1) and (2) are clear. To show (3), suppose that $V_{1} \sim V_{2}$ are of bounded variation and introduce the canonical parametrizations $V_{\imath}=V_{\imath}^{c} \circ \gamma_{2}$, where $\gamma_{\imath}=\left(1 / L_{\imath}\right) T_{V_{\imath}}$ for $\imath=1,2$. Let $\alpha_{1}, \alpha_{2}:[0,1] \rightarrow[0,1]$ be Lipschitz continuous, increasing, surjective maps such that $V_{1} \circ \alpha_{1}=V_{2} \circ \alpha_{2}$. Then $T_{V_{1}} \circ \alpha_{1}=T_{V_{2}} \circ \alpha_{2}$, $\gamma_{1} \circ \alpha_{1}=\gamma_{2} \circ \alpha_{2}$, and thus $V_{1}^{c}=V_{2}^{c}$.

On the space of continuous paths, we define a distance function:

$$
\begin{equation*}
\operatorname{dist}\left(V_{1}, V_{2}\right):=\inf _{\gamma_{1}, \gamma_{2}} \max _{s \in[0,1]}\left|\left(V_{1} \circ \gamma_{1}\right)(s)-\left(V_{2} \circ \gamma_{2}\right)(s)\right|, \tag{2.17}
\end{equation*}
$$

where the infimum is taken over all continuous, increasing, and surjective maps $\gamma_{1}, \gamma_{2}$ : $[0,1] \rightarrow[0,1]$. Bressan and Rampazzo [3] introduce the distance and show that it defines a pseudometric,

$$
\begin{aligned}
& \operatorname{dist}\left(V_{1}, V_{2}\right)=\operatorname{dist}\left(V_{2}, V_{1}\right), \\
& \operatorname{dist}(V, V)=0, \\
& \operatorname{dist}\left(V_{1}, V_{3}\right) \leq \operatorname{dist}\left(V_{1}, V_{2}\right)+\operatorname{dist}\left(V_{2}, V_{3}\right),
\end{aligned}
$$

and that, by virtue of Lemma 2.5, the infimum in (2.15) is attained on two Lipschitz continuous paths $\alpha_{1}, \alpha_{2}$, so that the distance can be computed by

$$
\operatorname{dist}\left(V_{1}, V_{2}\right)=\max _{s \in[0,1]}\left|\left(V_{1} \circ \alpha_{1}\right)(s)-\left(V_{2} \circ \alpha_{2}\right)(s)\right| .
$$

In particular, that implies $\operatorname{dist}\left(V_{1}, V_{2}\right)=0$ if and only if $V_{1} \sim V_{2}$ and, thus, if the distance is viewed on the quotient space $\mathcal{X}=\left[\mathcal{C}\left([0,1] ; \mathbb{R}^{M}\right) / \sim\right]$, it induces a metric. (Working with equivalence classes has the disadvantage of being cumbersome and identifying otherwise different functions; we will avoid doing that directly, but it is instructive to keep the structure in mind.) The associated convergence is called uniform graph convergence and is denoted by $V_{n} \xrightarrow{\text { d }} V:\left\{V_{n}\right\}$ converges in graph to $V$ if $\operatorname{dist}\left(V_{n}, V\right) \rightarrow 0$. Equivalently, $V_{n} \xrightarrow{\mathrm{~d}} V$ if there exist two Lipschitz continuous, increasing, surjective maps $\alpha_{n}, \alpha:[0,1] \rightarrow[0,1]$ such that

$$
\operatorname{dist}\left(V_{n}, V\right)=\max _{[0,1]}\left|V_{n} \circ \alpha_{n}-V \circ \alpha\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

Finally we state a compactness result in Proposition 2.6.
Proposition 2.6. Let $\left\{V_{n}\right\}$ be a sequence of continuous functions on $[0,1]$ that are of uniformly bounded total variation. There exists a subsequence $\left\{V_{n_{k}}\right\}$ and a Lipschitz continuous representative $V^{c}:[0,1] \rightarrow \mathbb{R}^{M}$ such that $V_{n_{k}} \xrightarrow{d} V^{c}$.

Proof. Let $V_{n}^{c}$ be the canonical representatives of $V_{n}$, say, $V_{n}=V_{n}^{c} \circ \gamma_{n}$. By (2.15)-(2.16), $V_{n}^{c}$ are uniformly Lipschitz continuous, with Lipschitz constant equal to the uniform variation bound of the sequence $V_{n}$. Since $V_{n} \sim V_{n}^{c}$, Lemma 2.5 implies there exist sequences $\alpha_{n}, \beta_{n}$ of uniformly Lipschitz continuous parametrizations such that $V_{n} \circ \alpha_{n}=V_{n}^{c} \circ \beta_{n}$. By the Ascoli-Arzela theorem there exist subsequences $V_{n_{k}}^{c}$, $\alpha_{n_{k}}, \beta_{n_{k}}$, and Lipschitz continuous functions $V^{c}:[0,1] \rightarrow \mathbb{R}^{M}$ and $\alpha, \beta:[0,1] \rightarrow[0,1]$ so that $V_{n_{k}}^{c} \rightarrow V^{c}, \alpha_{n_{k}} \rightarrow \alpha$, and $\beta_{n_{k}} \rightarrow \beta$ uniformly on $[0,1]$. Then

$$
\begin{aligned}
V_{n_{k}} \circ \alpha_{n_{k}} & =V_{n_{k}}^{c} \circ \beta_{n_{k}} \\
& =\left(V_{n_{k}}^{c} \circ \beta_{n_{k}}-V_{n_{k}}^{c} \circ \beta\right)+V_{n_{k}}^{c} \circ \beta \rightarrow V^{c} \circ \beta
\end{aligned}
$$

uniformly on $[0,1]$ and, thus, $V_{n_{k}} \xrightarrow{\mathrm{~d}} V^{c}$.
2.3. Nonconservative products for continuous BV functions. The concepts of canonical parametrization and distance of continuous paths have implications when applied to graphs of continuous functions of bounded variation.

Let $u:[a, b] \rightarrow \mathbb{R}^{N}$ be a continuous function of bounded variation. The graph of $u$,

$$
\begin{equation*}
\operatorname{gr}(u):=\{(x, u(x)): x \in[a, b]\} \tag{2.18}
\end{equation*}
$$

is a continuous curve in $\mathbb{R} \times \mathbb{R}^{N}$. We introduce a canonical representative in the spirit of (2.15) (cf. [10]). Let $\sigma:[a, b] \rightarrow[0,1]$ be defined by

$$
\begin{equation*}
\sigma(x):=\frac{1}{L}\left(x-a+T_{u}(x)\right), \quad \text { where } L:=b-a+T V_{[a, b]}(u)>0 \tag{2.19}
\end{equation*}
$$

Then $\sigma$ is strictly increasing, continuous, and surjective and satisfies $\sigma(a)=0<$ $\sigma(x)<1=\sigma(b)$ for $x \in(a, b)$. The inverse of $\sigma$ is a function $X:[0,1] \rightarrow[a, b]$, which is strictly increasing, continuous, and surjective. If we set $U:=u \circ X$, the function $(X, U):[0,1] \rightarrow[a, b] \times \mathbb{R}^{N}$ is a representative of the graph of $u$. Further, if $s_{1}<s_{2}$ in $[0,1]$ and $y_{1}, y_{2}$ their respective images under $X, \sigma\left(y_{1}\right)=s_{1}$ and $\sigma\left(y_{2}\right)=s_{2}$, then

$$
\begin{align*}
X\left(s_{2}\right)-X\left(s_{1}\right)=y_{2}-y_{1} & \leq L\left(\sigma\left(y_{2}\right)-\sigma\left(y_{1}\right)\right)=L\left(s_{2}-s_{1}\right)  \tag{2.20}\\
\left|U\left(s_{2}\right)-U\left(s_{1}\right)\right|=\left|u\left(y_{2}\right)-u\left(y_{1}\right)\right| & \leq T_{u}\left(y_{2}\right)-T_{u}\left(y_{1}\right) \leq L\left(s_{2}-s_{1}\right)
\end{align*}
$$

Hence, $(X, U)$ is Lipschitz continuous with Lipschitz constant $L$ and will be referred to as the arc-length parametrization (or canonical representative) of the graph of $u \in \mathcal{C} \cap B V$.

The terminology "arc-length parametrization" is justified as follows: Since $T_{u}$ 。 $X=T_{u \circ X}=T_{U}$, the parametrization $(X, U)$ satisfies

$$
\begin{equation*}
s=\sigma(X(s))=\frac{1}{L}\left(X(s)-a+T_{U}(s)\right) \tag{2.21}
\end{equation*}
$$

for $s$ in $[0,1]$. Therefore, (2.21) implies

$$
\begin{equation*}
\frac{d X}{d s}+\left|\frac{d U}{d s}\right|=L \tag{2.22}
\end{equation*}
$$

which means that the tangent vector to the curve $(X(s), U(s))$ has constant length equal to $L$. Strictly speaking, the arc-length parametrization corresponds to $L=1$ in (2.22). This can be attained by stretching the interval $[0,1]$, but we avoid that here.

The graph of a continuous BV function $u$ may be represented by several continuous, increasing, and surjective parametrizations $(Y, V):[0,1] \rightarrow[a, b] \times \mathbb{R}^{N}$ with $Y$ increasing. The representative can always be chosen to be a Lipschitz continuous path $(X, U)$ with $X$ strictly increasing. The distance between two graphs represented by $(Y, V)$ and $(\bar{Y}, \bar{V})$ is defined by $\operatorname{dist}((Y, V),(\bar{Y}, \bar{V}))$ as in (2.17). The notion of distance and the equivalence relation $\sim$ provide a suitable tool for factoring representatives of the same graph (viewed as a geometric object). In what follows, we use the notation $(Y, V) \sim g r(u)$ to denote the general continuous representative $(Y, V)$ of the graph of $u$ and retain the notation $(X, U)$ for the arc-length parametrization or for the associated notion of generalized graph defined in section 3.1.

The arc-length parametrization $(X, U)$ may be used to express the Borel measure $d u$ generated by a continuous function of bounded variation $u$. Using Theorem 2.2,
for the change of variable $x=X(s)$, we obtain

$$
\begin{equation*}
\int_{[a, b]} \theta(x) d u(x)=\int_{0}^{1}(\theta \circ X)(s) \frac{d U}{d s} d s \quad \text { for } \theta \in \mathcal{C}[a, b] \tag{2.23}
\end{equation*}
$$

The left side in (2.23) is interpreted as a Borel-Stieltjes integral, while the right side is a Lebesgue integral; the formula is useful for theoretical computations involving the measure $d u$. If $(Y, V)$ is an equivalent continuous representative of $\operatorname{gr}(u),(Y, V) \sim$ $(X, U)$, repeated use of Theorem 2.2 implies

$$
\int_{[a, b]} \theta(x) d u(x)=\int_{0}^{1}(\theta \circ X)(s) d U(s)=\int_{0}^{1}(\theta \circ Y)(s) d V(s)
$$

That is, the Borel measure $d u$ depends on $\operatorname{gr}(u)$ but not on the particular representative.

We turn now to the definition of nonconservative products for continuous functions of bounded variation. A natural way of defining $\mu=g(u) \frac{d u}{d x}$ is as a Borel measure, via (1.2). The definition is invariant under reparametrizations of $\operatorname{gr}(u)$ and reads

$$
\left\langle g(u) \frac{d u}{d x}, \theta\right\rangle=\int_{0}^{1}(\theta \circ Y)(s) g(V(s)) d V(s)=\int_{0}^{1}(\theta \circ X)(s) g(U(s)) \frac{d U}{d s} d s
$$

where $(X, U)$ is the arc-length parametrization and $(Y, V) \sim g r(u)$ stands for a general representative of the graph of $u$. This definition is consistent with the one proposed in section 4 for discontinuous BV functions.

## 3. Generalized graphs.

3.1. Generalized graphs of BV functions. The graph of a general function $u:[a, b] \rightarrow \mathbb{R}^{N}$ of bounded variation has jumps at the points of discontinuity of $u$. The notion of generalized graph (or graph completion), introduced by Bressan and Rampazzo [3], is an attempt to fill in the jumps by extending the idea of arc-length (or canonical) parametrization.

Definition 3.1. A generalized graph of $u$ is a $\operatorname{map}(X, U):[0,1] \rightarrow[a, b] \times \mathbb{R}^{N}$ such that $X, U$ are Lipschitz continuous and satisfy the following conditions:
(1) $(X(0), U(0))=(a, u(a)),(X(1), U(1))=(b, u(b))$.
(2) $X$ is increasing: $s_{1}<s_{2}$ implies $X\left(s_{1}\right) \leq X\left(s_{2}\right)$.
(3) Given $y \in[a, b]$, there exists $s \in[0,1]$ such that $X(s)=y, U(s)=u(y)$.

The range of $(X, U)$ is a compact, connected set containing the graph of $u$. Let $\sigma=X^{-1}$ be the set theoretic inverse of $X$; then $\sigma:[a, b] \rightarrow[0,1]$ is a strictly increasing, multivalued map. The set $\mathcal{C}_{\sigma}$ of points of continuity of $\sigma$ (that is, the point where $\sigma$ is single valued) is dense in $[a, b]$. The set $\mathcal{S}_{\sigma}$ of points of discontinuity of $\sigma$ (that is, the points where $\sigma$ is truly multivalued) is countable and serves as a counter of the jumps and possible loops attached to the graph of $u$. In this paper, a point $x \in \mathcal{S}_{\sigma}$ is called a point of jump if $u(x-) \neq u(x+)$ and a loop if $u(x-)=u(x+)$.

The domain and range of $\sigma$ admit the decompositions $[a, b]=\mathcal{C}_{\sigma} \cup \mathcal{S}_{\sigma}$ and

$$
\begin{equation*}
[0,1]=\sigma\left(\mathcal{C}_{\sigma}\right) \cup \sigma\left(\mathcal{S}_{\sigma}\right)=\left(\bigcup_{y \in \mathcal{C}_{\sigma}}\{\sigma(y)\}\right) \cup\left(\bigcup_{y \in \mathcal{S}_{\sigma}}[\sigma(y-), \sigma(y+)]\right) \tag{3.1}
\end{equation*}
$$

respectively. The function $u$ is recovered by the formula

$$
\begin{equation*}
u(y)=U(\sigma(y)) \quad \text { for } y \in \mathcal{C}_{\sigma} \tag{3.2}
\end{equation*}
$$

The following theorem indicates that the notion of generalized graph captures the limiting graphs selected by pointwise convergent sequences $\left\{u_{n}\right\}$ of continuous functions that are stable in $B V[a, b]$. Part (a) of the theorem below provides an extension (and an alternative proof) of the classical Helly selection principle.

THEOREM 3.2. (a) Let $\left\{u_{n}\right\}$ be a sequence of continuous functions $u_{n}:[a, b] \rightarrow$ $\mathbb{R}^{N}$ satisfying the uniform bounds (1.3) and let $\left(X_{n}, U_{n}\right)$ be the arc-length parametrizations of $\operatorname{gr}\left(u_{n}\right)$. There exists a subsequence $\left\{u_{n_{k}}\right\}$, a function of bounded variation $u:[a, b] \rightarrow \mathbb{R}^{N}$, and an associated generalized graph $(X, U)$ such that
(1) $\left(X_{n_{k}}, U_{n_{k}}\right) \xrightarrow{d}(X, U)$;
(2) $\sigma_{n_{k}}(y) \rightarrow \sigma(y), u_{n_{k}}(y) \rightarrow u(y)$ for all $y \in \mathcal{C}_{\sigma}$ and a.e. in $[a, b]$,
where $\sigma_{n}=X_{n}^{-1}$ and $\sigma=X^{-1}$ are the set theoretic inverses of $X_{n}$ and $X$, respectively.
(b) Conversely, given a generalized graph $(X, U)$ associated with a $B V$ function $u$, there exists a sequence $\left\{u_{n}\right\}$ of Lipschitz continuous functions such that
(1) $\left\{u_{n}\right\}$ is uniformly bounded in $B V$,
(2) $\left(Y_{n}, V_{n}\right) \xrightarrow{d}(X, U)$ for any representative $\left(Y_{n}, V_{n}\right) \sim g r\left(u_{n}\right)$,
(3) $u_{n}(y) \rightarrow u(y)$ for $y \in \mathcal{C}_{\sigma}$ and a.e. in $[a, b]$.

The proof is based on the following lemma.
Lemma 3.3. Suppose that $\left(X_{n}, U_{n}\right):[0,1] \rightarrow[a, b] \times \mathbb{R}^{N}$ satisfy the following conditions:
(1) $X_{n}$ is strictly increasing and surjective,
(2) $\left(X_{n}, U_{n}\right)$ are uniformly Lipschitz continuous,
(3) $\left(X_{n}, U_{n}\right) \rightarrow(X, U)$ uniformly on $[0,1]$.

Let $\sigma_{n}=X_{n}^{-1}, u_{n}=U_{n} \circ X_{n}^{-1}$. Then $\left(X_{n}, U_{n}\right)$ is a Lipschitz continuous representative of $\operatorname{gr}\left(u_{n}\right)$ and

$$
\begin{aligned}
& \operatorname{dist}\left(\left(Y_{n}, V_{n}\right),(X, U)\right) \rightarrow 0 \quad \text { for any representative }\left(Y_{n}, V_{n}\right) \sim g r\left(u_{n}\right) \\
& \sigma_{n}(y) \rightarrow \sigma(y), \quad u_{n}(y) \rightarrow u(y) \quad \text { for all } y \in \mathcal{C}_{\sigma}
\end{aligned}
$$

Proof. Since $X_{n}$ is strictly increasing, the functions $\sigma_{n}=X_{n}^{-1}:[a, b] \rightarrow[0,1]$ and $u_{n}=U_{n} \circ X_{n}^{-1}$ are well defined and continuous. The couple $\left(X_{n}, U_{n}\right)$ is a representative of the graph of $u_{n}$.

Fix $y \in \mathcal{C}_{\sigma}$ and let $s=\sigma(y), s_{n}=\sigma_{n}(y)$. We can write the chain of identities

$$
\begin{aligned}
s_{n}-s & =\sigma_{n}(y)-\sigma(y)=\sigma\left(X\left(\sigma_{n}(y)\right)\right)-\sigma\left(X_{n}\left(\sigma_{n}(y)\right)\right) \\
& =\sigma\left(X\left(s_{n}\right)\right)-\sigma\left(X_{n}\left(s_{n}\right)\right)
\end{aligned}
$$

Since $X_{n} \rightarrow X$ uniformly and $X_{n}\left(s_{n}\right)=y \in \mathcal{C}_{\sigma}$, we deduce $s_{n} \rightarrow s$.
Next, assumption (2) implies

$$
\left|U_{n}\left(s_{n}\right)-U_{n}(s)\right| \leq \operatorname{Lip}\left(U_{n}\right)\left|s_{n}-s\right| \rightarrow 0
$$

Hence, $u_{n}(y)=U_{n}\left(s_{n}\right) \rightarrow U(s)=u(y)$.
Finally, if $\left(Y_{n}, V_{n}\right)$ is any continuous representative of $\operatorname{gr}\left(u_{n}\right)$, then

$$
\operatorname{dist}\left(\left(Y_{n}, V_{n}\right),(X, U)\right) \leq \operatorname{dist}\left(\left(X_{n}, U_{n}\right),(X, U)\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

This completes the proof.
Proof of Theorem 3.2. (a) The sequence $\left\{u_{n}\right\}$ consists of continuous functions. Let $\left(X_{n}, U_{n}\right)$ be the arc-length parametrizations of $\operatorname{gr}\left(u_{n}\right)$, defined by inverting

$$
\sigma_{n}(x):=\frac{1}{L_{n}}\left(x-a+T_{u_{n}}(x)\right), \quad L_{n}:=b-a+T_{u_{n}}(b)
$$

and setting $X_{n}:=\sigma_{n}{ }^{-1}, U_{n}:=u_{n} \circ X_{n}$. In view of (2.22) and (1.3), ( $X_{n}, U_{n}$ ) are uniformly Lipschitz continuous. There exists a subsequence ( $X_{n_{k}}, U_{n_{k}}$ ) and a Lipschitz continuous function $(X, U):[0,1] \rightarrow[a, b] \times \mathbb{R}^{N}$ such that

$$
\begin{equation*}
X_{n_{k}} \rightarrow X, \quad U_{n_{k}} \rightarrow U \quad \text { uniformly on }[0,1] \tag{3.3}
\end{equation*}
$$

Hence, $\operatorname{dist}\left(\left(X_{n_{k}}, U_{n_{k}}\right),(X, U)\right) \rightarrow 0$ as $k \rightarrow \infty$, and (3.3), in conjunction with Lemma 3.3 , yields the conclusion of part (a).
(b) Given a generalized graph $(X, U)$, let $\left(X_{n}, U_{n}\right)$ be defined by

$$
X_{n}:=\left(1-\frac{1}{n}\right) X+\frac{1}{n}(a+(b-a) s), \quad U_{n}:=U
$$

Then $X_{n}:[0,1] \rightarrow[a, b]$ is strictly increasing, Lipschitz continuous, and surjective; $\left\{\left(X_{n}, U_{n}\right)\right\}$ are uniformly Lipschitz continuous, while $\left(X_{n}, U_{n}\right) \rightarrow(X, U)$ uniformly on $[0,1]$. The functions $u_{n}$, defined by $u_{n}=U_{n} \circ X_{n}^{-1}$, are Lipschitz continuous and satisfy

$$
\begin{aligned}
\sup _{[a, b]}\left|u_{n}\right| & =\sup _{[0,1]}|U|, \\
T V_{[a, b]}\left(u_{n}\right) & =T V_{[0,1]}(U) \leq \operatorname{Lip}(U)
\end{aligned}
$$

The conclusion of part (b) now follows from Lemma 3.3.
It is instructive to place the above concepts in a functional analysis framework. Let

$$
\begin{equation*}
E=\left\{(Y, V) \in \mathcal{C}\left([0,1] ;[a, b] \times \mathbb{R}^{N}\right) \quad: Y(0)=a, Y(1)=b\right\} \tag{3.4}
\end{equation*}
$$

and $\mathcal{X}:=(E / \sim)$ be the quotient space of $E$ over the equivalence relation $\sim$ introduced in Definition 2.4. The elements of $\mathcal{X}$ are equivalence classes of functions: $\left(Y_{1}, V_{1}\right)$, $\left(Y_{2}, V_{2}\right)$ are in the same equivalence class if and only if $\left(Y_{1}, V_{1}\right) \circ \alpha=\left(Y_{2}, V_{2}\right) \circ \beta$ for some Lipschitz and increasing reparametrizations of $[0,1]$; that is, the curves determined by the functions $\left(Y_{1}, V_{1}\right)$ and $\left(Y_{2}, V_{2}\right)$ coincide. The elements of $\mathcal{X}$ can thus be visualized as geometric curves in $[a, b] \times \mathbb{R}^{N}$ with $Y(0)=a, Y(1)=b$.

If $(Y, V) \in E \cap B V$, one can select, using (2.19), a Lipschitz continuous representative of the equivalence class $[(Y, V)]$. This representative is denoted here by $(X, U)$ and is characteristic to the class. The reason is that, for $(Y, V)$ and $(\bar{Y}, \bar{V})$ of bounded variation, $(Y, V) \sim(\bar{Y}, \bar{V})$ if and only if the corresponding canonical representatives of $[(Y, V)]$ and $[(\bar{Y}, \bar{V})]$ are identical, $(X, U)=(\bar{X}, \bar{U})$. We emphasize that we can talk about the canonical representative only for $\mathcal{C} \cap B V$ curves. (Recall that if one representative of the equivalence class is of bounded variation, any representative is of bounded variation.)

When $\mathcal{X}$ is equipped with the pseudometric $\operatorname{dist}((Y, V),(\bar{Y}, \bar{V}))$, defined in (2.17), it becomes a metric space. Consider now the sets
$\mathcal{F}=\{[(Y, V)] \in \mathcal{X}:(Y, V)$ is of bounded variation and $X$ is strictly increasing $\}$,
$\mathcal{G}=\{[(Y, V)] \in \mathcal{X}:(Y, V)$ is of bounded variation and $X$ is increasing $\}$,
where $(X, U)$ always refers to the canonical representative of $[(Y, V)]$. Section 2.3 indicates that $\mathcal{F}$ can be identified with the set of continuous functions of bounded variation, $(\mathcal{C} \cap B V)\left([a, b] ; \mathbb{R}^{N}\right)$. The elements of $\mathcal{F}$ are viewed as the graphs of the functions
$u$, with the canonical representative coinciding with the arc-length parametrization of $\operatorname{gr}(u)$ in (2.19). The set $\mathcal{G}$ is the closure of $\mathcal{F}$ in the metric induced by the distance function (2.17) and may itself be viewed as a complete metric space. The canonical representative of each equivalence class element of $\mathcal{G}$ is a generalized graph in the sense of Definition 3.1. Henceforth, elements of $\mathcal{G}$ are denoted by $\operatorname{gr}(X, U)$ and are visualized as the geometric graphs generated by $(X, U)$. We remark that elements of $\mathcal{G}$ are not in correspondence with the space of BV functions, but rather $\mathcal{G}$ consists of all possible limit points of $\mathcal{F}$ in the distance metric.
3.2. Representation of weak- $\star$ limits. Consider a sequence $\left\{u_{n}\right\}$ of continuous functions satisfying the uniform bounds (1.3). The sequence $\left\{g\left(u_{n}\right) d u_{n}\right\}$ may have multiple limit points in the weak- $\star$ topology of $\mathcal{M}[a, b]$ (cf. Example 1.1). We now characterize such limits for any continuous $g$ in the following representation theorem.

THEOREM 3.4. (a) Let $\left\{u_{n}\right\}$ be a sequence of continuous functions satisfying the uniform bounds (1.3). There exists a subsequence $\left\{u_{n_{k}}\right\}$ and a generalized graph $(X, U)$ such that, for any continuous function $g=g(\lambda)$, we have

$$
\begin{equation*}
\int_{[a, b]} \theta(x) g\left(u_{n_{k}}(x)\right) d u_{n_{k}}(x) \rightarrow\langle\mu(g), \theta\rangle \quad \text { for } \quad \theta \in \mathcal{C}[a, b] \tag{3.6}
\end{equation*}
$$

where $\mu: \mathcal{C}_{0}\left(\mathbb{R}^{N}\right) \rightarrow \mathcal{M}[a, b]$ is defined by

$$
\begin{equation*}
\langle\mu(g), \theta\rangle=\int_{0}^{1} \theta(X(s)) g(U(s)) d U(s) \tag{3.7}
\end{equation*}
$$

(b) Conversely, given a generalized graph $(X, U)$, let $\mu$ be defined by (3.7). There exists a sequence of Lipschitz functions $\left\{u_{n}\right\}$, uniformly bounded in BV, such that for any continuous $g$,

$$
\begin{equation*}
g\left(u_{n}\right) d u_{n} \rightharpoonup \mu(g) \quad \text { weak-» in } \mathcal{M}[a, b] \tag{3.8}
\end{equation*}
$$

Theorem 3.4 is based on a characterization of the weak- $\begin{gathered}\text { limit points to the }\end{gathered}$ sequence of Radon measures $\left\{p_{n}\right\}$ defined in (1.9). The key ingredient is the following weak stability type of theorem.

THEOREM 3.5. Let $\left\{u_{n}\right\}$ be a sequence of continuous functions $u_{n}:[a, b] \rightarrow \mathbb{R}^{N}$ satisfying the uniform bounds (1.3), and let $\left(X_{n}, U_{n}\right)$ be the arc-length parametrization of $\operatorname{gr}\left(u_{n}\right)$. If

$$
\begin{equation*}
\left(X_{n}, U_{n}\right) \xrightarrow{d}(X, U) \tag{3.9}
\end{equation*}
$$

to some generalized graph $(X, U)$ associated with a $B V$ function $u$, then

$$
\begin{equation*}
\int_{[a, b]} f\left(x, u_{n}(x)\right) d u_{n}(x) \rightarrow \int_{0}^{1} f(X(s), U(s)) d U(s) \quad \text { for } f \in \mathcal{C}_{0}\left([a, b] \times \mathbb{R}^{N}\right) \tag{3.10}
\end{equation*}
$$

Proof. Let $\left(X_{n}, U_{n}\right)$ be the arc-length parametrizations of $g r\left(u_{n}\right)$, and let $(X, U)$ be a generalized graph of $u$. Hypothesis (3.9) implies that for some $\alpha_{n}$ and $\alpha$, Lipschitz continuous reparametrizations of the interval $[0,1]$, we have

$$
\begin{aligned}
Y_{n}:=X_{n} \circ \alpha_{n} \rightarrow X \circ \alpha=: Y & \text { uniformly on }[0,1], \\
V_{n}:=U_{n} \circ \alpha_{n} \rightarrow U \circ \alpha=: V & \text { uniformly on }[0,1] .
\end{aligned}
$$

By virtue of Theorem 2.2, we may express the integrals

$$
\begin{gathered}
\int_{[a, b]} f\left(x, u_{n}(x)\right) d u_{n}(x)=\int_{0}^{1} f\left(X_{n}(s), U_{n}(s)\right) d U_{n}(s)=\int_{0}^{1} f\left(Y_{n}(s), V_{n}(s)\right) d V_{n}(s) \\
\int_{0}^{1} f(X(s), U(s)) d U(s)=\int_{0}^{1} f(Y(s), V(s)) d V(s)
\end{gathered}
$$

Fix $f \in \mathcal{C}_{0}\left([a, b] \times \mathbb{R}^{N}\right)$. Note that $\left(Y_{n}, V_{n}\right)$ and $(Y, V)$ are continuous and satisfy

$$
\begin{align*}
& T V\left(V_{n}\right)=T V\left(U_{n}\right) \leq C \\
& \left(Y_{n}, V_{n}\right) \rightarrow(Y, V) \quad \text { uniformly on }[0,1] \tag{3.11}
\end{align*}
$$

It suffices to show that (3.11) implies

$$
\begin{equation*}
\int_{0}^{1} f\left(Y_{n}(s), V_{n}(s)\right) d V_{n}(s) \rightarrow \int_{0}^{1} f(Y(s), V(s)) d V(s) \tag{3.12}
\end{equation*}
$$

Step 1. We first show that, if $V_{n}, V:[0,1] \rightarrow \mathbb{R}^{N}$ are functions of bounded variation (not necessarily continuous) such that
(1) $\left\|V_{n}-V\right\|_{\infty} \rightarrow 0$,
(2) $T V\left(V_{n}\right) \leq C$,
then, for any $[\alpha, \beta] \subset[0,1]$ and $\varphi \in \mathcal{C}[\alpha, \beta]$, we have

$$
\begin{equation*}
\int_{[\alpha, \beta]} \varphi(s) d V_{n}(s) \rightarrow \int_{[\alpha, \beta]} \varphi(s) d V(s) \tag{3.13}
\end{equation*}
$$

If $\psi \in \mathcal{C}^{1}[\alpha, \beta]$, then (2.4) implies

$$
\begin{align*}
\int_{[\alpha, \beta]} \psi(s) d V_{n}(s) & =-\int_{[\alpha, \beta]} \psi^{\prime}(s) V_{n}(s) d s+\psi(\beta) V_{n}(\beta+)-\psi(\alpha) V_{n}(\alpha-) \\
& \rightarrow-\int_{[\alpha, \beta]} \psi^{\prime}(s) V(s) d s+\psi(\beta) V(\beta+)-\psi(\alpha) V(\alpha-)  \tag{3.14}\\
& =\int_{[\alpha, \beta]} \psi(s) d V(s)
\end{align*}
$$

Given $\varphi \in \mathcal{C}[\alpha, \beta]$, there exists for every $\varepsilon>0$ a function $\psi \in \mathcal{C}^{1}[\alpha, \beta]$ such that $\|\psi-\varphi\|_{\infty}<\varepsilon$. The relation

$$
\begin{aligned}
& \left|\int_{[\alpha, \beta]} \varphi(s) d V_{n}(s)-\int_{[\alpha, \beta]} \varphi(s) d V(s)\right| \\
& \leq \varepsilon T V_{[\alpha, \beta]}\left(V_{n}\right)+\left|\int_{[\alpha, \beta]} \psi(s) d V_{n}(s)-\int_{[\alpha, \beta]} \psi(s) d V(s)\right|+\varepsilon T V_{[\alpha, \beta]}(V)
\end{aligned}
$$

in conjunction with (3.14), yields (3.13).
Step 2. Step 1, in conjunction with (3.11), implies

$$
\int_{0}^{1} f(Y(s), V(s)) d V_{n}(s) \rightarrow \int_{0}^{1} f(Y(s), V(s)) d V(s)
$$

On the other hand, again by (3.11),

$$
\left|\int_{0}^{1}\left(f\left(Y_{n}, V_{n}\right)-f(Y, V)\right) d V_{n}\right| \leq\left(\max \left|f\left(Y_{n}, V_{n}\right)-f(Y, V)\right|\right) \int_{[0,1]}\left|d V_{n}\right| \rightarrow 0
$$

as $n \rightarrow \infty$. Hence, (3.12) follows.

Proof of Theorem 3.4. (a) Let $\left\{u_{n}\right\}$ be the sequence of continuous functions satisfying (1.3), and let $\left(X_{n}, U_{n}\right)$ be the arc-length parametrizations of $\operatorname{gr}\left(u_{n}\right)$; the latter are uniformly Lipschitz continuous. Let $\left\{p_{n}\right\}$ be the sequence of Radon measures defined in (1.9). The sequence $\left\{p_{n}\right\}$ is bounded, $\left\|p_{n}\right\|_{\mathcal{M}} \leq C$, by the uniform BV bound of $\left\{u_{n}\right\}$.

Let $p$ be a weak- $\star$ limit point of $\left\{p_{n}\right\}$. For a subsequence

$$
\left\langle p_{n_{k}}, f(x, \lambda)\right\rangle=\int_{[a, b]} f\left(x, u_{n_{k}}\right) d u_{n_{k}} \rightarrow\langle p, f(x, \lambda)\rangle \text { for } f \in \mathcal{C}_{0}\left([a, b] \times \mathbb{R}^{N}\right)
$$

Using part (a) of Theorem 3.2 and passing to a further subsequence $\left\{u_{n_{k}}\right\}$, if necessary, we may assume that there is a generalized graph $(X, U)$, so that the arc-length parametrizations $\left(X_{n_{k}}, U_{n_{k}}\right) \xrightarrow{\mathrm{d}}(X, U)$. Theorem 3.5 implies

$$
\langle p, f(x, \lambda)\rangle=\int_{0}^{1} f(X(s), U(s)) d U(s)
$$

Taking $f(x, \lambda)=\theta(x) g(\lambda)$ gives the desired result for $g \in \mathcal{C}_{0}\left(\mathbb{R}^{N}\right)$ and, due to the uniform sup-norm bound of $\left\{u_{n}\right\}$, for any continuous $g$.
(b) Given a generalized graph $(X, U)$, let $\mu$ be defined by (3.7) and let $\left\{u_{n}\right\}$ be the sequence of Lipschitz functions constructed in the proof of part (b) of Theorem 3.2. Then $\left\{u_{n}\right\}$ are uniformly bounded in BV, $\left\{\left(X_{n}, U_{n}\right)\right\}$ are uniformly Lipschitz continuous, and $\left(X_{n}, U_{n}\right) \rightarrow(X, U)$ uniformly on $[0,1]$. Theorem 3.5 for $f(x, \lambda)=$ $\theta(x) g(\lambda)$ implies (3.8).

## 4. Definition of nonconservative products.

4.1. Definition as a Radon measure. In view of Theorem 3.4, the definition of nonconservative products should be based on a given generalized graph $(X, U)$ : $[0,1] \rightarrow[a, b] \times \mathbb{R}^{N}$ of the function $u$ of bounded variation. The generalized graph $(X, U)$ determines a geometric object (the graph of $u$ together with paths filling the jumps and possible attached loops), call it $\operatorname{gr}(X, U)$. We define $g(u) \frac{d u}{d x}$ relative to $\operatorname{gr}(X, U)$, first as a Radon measure in this section, and then as a finite Borel measure via its distribution function in section 4.2 .

Definition 4.1. Let $(Y, V) \sim g r(X, U)$ denote the general continuous representative of the graph determined by $(X, U)$. Given a continuous map $g: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, define $\mu(g)$ by

$$
\begin{align*}
\langle\mu(g), \theta\rangle & =\int_{0}^{1} \theta(Y(s)) g(V(s)) d V(s) \\
& =\int_{0}^{1} \theta(X(s)) g(U(s)) \frac{d U}{d s} d s \quad \text { for } \theta \in \mathcal{C}[a, b] \tag{4.1}
\end{align*}
$$

Then $\mu(g) \in \mathcal{M}[a, b]$ is called the nonconservative product of $g(u)$ by $\frac{d u}{d x}$ and is denoted by

$$
\begin{equation*}
\mu(g)=\left[g(u) \frac{d u}{d x}\right]_{(X, U)} \tag{4.2}
\end{equation*}
$$

Remark 4.2. (a) We refer to Dal Maso, LeFloch, and Murat [10] for a slightly weaker definition of nonconservative products and to Raymond [27] for a definition
that is equivalent. Comparisons of the various definitions are carried out in section 4.4. References $[10,27]$ also contain various weak stability results.
(b) Suppose that $(Y, V),(\bar{Y}, \bar{V})$ are two representatives of the same graph, that is, $(Y, V) \sim(\bar{Y}, \bar{V})$. Then $(Y, V) \circ \beta=(\bar{Y}, \bar{V}) \circ \alpha$ for some Lipschitz reparametrizations $\alpha, \beta$ of $[0,1]$. Theorem 2.2 implies the nonconservative product remains invariant,

$$
\begin{equation*}
\int_{0}^{1} \theta(Y(s)) g(V(s)) d V(s)=\int_{0}^{1} \theta(\bar{Y}(s)) g(\bar{V}(s)) d \bar{V}(s) \tag{4.3}
\end{equation*}
$$

The measure introduced in Definition 4.1 thus depends on the equivalence class determined by the generalized graph $(X, U)$, i.e., on $\operatorname{gr}(X, U)$ as a geometric object. When a Lipschitz representative, such as $(X, U)$ itself is used, then $\langle\mu(g), \theta\rangle$ may be expressed via the last integral in (4.1).
(c) If $\mu$ is viewed as a $\operatorname{map} \mu: \mathcal{C}_{0}\left(\mathbb{R}^{N}\right) \rightarrow \mathcal{M}[a, b]$, then $\mu$ is linear and bounded. The boundedness follows from the estimate

$$
\begin{equation*}
|\langle\mu(g), \theta\rangle| \leq\left(T V_{[0,1]}(V)\right) \sup _{|\lambda| \leq \max |U|}|g(\lambda)| \sup _{x \in[0,1]}|\theta(x)|, \tag{4.4}
\end{equation*}
$$

which implies $\|\mu(g)\|_{\mathcal{M}} \leq\left(T V_{[0,1]}(V)\right)\|g\|_{\mathcal{C}_{0}}$.
We state next a weak stability theorem for nonconservative products.
Theorem 4.3. (i) Let $\left\{\left(X_{n}, U_{n}\right)\right\}$ and $(X, U)$ be generalized graphs. If
(1) $T V\left(U_{n}\right)$ is uniformly bounded,
(2) $\left(X_{n}, U_{n}\right) \xrightarrow{d}(X, U)$,
then

$$
\begin{equation*}
\left[g\left(u_{n}\right) \frac{d u_{n}}{d x}\right]_{\left(X_{n}, U_{n}\right)} \rightharpoonup\left[g(u) \frac{d u}{d x}\right]_{(X, U)} \quad \text { weak-ᄎ in } \mathcal{M}[a, b] . \tag{4.5}
\end{equation*}
$$

(ii) Let $\left\{u_{n}\right\}$ be a sequence of continuous functions satisfying (1.3), let $\left(X_{n}, U_{n}\right)$ be the arc-length parametrizations of $g r\left(u_{n}\right)$, and let $(X, U)$ be a generalized graph. If $\left(X_{n}, U_{n}\right) \xrightarrow{d}(X, U)$, then

$$
\begin{equation*}
g\left(u_{n}\right) d u_{n} \rightharpoonup\left[g(u) \frac{d u}{d x}\right]_{(X, U)} \quad \text { weak-ᄎ in } \mathcal{M}[a, b] . \tag{4.6}
\end{equation*}
$$

Proof. Define the graphs determined by $\left(X_{n}, U_{n}\right)$ and $(X, U)$, and let $\left(Y_{n}, V_{n}\right) \sim$ $g r\left(X_{n}, U_{n}\right)$ and $(Y, U) \sim \operatorname{gr}(X, U)$ be continuous representatives such that $\left(Y_{n}, V_{n}\right) \rightarrow$ $(Y, V)$ uniformly on $[0,1]$. Moreover, $T V\left(V_{n}\right)=T V\left(U_{n}\right) \leq C$. The result follows from (3.10) in Theorem 3.5, together with part (b) of Remark 4.2.
4.2. Distribution functions. We discuss next the properties of nonconservative products when viewed as signed Borel measures defined via their distribution functions. Recall, for a generalized graph $(X, U)$, the set theoretic inverse $\sigma=X^{-1}:[0,1] \rightarrow[a, b]$ is a strictly increasing multivalued map.

THEOREM AND DEFINITION 4.4. Let $(Y, V) \sim g r(X, U)$ be a representative of the graph determined by $(X, U)$. For $x \in[a, b]$ define

$$
\begin{align*}
F(x) & =\int_{0}^{Y^{-1}(x+)} g(V(s)) d V(s)=\int_{0}^{X^{-1}(x+)} g(U(s)) \frac{d U}{d s} d s  \tag{4.7}\\
F(a-) & =0
\end{align*}
$$

Then $F$ is a right continuous BV function and generates a signed Borel measure $\mu$, determined by

$$
\begin{equation*}
\mu((a, x])=F(x)-F(a) \quad \text { for } x \in(a, b], \quad \mu(\{a\})=F(a) \tag{4.8}
\end{equation*}
$$

Also $\mu$ coincides with the nonconservative product $\left[g(u) \frac{d u}{d x}\right]_{(X, U)}$ in (4.1)-(4.2); that is,

$$
\begin{align*}
\langle\mu, \theta\rangle & =\int_{[a, b]} \theta(x) d F(x)  \tag{4.9}\\
& =\int_{[0,1]} \theta(Y(s)) g(V(s)) d V(s)=\int_{0}^{1} \theta(X(s)) g(U(s)) \frac{d U}{d s} d s
\end{align*}
$$

for any $\theta \in \mathcal{C}[a, b]$.
Proof. Consider $(Y, V) \sim \operatorname{gr}(X, U)$, a general continuous representative of the graph determined by $(X, U)$. We have the following conditions:
(i) $X:[0,1] \rightarrow[a, b]$ is Lipschitz continuous, increasing, and surjective with $X(0)=a, X(1)=b$, and $X^{-1}(X(s))=s$ whenever $X(s) \in \mathcal{C}_{X^{-1}}$.
(ii) $Y:[0,1] \rightarrow[a, b]$ is continuous, increasing, and surjective with $Y(0)=a$, $Y(1)=b$, and $Y^{-1}(Y(s))=s$ whenever $Y(s) \in \mathcal{C}_{Y^{-1}}$.
(iii) $(Y, V) \circ \beta=(X, U) \circ \alpha$ for some $\alpha, \beta:[0,1] \rightarrow[0,1]$ increasing, Lipschitz, and surjective reparametrizations.

Let $F:[a, b] \rightarrow \mathbb{R}^{N}$ be defined by

$$
F(x)=\int_{0}^{Y^{-1}(x+)} g(V(s)) d V(s), \quad F(a-)=0
$$

Then $F$ is a right continuous BV function and generates a signed Borel measure $\mu$, through (4.8). Note that $F$ satisfies

$$
\begin{equation*}
F(Y(s))=\int_{0}^{s} g(V) d V \quad \text { for } s \in Y^{-1}\left(\mathcal{C}_{Y^{-1}}\right) \tag{4.10}
\end{equation*}
$$

Step 1. The definition of the distribution function $F$ depends on the equivalence class of $(X, U)$ but not on the specific representative.

It suffices to define $F$ at points $x \in \mathcal{C}_{Y^{-1}}$ and to extend $F$ so that it is right continuous. If $(Y, V) \sim(X, U)$ are two equivalent representatives of $\operatorname{gr}(X, U)$, then $Y \circ \beta=X \circ \alpha, V \circ \beta=U \circ \alpha$, and $\mathcal{C}_{(X \circ \alpha)^{-1}} \subset \mathcal{C}_{X^{-1}}, \mathcal{C}_{(Y \circ \beta)^{-1}} \subset \mathcal{C}_{Y^{-1}}$. For $x \in \mathcal{C}_{(X \circ \alpha)^{-1}}=\mathcal{C}_{(Y \circ \beta)^{-1}}$, Theorem 2.2 implies

$$
\left.\begin{array}{rl}
{[F(x)]_{(X, U)}} & :=\int_{0}^{X^{-1}(x)} g(U) d U
\end{array}=\int_{0}^{(X \circ \alpha)^{-1}(x)} g(U \circ \alpha) d(U \circ \alpha), ~ \$ F(x)\right]_{(Y, V)}:=\int_{0}^{Y^{-1}(x)} g(V) d V=\int_{0}^{(Y \circ \beta)^{-1}(x)} g(V \circ \beta) d(V \circ \beta) .
$$

Since such points are dense in $[a, b]$, any of these formulas generates the same distribution function $[F]_{(X, U)}=[F]_{(Y, V)}$ and we may use any representative for calculating $F$. This shows (4.7).

Step 2. For $\theta \in \mathcal{C}[a, b]$, we shall show that

$$
\begin{equation*}
\int_{[a, b]} \theta(x) d F(x)=\int_{[0,1]} \theta(X(s)) g(U(s)) \frac{d U}{d s} d s \tag{4.11}
\end{equation*}
$$

(Note that this formula is not a direct consequence of Theorem 2.2.)

Fix $\psi \in \mathcal{C}^{1}[a, b]$. Using (2.4), the change of variables $x=X(s),(4.7),(4.10)$, the property $\dot{X}=0$ on each interval $[\sigma(y-), \sigma(y+)]$ with $y \in \mathcal{S}_{\sigma}$, and the chain rule for Lipschitz continuous functions, we obtain

$$
\begin{aligned}
\int_{[a, b]} \psi(x) d F(x)= & \psi(b) F(b+)-\psi(a) F(a-)-\int_{[a, b]} \psi^{\prime}(x) F(x) d x \\
= & \psi(b) F(b+)-\int_{0}^{1} \psi^{\prime}(X(s)) F(X(s)) \dot{X}(s) d s \\
= & \psi(b) F(b+)-\int_{\sigma\left(\mathcal{C}_{\sigma}\right)} \psi^{\prime}(X(s)) \dot{X}(s)\left(\int_{0}^{s} g(U) \frac{d U}{d \tau} d \tau\right) d s \\
& -\sum_{y \in \mathcal{S}_{\sigma}} \int_{\sigma(y-)}^{\sigma(y+)} \psi^{\prime}(X(s)) \dot{X}(s)\left(\int_{0}^{\sigma(X(s)+)} g(U) \frac{d U}{d \tau} d \tau\right) d s \\
= & \psi(X(1)) \int_{0}^{1} g(U) \frac{d U}{d \tau} d \tau-\int_{0}^{1} \frac{d}{d s}(\psi(X(s)))\left(\int_{0}^{s} g(U) \frac{d U}{d \tau} d \tau\right) d s
\end{aligned}
$$

thus

$$
\int_{[a, b]} \psi(x) d F(x)=\int_{0}^{1} \psi(X(s)) g(U(s)) \frac{d U}{d s} d s
$$

Since $F$ is of bounded variation and $U$ is Lipschitz continuous, a density argument yields (4.11). The proof of (4.9) follows from part (b) of Remark 4.2.

Remark 4.5. In view of (4.7) and (4.8), the nonconservative product $\mu$ charges points $x \in \mathcal{S}_{X^{-1}}$ according to

$$
\mu(\{x\})=F(x+)-F(x-)=\int_{X^{-1}(x-)}^{X^{-1}(x+)} g(U(s)) d U(s)
$$

We state and prove a version of the weak stability theorem by using distribution functions.

ThEOREM 4.6. Suppose $\left\{u_{n}\right\}$ is a sequence of continuous functions satisfying (1.3). Let $\left(X_{n}, U_{n}\right)$ be the arc-length parametrizations of $\operatorname{gr}\left(u_{n}\right)$, let $(X, U)$ be a generalized graph, and define the distribution functions

$$
\begin{equation*}
F_{n}(x)=\int_{a}^{x} g\left(u_{n}(y)\right) d u_{n}(y) \tag{4.12}
\end{equation*}
$$

and $F(x)$ associated with $(X, U)$ by (4.7). If $\left(X_{n}, U_{n}\right) \xrightarrow{d}(X, U)$, then

$$
\begin{equation*}
F_{n}(x) \rightarrow F(x) \quad \text { a.e. in }(a, b), \tag{4.13}
\end{equation*}
$$

while $\mu_{n}$ and $\mu$, generated by $F_{n}$ and $F$, respectively, satisfy $\mu_{n} \rightharpoonup \mu$ weak- $\star$ in $\mathcal{M}[a, b]$.

Proof. Let $\left(X_{n}, U_{n}\right)$ be the arc-length parametrizations of $\operatorname{gr}\left(u_{n}\right) ;\left(X_{n}, U_{n}\right)$ are uniformly Lipschitz. There exist reparametrizations of the interval $[0,1], \alpha_{n}$, and $\alpha$ that are uniformly Lipschitz continuous such that $\left(\bar{X}_{n}, \bar{U}_{n}\right)=\left(X_{n}, U_{n}\right) \circ \alpha_{n},(\bar{X}, \bar{U})=$ $(X, U) \circ \alpha$ satisfy the following: $\left(\bar{X}_{n}, \bar{U}_{n}\right)$ are uniformly Lipschitz and $\bar{X}_{n} \rightarrow \bar{X}$, $\bar{U}_{n} \rightarrow \bar{U}$ uniformly on $[0,1]$.

Let $\mathcal{S}_{\bar{X}_{n}^{-1}}$ and $\mathcal{S}_{\bar{X}^{-1}}$ be the points of discontinuity of $\bar{X}_{n}^{-1}$ and $\bar{X}^{-1}$, respectively, and set $\mathcal{T}=\left(\bigcup_{n} \mathcal{S}_{\bar{X}_{n}^{-1}}\right) \cup \mathcal{S}_{\bar{X}^{-1}}$. Then $\mathcal{T}$ is countable, and an argument as in the proof of Lemma 3.3 shows

$$
\begin{equation*}
\bar{X}_{n}^{-1}(x) \rightarrow \bar{X}^{-1}(x) \quad \text { for } x \in[a, b] \backslash \mathcal{T} \tag{4.14}
\end{equation*}
$$

Theorem 2.2, for the change of variables $y=\bar{X}_{n}(s)$, gives

$$
\begin{equation*}
F_{n}(x)=\int_{a}^{x} g\left(u_{n}(y)\right) d u_{n}(y)=\int_{0}^{\bar{X}_{n}^{-1}(x)} g\left(\bar{U}_{n}(s)\right) d \bar{U}_{n}(s) \quad \text { for } x \in \mathcal{C}_{\bar{X}_{n}^{-1}} \tag{4.15}
\end{equation*}
$$

An argument, as in the proof of (3.12), shows that

$$
\begin{equation*}
\int_{0}^{\bar{X}^{-1}(x)} g\left(\bar{U}_{n}(s)\right) d \bar{U}_{n}(s) \rightarrow \int_{0}^{\bar{X}^{-1}(x)} g(\bar{U}(s)) d \bar{U}(s) \quad \text { for } x \in \mathcal{C}_{\bar{X}^{-1}} \tag{4.16}
\end{equation*}
$$

In turn, (4.14)-(4.16) and the fact that $\bar{U}_{n}$ are uniformly Lipschitz imply

$$
\begin{equation*}
F_{n}(x) \rightarrow F(x) \quad \text { for } x \in[a, b] \backslash \mathcal{T} \tag{4.17}
\end{equation*}
$$

The distribution functions $F_{n}$ and $F$ satisfy the following properties: $F_{n}(a)=0$, $F(a-)=0$,

$$
\begin{equation*}
F_{n}(b)=\int_{0}^{1} g\left(\bar{U}_{n}(s)\right) d \bar{U}_{n}(s) d s \rightarrow \int_{0}^{1} g(\bar{U}(s)) d \bar{U}(s)=F(b) \tag{4.18}
\end{equation*}
$$

For any test function $\psi \in \mathcal{C}^{1}[a, b]$, the integration by parts formula (2.4), in conjunction with (4.17)-(4.18), yields

$$
\begin{aligned}
\int_{[a, b]} \psi(x) d F_{n}(x) & =-\int_{[a, b]} \psi^{\prime}(x) F_{n}(x) d x+\psi(b) F_{n}(b)-\psi(a) F_{n}(a) \\
& \rightarrow-\int_{[a, b]} \psi^{\prime}(x) F(x) d x+\psi(b) F(b)-\psi(a) F(a-)
\end{aligned}
$$

hence

$$
\begin{equation*}
\int_{[a, b]} \psi(x) d F_{n}(x) \quad \rightarrow \quad \int_{[a, b]} \psi(x) d F(x) \tag{4.19}
\end{equation*}
$$

Since $F_{n}$ are of uniformly bounded variation, (4.19) and a density argument show

4.3. Generalized graphs and graphs of BV functions. In this section we examine the relation between a generalized graph $(X, U)$ and the graph of the associated BV function $u$. First observe that Definition 3.1 directly implies the following proposition.

Proposition 4.7. Let $(X, U)$ be a generalized graph and let $\sigma=X^{-1}$ be the set theoretic inverse of $X$. Then the following conditions hold:
(i) If $y \in \mathcal{C}_{\sigma}$, then $u(y)=U(\sigma(y))$.
(ii) If $y \in \mathcal{S}_{\sigma}$, then $X(\tau)=y$ and the function

$$
\phi_{y}(\tau):=U(\tau), \quad \tau \in J_{y}:=[\sigma(y-), \sigma(y+)]
$$

determines a Lipschitz continuous curve that lies on the hyperplane $\{x=y\}$ and connects $(y, u(y-))$ with $(y, u(y+))$.
(1) The Lipschitz path $\phi_{y}: J_{y} \rightarrow \mathbb{R}^{N}$ is either an arc when $u(y-) \neq u(y+)$ or a loop when $u(y-)=u(y+)$.
(2) The Lipschitz continuity of $U$ implies

$$
\begin{equation*}
\sum_{y \in \mathcal{S}_{\sigma}} \int_{[\sigma(y-), \sigma(y+)]}\left|\frac{\partial \phi_{y}}{\partial \tau}\right| d \tau \leq \int_{0}^{1}\left|\frac{d U}{d s}\right| d s<\infty \tag{4.20}
\end{equation*}
$$

(iii) $\mathcal{C}_{\sigma} \subset \mathcal{C}_{u}$ and $\mathcal{S}_{\sigma} \supset \mathcal{S}_{u}$.

A generalized graph completely determines $u$ and also specifies the paths connecting points of discontinuity and possible loops attached to the graph of $u$. There is no a priori mechanism, given $u$, for selecting a particular generalized graph. They may be induced by introducing paths at points of discontinuity in $\mathcal{S}_{u}$ (using straight lines [31] or families of Lipschitz paths [10]) and by possibly attaching loops at points of removable discontinuity or even at points of continuity in $\mathcal{C}_{u}$ (cf. the examples pointed out in [10] and the notion of extended graph in [27]). A converse to Proposition 4.7 has been proved by Raymond [27].

Proposition 4.8 (see [27]). Given a function $u:[a, b] \rightarrow \mathbb{R}^{N}$ of bounded variation, a countable set $\mathcal{T}$, with $[a, b] \supset \mathcal{T} \supset \mathcal{S}_{u}$, and a family of Lipschitz paths $\Phi=\left\{\phi_{y}\right\}_{y \in \mathcal{T}}$ such that

$$
\begin{align*}
& \phi_{y}:[0,1] \rightarrow \mathbb{R}^{N} \quad \text { is Lipschitz continuous with }  \tag{1}\\
& \phi_{y}(0)=u(y-), \phi_{y}(1)=u(y+) \quad \text { for } y \in \mathcal{T}
\end{align*}
$$

$$
\begin{equation*}
\sum_{y \in \mathcal{T}} \int_{0}^{1}\left|\frac{\partial \phi_{y}}{\partial \tau}\right| d \tau<\infty \tag{2}
\end{equation*}
$$

there exists a generalized graph $(X, U)$ associated with the triplet $(u, \mathcal{T}, \Phi)$.
The triplet $(u, \mathcal{T}, \Phi)$ is called extended graph in [27]. Apart from its theoretical interest, the proof of the proposition provides a procedure for constructing examples.

Proof. The construction proceeds in two steps.
Step 1. Construction of a continuous, BV representative $(Y, V):[0,1] \rightarrow[a, b] \times$ $\mathbb{R}^{N}$ of the graph determined by $(u, \mathcal{T}, \Phi)$.

Define $q:[a, b] \rightarrow[0,1]$ by setting $q(b)=1$ and

$$
\begin{align*}
q(x) & :=\frac{1}{Q}\left(x-a+\sum_{y \in \mathcal{T}, y<x} \int_{0}^{1}\left|\frac{\partial \phi_{y}}{\partial \tau}\right| d \tau\right) \quad \text { for } x \in[a, b)  \tag{4.21}\\
Q & :=b-a+\sum_{y \in \mathcal{T}} \int_{0}^{1}\left|\frac{\partial \phi_{y}}{\partial \tau}\right| d \tau
\end{align*}
$$

Then $q$ is a strictly increasing left-continuous (but generally discontinuous) function satisfying the properties $\mathcal{C}_{q}=[a, b] \backslash \mathcal{T}, \mathcal{S}_{q}=\mathcal{T}$,

$$
\begin{align*}
q(y+)-q(y-) & =\frac{1}{Q} \int_{0}^{1}\left|\frac{\partial \phi_{y}}{\partial \tau}\right| d \tau  \tag{4.22}\\
0<x_{2}-x_{1} & \leq Q\left(q\left(x_{2}\right)-q\left(x_{1}\right)\right) \quad \text { for } x_{1}<x_{2}
\end{align*}
$$

and $q(a)=0<q(x)<1=q(b)$ for $x \in(a, b)$.

The domain and range of $q$ admit the decompositions

$$
\begin{aligned}
& {[a, b]=\mathcal{C}_{q} \bigcup \mathcal{S}_{q}} \\
& {[0,1]=q\left(\mathcal{C}_{q}\right) \bigcup\left(\bigcup_{y \in \mathcal{T}}[q(y-), q(y+)]\right)}
\end{aligned}
$$

where $q\left(\mathcal{C}_{q}\right)$ and each $J_{y}=[q(y-), q(y+)]$ are mutually disjoint. The closure of the set $q\left(\mathcal{C}_{q}\right)$ is

$$
\overline{q\left(\mathcal{C}_{q}\right)}=\left(\bigcup_{y \in \mathcal{C}_{q}}\{q(y)\}\right) \bigcup\left(\bigcup_{y \in \mathcal{T}}\{q(y-), q(y+)\}\right)
$$

Define now the function $(Y, V)$ as follows:
(a) On each interval $J_{y}=[q(y-), q(y+)]$ with $y \in \mathcal{T}$, set

$$
\begin{cases}Y(s)=y & \text { for } s \in J_{y}  \tag{4.23}\\ V(s)=\phi_{y}\left(\frac{s-q(y-)}{q(y+)-q(y-)}\right) & \text { for } s \in J_{y}\end{cases}
$$

(b) On the complement $[0,1]-\cup_{y \in T} J_{y}=q\left(\mathcal{C}_{q}\right)$, we have $s \in q\left(\mathcal{C}_{q}\right)$ if and only if $s=q(y)$ for precisely one $y \in \mathcal{C}_{q}$. We define

$$
\begin{cases}Y(s)=y & \text { for } s \in q\left(\mathcal{C}_{q}\right)  \tag{4.24}\\ V(s)=u(y) & \text { for } s \in q\left(\mathcal{C}_{q}\right)\end{cases}
$$

Clearly, $Y$ is an increasing function, $(Y, V)$ are continuous on the interior of each interval $J_{y}$, and also for any $s_{1}, s_{2} \in J_{y}$ with $s_{1}<s_{2}$, we have

$$
\begin{equation*}
\left|V\left(s_{2}\right)-V\left(s_{1}\right)\right| \leq \int_{\frac{s_{1}-q(y-)}{q(y+)-q(y-)}}^{\frac{s_{2}-q(y-)}{q(y+)-q(y-)}}\left|\frac{\partial \phi_{y}}{\partial \tau}\right| d \tau \leq \int_{0}^{1}\left|\frac{\partial \phi_{y}}{\partial \tau}\right| d \tau \tag{4.25}
\end{equation*}
$$

We proceed to show $(Y, V)$ is continuous for each $s \in \overline{q\left(\mathcal{C}_{q}\right)}$. This follows by a case analysis:
(i) $s \in q\left(\mathcal{C}_{q}\right), s_{n} \rightarrow s$ with $\left\{s_{n}\right\} \subset q\left(\mathcal{C}_{q}\right)$. Then $s_{n}=q\left(y_{n}\right), s=q(y)$ for some $y_{n}, y \in \mathcal{C}_{q}$. By (4.22), $y_{n} \rightarrow y$ and thus

$$
Y\left(s_{n}\right)=y_{n} \rightarrow y=Y(s), \quad V\left(s_{n}\right)=u\left(y_{n}\right) \rightarrow u(y)=V(s)
$$

(ii) $s=q(y-)$ for some $y \in \mathcal{T}, s_{n} \rightarrow s$ with $\left\{s_{n}\right\} \subset q\left(\mathcal{C}_{q}\right)$. In this case for large $n$ it is $s_{n}<s$, and the corresponding points $y_{n} \in \mathcal{C}_{q}$ satisfy $s_{n}=q\left(y_{n}\right)$ and $y_{n}<y$. Again (4.22) implies

$$
0<y-y_{n}<Q\left(q(y-)-q\left(y_{n}\right)\right)
$$

and thus, by $\left(A_{1}\right)$,

$$
Y\left(s_{n}\right)=y_{n} \rightarrow y-=Y(s), \quad V\left(s_{n}\right)=u\left(y_{n}\right) \rightarrow u(y-)=\phi_{y}(0)=V(s)
$$

(iii) If $s=q(y+)$ for some $y \in \mathcal{T}, s_{n} \rightarrow s$ with $\left\{s_{n}\right\} \subset q\left(\mathcal{C}_{q}\right)$. Then, as in (ii),

$$
Y\left(s_{n}\right) \rightarrow y+=Y(s), \quad V\left(s_{n}\right)=u\left(y_{n}\right) \rightarrow u(y+)=\phi_{y}(1)=V(s)
$$

(iv) Now let $s_{n} \rightarrow s$ with $\left\{s_{n}\right\} \subset \overline{q\left(\mathcal{C}_{q}\right)}$. For each $n$, let $\sigma_{n} \in q\left(\mathcal{C}_{q}\right)$ such that

$$
\left|\sigma_{n}-s_{n}\right|<\frac{1}{n}, \quad\left|Y\left(\sigma_{n}\right)-Y\left(s_{n}\right)\right|<\frac{1}{n}, \quad\left|V\left(\sigma_{n}\right)-V\left(s_{n}\right)\right|<\frac{1}{n}
$$

Then $\sigma_{n} \rightarrow s$ and (i)-(iii) imply $Y\left(s_{n}\right) \rightarrow Y(s), V\left(s_{n}\right) \rightarrow V(s)$.
(v) On the other extreme, let $s_{n} \rightarrow s$ with $\left\{s_{n}\right\} \subset \cup_{y \in \mathcal{T}} J_{y}$. Then $Y\left(s_{n}\right)=y_{n}$ with $y_{n} \in \mathcal{T}$. To simplify the exposition, consider the case $s_{n}<s, s_{n} \rightarrow s$. For each $n$, define $\sigma_{n}=q\left(y_{n}+\right)$. Then $\left\{\sigma_{n}\right\} \subset \overline{q\left(\mathcal{C}_{q}\right)}, \sigma_{n} \rightarrow s$ and (4.25) implies

$$
\sum_{n}\left|V\left(\sigma_{n}\right)-V\left(s_{n}\right)\right| \leq \sum_{n} \int_{0}^{1}\left|\frac{\partial \phi_{y_{n}}}{\partial \tau}\right| d \tau
$$

It follows from (iv) and hypothesis $\left(\mathrm{A}_{2}\right)$ that $Y\left(s_{n}\right)=Y\left(\sigma_{n}\right) \rightarrow Y(s), V\left(s_{n}\right) \rightarrow V(s)$.
(vi) For general sequences $s_{n} \rightarrow s$, the result follows by combining (iv) and (v).

The function $Y$ is increasing and thus of bounded variation. The total variation of $V$ may be explicitly computed

$$
T V_{[0,1]}(V) \leq T V_{[a, b]}(u)+\sum_{y \in \mathcal{T}}\left(\int_{0}^{1}\left|\frac{\partial \phi_{y_{n}}}{\partial \tau}\right| d \tau-|u(y+)-u(y-)|\right)
$$

Thus $V$ is also of bounded variation.
Step 2. Construction of a Lipschitz continuous representative $(X, U):[0,1] \rightarrow$ $[a, b] \times \mathbb{R}^{N}$ of the graph determined by $(u, \mathcal{T}, \Phi)$.

Using the reparametrization (2.15) and the analysis of section 2.2 , we can construct the canonical representative of the curve $(Y, V)$. This representative $(X, U)$ is Lipschitz (with Lipschitz constant $L$ ) and satisfies

$$
(Y, V)=(X, U) \circ \gamma, \text { where } \gamma(s)=\frac{1}{L} T_{(Y, V)}(s), s \in[0,1], \text { and } L=T V_{[0,1]}(Y, V)
$$

Also, $X$ is increasing and $(X, U)$ is a generalized graph.
4.4. Comparison with definitions based on families of paths. In this section, we compare definitions based on families of paths with Theorem 3.4 based on generalized graphs.

We review the definition proposed by Dal Maso, LeFloch, and Murat [10]. This theory is based on a given family of Lipschitz continuous paths $\phi:[0,1] \times \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow$ $\mathbb{R}^{N}$ that satisfy, for some $K>0$ and for all $u_{0}, u_{1} \in \mathbb{R}^{N}$ and $\tau \in[0,1]$, the properties

$$
\begin{gather*}
\phi\left(0 ; u_{0}, u_{1}\right)=u_{0}, \quad \phi\left(1 ; u_{0}, u_{1}\right)=u_{1}  \tag{H1}\\
\phi\left(\tau ; u_{0}, u_{0}\right)=u_{0}  \tag{H2}\\
\left|\frac{\partial \phi}{\partial \tau}\left(\tau ; u_{0}, u_{1}\right)\right| \leq K\left|u_{0}-u_{1}\right| \tag{H3}
\end{gather*}
$$

Theorem and Definition 4.9 (see [10]). Let $u:(a, b) \rightarrow \mathbb{R}^{N}$ be a function of bounded variation and $g: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ be a continuous map. There exists a unique finite signed Borel measure $\mu$ on $(a, b)$ such that
(1) if $u$ is continuous on a Borel set $B \subset(a, b)$, then

$$
\begin{equation*}
\mu(B)=\int_{B} g(u) d u \tag{4.26}
\end{equation*}
$$

(2) if $u$ is discontinuous at a point $x \in(a, b)$, then

$$
\begin{equation*}
\mu(\{x\})=\int_{0}^{1} g\left(\phi\left(\tau ; u_{-}, u_{+}\right)\right) \frac{\partial \phi}{\partial \tau}\left(\tau ; u_{-}, u_{+}\right) d \tau \quad \text { with } u_{ \pm}:=u(x \pm) \tag{4.27}
\end{equation*}
$$

The measure $\mu$ is called the nonconservative product of $g(u)$ by $\frac{d u}{d x}$ and is denoted by

$$
\begin{equation*}
\mu=\left[g(u) \frac{d u}{d x}\right]_{\phi} \tag{4.28}
\end{equation*}
$$

Remark 4.10. The stronger condition

$$
\left|\frac{\partial \phi}{\partial \tau}\left(\tau ; u_{0}, u_{1}\right)-\frac{\partial \phi}{\partial \tau}\left(\tau ; v_{0}, v_{1}\right)\right| \leq K\left|\left(u_{0}-v_{0}\right)-\left(u_{1}-v_{1}\right)\right|
$$

is assumed in [10] in place of (H3), in connection with defining products of the form $g(u) \frac{d v}{d x}$, where $u$ and $v$ are BV functions. For instance, (H3') guarantees that such products depend solely on the measure $\frac{d v}{d x}$ and not on the function $v$. It is straightforward to check that hypotheses (H1)-(H3) suffice for Definition 4.9, for most results presented in [10], and, in particular, for the theorem on weak stability.

It can be checked that the nonconservative product is independent of reparametrizations of the paths and that the definition is consistent with the usual distributional definition in the case of conservative products: if $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a continuously differentiable function, then

$$
\begin{equation*}
\left[(D f)(u) \frac{d u}{d x}\right]_{\phi}=\frac{d}{d x}(f(u)) \tag{4.29}
\end{equation*}
$$

The left-hand side in (4.29) is understood in the sense of Definition 4.9, while the right-hand side is understood in the sense of distributions.

Example 4.11. A simple example of paths is the family of straight lines $\phi_{S}$, defined by

$$
\begin{equation*}
\phi_{S}\left(\tau ; u_{0}, u_{1}\right)=u_{0}+\tau\left(u_{1}-u_{0}\right) \tag{4.30}
\end{equation*}
$$

Then (4.27) reads

$$
\left[g(u) \frac{d u}{d x}\right]_{S}(\{x\})=\left(\int_{0}^{1} g\left(u_{-}+\tau\left(u_{+}-u_{-}\right)\right) d \tau\right)\left(u_{+}-u_{-}\right)
$$

and the nonconservative product coincides with a product introduced by Volpert [31]. To see that, recall that the averaged superposition of a BV function $u:(a, b) \rightarrow \mathbb{R}^{N}$ by a continuous function $g$ is the function $\hat{g}(u)$, defined for all $x \in(a, b)$ by

$$
\begin{equation*}
\hat{g}(u)(x)=\int_{0}^{1} g\left(u_{-}+s\left(u_{+}-u_{-}\right)\right) d s, \quad u_{ \pm}:=u(x \pm) \tag{4.31}
\end{equation*}
$$

Of course, we have

$$
\hat{g}(u)(x)=g(u(x)) \quad \text { for all } x \in \mathcal{C}_{u}
$$

The function $\hat{g}(u)$ is Borel measurable, and the product $\hat{g}(u) \frac{d u}{d x}$ is well defined as a signed Borel measure. This nonconservative product coincides with the one in Definition 4.9 if one uses the family of straight lines:

$$
\begin{equation*}
\left[g(u) \frac{d u}{d x}\right]_{S}=\hat{g}(u) \frac{d u}{d x} \tag{4.32}
\end{equation*}
$$

as Borel measures on $(a, b)$.
A comparison of (4.20) with the hypotheses of Theorem 4.9 indicates that (H2) and (H3) are somewhat restrictive, ruling out the possibility of loops attached to the graph of the BV function $u$. The gap between the two definitions has been bridged in a definition given by Raymond [27]. It is proved in [27] that this definition is equivalent to Definition 4.1.

In practice, there should be no confusion between the notation introduced in Definitions 4.1 and 4.9 , respectively, in view of the following result.

THEOREM 4.12. Let $u:(a, b) \rightarrow \mathbb{R}^{N}$ be a function of bounded variation and $(X, U):[0,1] \rightarrow[a, b] \times \mathbb{R}^{N}$ be a generalized graph of $u$. Suppose there exists a family of paths satisfying (H1)-(H2) such that, for every point of discontinuity $x \in \mathcal{S}_{u}$,

$$
\begin{align*}
& \phi\left(\tau ; u_{-}, u+\right):=U\left(s_{-}+\tau\left(s_{+}-s_{-}\right)\right), \quad \tau \in[0,1] \\
& \text { where } s_{ \pm}:=X^{-1}(x \pm), u_{ \pm}:=u(x \pm), \tag{4.33}
\end{align*}
$$

and satisfying the "no loop" condition

$$
\begin{equation*}
\text { for every } x \in \mathcal{C}_{u}, \text { there exists a unique } s \in[0,1] \text { such that } X(s)=x \tag{4.34}
\end{equation*}
$$

Then the nonconservative products in Definitions 4.1 and 4.9, respectively, coincide

$$
\left[g(u) \frac{d u}{d x}\right]_{\phi}=\left[g(u) \frac{d u}{d x}\right]_{(X, U)}
$$

as Borel measures on $(a, b)$.
Proof. It will be convenient to view the product in Definition 4.9 as a BorelStieltjes integral. Namely, by modifying $g(u)$ at most countably many points, we can construct a function $\overline{g(u)}:[a, b] \rightarrow \mathbb{R}^{N}$ satisfying

$$
\begin{equation*}
\overline{g(u)}(x)=g(u(x)) \quad \text { for } x \in \mathcal{C}_{u} \tag{4.35}
\end{equation*}
$$

and for $x \in \mathcal{S}_{u}$

$$
\begin{equation*}
\overline{g(u)} \cdot(u(x+)-u(x-))=\int_{0}^{1} g(\phi(\tau ; u(x-), u(x+))) \partial_{\tau} \phi(\tau ; u(x-), u(x+)) d \tau \tag{4.36}
\end{equation*}
$$

Note that the value of $\overline{g(u)}(x)$ is not uniquely determined by points $x \in \mathcal{S}_{u}$, since any vector othogonal to the jump $u(x+)-u(x-)$ may be added to $\overline{g(u)}(x)$. From Definition 4.9, one deduces that

$$
\begin{equation*}
\left[g(u) \frac{d u}{d x}\right]_{\phi}=\overline{g(u)} d u \tag{4.37}
\end{equation*}
$$

as Borel measures on $(a, b)$, where the right-hand side is understood as a BorelStieltjes integral. Using the change of variable formula in Theorem 2.2, we thus have

$$
\begin{equation*}
\int_{[a, b]} \theta\left[g(u) \frac{d u}{d x}\right]_{\phi}=\int_{[a, b]} \theta \overline{g(u)} d u=\int_{[0,1]}(\theta \circ X)(\overline{g(u)} \circ X) d(u \circ X) \tag{4.38}
\end{equation*}
$$

Consider the decomposition $\left([0,1] \backslash J_{u}\right) \cup J_{u}$ where $J_{u}:=\bigcup_{x}\left[s_{-}, s_{+}\right]$with $s_{ \pm}:=$ $X^{-1}(x \pm)$. On one hand, by (4.35) one has $\overline{g(u)}(x)=g(u(x))$ for $x \in \mathcal{C}_{u}$ and thus, on the set $[0,1] \backslash J_{u}$, we obtain $u \circ X=U$ and $\overline{g(u)} \circ X=g(u \circ X)=g(U)$. Thus

$$
\begin{align*}
\int_{[0,1] \backslash J_{u}}(\theta \circ X)(\overline{g(u)} \circ X) d(u \circ X) & =\int_{[0,1] \backslash J_{u}}(\theta \circ X)(g(u) \circ X) d(u \circ X) \\
& =\int_{[0,1] \backslash J_{u}}(\theta \circ X) g(U) \frac{d U}{d s} d s \tag{4.39}
\end{align*}
$$

On the other hand, in view of condition (4.34), each interval $\left[s_{-}, s_{+}\right] \subset J_{u}$ corresponds to a jump in $u$, say, $u_{ \pm}:=u(x \pm)$ for some $x \in \mathcal{S}_{u}$. Using (4.36) and (4.33), we obtain

$$
\begin{align*}
\int_{\left[s_{-}, s_{+}\right]}(\theta \circ X) & (\overline{g(u)} \circ X) d(u \circ X)=\int_{\left[s_{-}, s_{+}\right]} \theta(x) \overline{g(u)}(x) d(u \circ X) \\
= & \theta(x) \overline{g(u)}(x) \cdot\left(u_{+}-u_{-}\right) \\
& =\theta(x) \int_{0}^{1} g(\phi(\tau ; u(x-), u(x+))) \partial_{\tau} \phi(\tau ; u(x-), u(x+)) d \tau  \tag{4.40}\\
& =\theta(x) \int_{\left[s_{-}, s_{+}\right]} g(U(s)) \frac{d U}{d s} d s
\end{align*}
$$

Combining (4.38)-(4.40) we deduce that

$$
\begin{aligned}
\int_{[a, b]} \theta\left[g(u) \frac{d u}{d x}\right]_{\phi} & =\int_{[0,1]}(\theta \circ X)(\overline{g(u)} \circ X) d(u \circ X) \\
& =\int_{[0,1]}(\theta \circ X) g(U) \frac{d U}{d s} d s \\
& =\int_{[a, b]} \theta\left[g(u) \frac{d u}{d x}\right]_{(X, U)}
\end{aligned}
$$

for every test function $\theta$.
Next, we list examples in order to illustrate the relation between regularized sequences $\left\{v_{n}\right\}$, subject to (1.3), and the associated nonconservative products. Since all definitions of nonconservative products are equivalent within their range of applicability, we will use interchangeably the notation $\left[g(u) \frac{d u}{d x}\right]_{\phi}$ and $\left[g(u) \frac{d u}{d x}\right]_{(X, U)}$; the former is applicable when we are given a family of paths $\phi$ or an extended graph and the latter when we are given a generalized graph $(X, U)$. In any case one can pass from $\phi$ to $(X, U)$ and vice versa by using Propositions 4.7 and 4.8. We recall that, given a generalized graph $(X, U)$, it is always possible to construct a sequence of smooth functions $\left\{v_{n}\right\}$ that approach $(X, U)$ in the graph distance (cf. Theorem 3.2).

Example 4.13. We return to the sequence $\left\{v_{n}\right\}$ discussed in Example 1.1. With $u_{0}, u_{1} \in \mathbb{R}^{N}$, the functions $\left\{v_{n}\right\}, v$, and the path $\pi$ defined in (1.5)-(1.6), we have

$$
\begin{equation*}
g\left(v_{n}\right) \frac{d v_{n}}{d x} \rightharpoonup\left(\int_{0}^{1} g(\pi(s)) \pi^{\prime}(s) d s\right) \delta_{x_{0}} \quad \text { weak- } \quad \text { in } \mathcal{M}[a, b] \tag{4.41}
\end{equation*}
$$

We select the family of paths $\phi$ so that $\phi\left(. ; u_{0}, u_{1}\right)=\pi$ holds. Then the nonconservative product reads

$$
\begin{equation*}
\left[g(v) \frac{d v}{d x}\right]_{\phi}=c(g, \pi) \delta_{x_{0}}, \quad \text { where } c(g, \pi)=\int_{0}^{1} g(\pi(s)) \pi^{\prime}(s) d s \tag{4.42}
\end{equation*}
$$

and for any $g$ continuous we have $g\left(v_{n}\right) \frac{d v_{n}}{d x} \longrightarrow\left[g(v) \frac{d v}{d x}\right]_{\phi}$ weak- . This example illustrates the important fact that the path $\phi$ must be selected in agreement with the regularization under consideration. Different regularizations may give rise to different paths $\phi$.

When $u_{0} \neq u_{1}$, (4.42) may be interpreted in terms of Definition 4.9. When $u_{0}=u_{1}$, this is no longer possible, because hypothesis $\left(\mathrm{H}_{2}\right)$ excludes the possibility of loops. However, it can be interpreted in terms of the more general Definition 4.1 as follows: By Proposition 4.8 the function $v$ together with the location of the loop discontinuity $x_{0}$ and the path $\pi$ determine a generalized graph. A representative $(Y, V)$ of this graph is given by the formulas

$$
Y(s)=\left\{\begin{array}{ll}
a+3 s\left(x_{0}-a\right), & s \in\left[0, \frac{1}{3}\right],  \tag{4.43}\\
x_{0}, & s \in\left[\frac{1}{3}, \frac{2}{3}\right], \\
x_{0}+(3 s-2)\left(b-x_{0}\right), & s \in\left[\frac{2}{3}, 1\right]
\end{array} \quad V(s)= \begin{cases}u_{0}, & s \in\left[0, \frac{1}{3}\right] \\
\pi(3 s-1), & s \in\left[\frac{1}{3}, \frac{2}{3}\right] \\
u_{1}, & s \in\left[\frac{2}{3}, 1\right]\end{cases}\right.
$$

Then Definition 4.1 gives

$$
\begin{equation*}
\left[g(v) \frac{d v}{d x}\right]_{(Y, V)}=c(g ; \pi) \delta_{x_{0}} \tag{4.44}
\end{equation*}
$$

and so, as $n \rightarrow \infty$,

$$
\begin{equation*}
g\left(v_{n}\right) \frac{d v_{n}}{d x} \rightharpoonup\left[g(v) \frac{d v}{d x}\right]_{(Y, V)} \quad \text { weakly-丸 } \in \mathcal{M}[a, b] \tag{4.45}
\end{equation*}
$$

Note that (4.44) holds for arbitrary $u_{0}$ and $u_{1}$ and that, when $u_{0}=u_{1}$, the limiting graph $(Y, V)$ contains a loop at the location $x_{0}$.

Example 4.14. Consider next a piecewise constant function $v:[a, b] \rightarrow \mathbb{R}^{N}$ having three points of discontinuity:

$$
v(x)= \begin{cases}u_{0} & \text { for } x \in\left[a, c_{1}\right)  \tag{4.46}\\ u_{1} & \text { for } x \in\left[c_{1}, c_{2}\right) \\ u_{2} & \text { for } x \in\left[c_{2}, c_{3}\right) \\ u_{3} & \text { for } x \in\left[c_{3}, b\right]\end{cases}
$$

where $a<c_{1}<c_{2}<c_{3}<b$ are real constants, and the $u_{j}$ 's are constant vectors. Let $\pi_{j}$ be Lipschitz continuous paths such that $\pi_{j}(0)=u_{j-1}$ and $\pi_{j}(1)=u_{j}, j=1,2,3$. In a fashion similar to Example 1.1, we can define a sequence of smooth functions $v_{n}$ by replacing the jumps in $v$ with smooth transition layers based on the paths $\pi_{j}$ such that $\left\{v_{n}\right\}$ are uniformly bounded and $v_{n} \rightarrow v$ pointwise. Then

$$
\begin{equation*}
g\left(v_{n}\right) \frac{d v_{n}}{d x} \rightharpoonup \sum_{j=1,2,3} c\left(g, \pi_{j}\right) \delta_{c_{j}}, \quad \text { where } \quad c\left(g, \pi_{j}\right)=\int_{0}^{1} g\left(\pi_{j}\right) \frac{\partial \pi_{j}}{\partial s} d s \tag{4.47}
\end{equation*}
$$

Accordingly, the nonconservative product is defined so that

$$
\begin{equation*}
\left[g(v) \frac{d v}{d x}\right]_{(X, U)}=\left[g(v) \frac{d v}{d x}\right]_{\phi}=\sum_{j=1,2,3} c\left(g, \pi_{j}\right) \delta_{c_{j}} \tag{4.48}
\end{equation*}
$$

In most cases this is done by using Definition 4.9, upon selecting the family of paths $\phi$ so that $\phi\left(. ; u_{j}, u_{j+1}\right)=\pi_{j}$. There are a few interesting exceptions when one needs
to use Definition 4.1. One is the case where the approximating sequence contains loops. This is discussed in the previous example. Another case is when the jumps of $v$ at $x=c_{1}$ and $x=c_{3}$ coincide, $u_{0}=u_{2}$ and $u_{1}=u_{3}$. Then Definition 4.9 prevents us from using, in $v_{n}$, different paths for approximating the same jump at two different locations. This difficulty does not arise with Definition 4.1. Upon constructing a representative of the limiting graph, as in the previous example, we define the nonconservative product as in (4.48).

Example 4.15. Given an increasing sequence of points $c_{k} \in[a, b), k=0,1,2, \ldots$, with $c_{0}=a$ and $c_{\infty}:=\lim _{k \rightarrow \infty} c_{k} \in(a, b)$, we consider the saltus function $u:[a, b] \rightarrow$ $\mathbb{R}^{N}$ defined by

$$
v(x)= \begin{cases}u_{0} & \text { for } x \in\left[a, c_{1}\right)  \tag{4.49}\\ u_{k} & \text { for } x \in\left[c_{k}, c_{k+1}\right), \quad k=1,2, \ldots \\ u_{\infty} & \text { for } x \in\left[c_{\infty}, b\right]\end{cases}
$$

for constants $u_{k}$ and $u_{\infty}$ in $\mathbb{R}^{N}$. For each jump connecting $u_{k}$ to $u_{k+1}$ in $v$, we consider a Lipschitz continuous path $\pi_{k}(s)$ for $s \in[0,1]$ satisfying $\pi_{k}(0)=u_{k-1}$ and $\pi_{k}(1)=u_{k}$.

Let $c_{k}^{ \pm, n}$, for $k, n=1,2, \ldots$, be a sequence of points in the interval $(a, b)$ such that $c_{k}^{-, n}<c_{k}<c_{k}^{+, n}<c_{k+1}^{-, n}$, and $c_{k}^{ \pm, n} \rightarrow c_{k}$ as $n \rightarrow \infty$. We construct the sequence of regularized functions $v_{n}:[a, b] \rightarrow \mathbb{R}^{N}$ by

$$
v_{n}(x)= \begin{cases}u_{0} & \text { for } x \in\left[a, c_{1}^{-, n}\right),  \tag{4.50}\\ \pi_{k}\left(\frac{x-c_{k}^{-, n}}{c_{k}^{+, n}-c_{k}^{-, n}}\right) & \text { for } x \in\left[c_{k}^{-, n}, c_{k}^{+, n}\right), \quad k=1,2, \ldots, \\ u_{k} & \text { for } x \in\left[c_{k}^{+, n}, c_{k+1}^{-, n}\right), \quad k=1,2, \ldots, \\ u_{\infty} & \text { for } x \in\left[c_{\infty}, b\right]\end{cases}
$$

The functions $v_{n}$ are continuous and

$$
\begin{equation*}
T V\left(v_{n}\right)=\sum_{k=1}^{\infty} \int_{0}^{1}\left|\frac{d \pi_{k}}{d s}(s)\right| d s \tag{4.51}
\end{equation*}
$$

We assume that the right-hand side of (4.51) is finite, so that the sequence $\left\{v_{n}\right\}$ is of uniformly bounded variation. A calculation shows that

$$
\begin{equation*}
g\left(v_{n}\right) \frac{d v_{n}}{d x} \rightharpoonup \sum_{j=1}^{\infty} c\left(g, \pi_{j}\right) \delta_{c_{j}}, \quad \text { weak-» in } \mathcal{M}[a, b] \tag{4.52}
\end{equation*}
$$

which suggests that the nonconservative product $\left[g(v) \frac{d v}{d x}\right]_{(X, U)}$ should be defined by

$$
\begin{equation*}
\left[g(v) \frac{d v}{d x}\right]_{(X, U)}=\sum_{k=1}^{\infty} c\left(g, \pi_{k}\right) \delta_{c_{k}} \tag{4.53}
\end{equation*}
$$

Because of the uniform constant $K$ in hypothesis $\left(\mathrm{H}_{3}\right)$ this cannot be handled in general by Definition 4.9. By contrast, Definition 4.1 is adequate to define the nonconservative product as in (4.53); this follows from $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{2}\right)$ and the construction process in the proof of Proposition 4.8.
5. The Riemann problem for nonconservative hyperbolic systems. The theory developed in the previous sections is now applied to the Riemann problem for first-order quasi-linear hyperbolic systems

$$
\begin{align*}
\partial_{t} u+A(u) \partial_{x} u & =0, \quad x \in \mathbb{R}, t>0  \tag{5.1}\\
u(x, 0) & = \begin{cases}u_{-} & \text {for } x<0 \\
u_{+} & \text {for } x>0\end{cases}
\end{align*}
$$

where the $N \times N$ matrix $A(u)$ is a smooth function of $u$, and $u_{+}$and $u_{-}$are given vectors in $\mathbb{R}^{N}$. Because of the invariance of the Riemann problem under dilations $(x, t) \rightarrow(\alpha x, \alpha t)$, for $\alpha>0$, the solution is expected to be a self-similar function of the variable $\xi=x / t$. Accordingly, $u=u(x / t)$ is sought by solving the boundary value problem

$$
\begin{align*}
-\xi \frac{d u}{d \xi}+A(u) \frac{d u}{d \xi} & =0  \tag{0}\\
u( \pm \infty) & =u_{ \pm}
\end{align*}
$$

In the nonconservative case $A(u)$ is not a Jacobian matrix, and one is confronted with the difficulty of giving an appropriate meaning to the product $A(u) d u / d \xi$. To address this difficulty, we construct solutions of $\left(\mathrm{P}_{0}\right)$ as $\varepsilon \searrow 0$ limits of solutions to

$$
\begin{align*}
-\xi \frac{d u_{\varepsilon}}{d \xi}+A\left(u_{\varepsilon}\right) \frac{d u_{\varepsilon}}{d \xi} & =\varepsilon \frac{d}{d \xi}\left(B\left(u_{\varepsilon}\right) \frac{d u_{\varepsilon}}{d \xi}\right) \\
u_{\varepsilon}( \pm \infty) & =u_{ \pm}
\end{align*}
$$

where $B(u)$ is a positive semidefinite $N \times N$ matrix. This approach for constructing solutions to the Riemann problem is called self-similar zero-viscosity limits. For conservative strictly hyperbolic systems, this method is known to select shocks having the internal structure of a traveling wave and to provide the unique solution to the Riemann problem for weak waves; see Tzavaras [30].

Throughout the paper we proceed under the hypothesis: There exists a family of smooth solutions $u_{\varepsilon}$ to $\left(\mathrm{P}_{\varepsilon}\right)$, for $\varepsilon>0$, that satisfy uniform in $\varepsilon L^{\infty}$ and variation bounds,

$$
\begin{equation*}
\left|u_{\varepsilon}-u_{-}\right|_{L^{\infty}}+T V\left(u_{\varepsilon}\right) \leq C \tag{5.2}
\end{equation*}
$$

as well as uniform convergence properties at infinity,

$$
\begin{equation*}
\left|u_{\varepsilon}(\xi)-u_{ \pm}\right| \leq C \exp (-\alpha \varepsilon) \quad \text { for } \xi<a+1 \text { and } \xi>b-1 \tag{5.3}
\end{equation*}
$$

for some $a<b$ and $C, \alpha>0$ independent of $\varepsilon$. Such solutions are constructed in LeFloch-Tzavaras [18, 19] under the following set of structural assumptions:
(i) System (1.1) is strictly hyperbolic; i.e., the matrix $A(u)$ has $N$ real and distinct eigenvalues $\lambda_{1}(u)<\cdots<\lambda_{N}(u)$;
(ii) the initial jump $\left|u_{+}-u_{-}\right|$is sufficiently small;
(iii) the diffusion matrix $B(u)$ is the $N \times N$ identity matrix $I d$.

It is, however, expected that estimates (5.2) should hold, together with (5.3) or variants, under more general circumstances, and the analysis in this section requires only (5.2)-(5.3).

The uniform BV estimates provide a natural framework to study the notion of weak solutions for the nonconservative Riemann problem $\left(\mathrm{P}_{0}\right)$. Let $\left(X_{\varepsilon}, U_{\varepsilon}\right)$ be the arc-length reparametrization of the graph $\left(\xi, u_{\varepsilon}(\xi)\right)$. Theorem 3.2 asserts that there exists a subsequence $\left\{u_{\varepsilon_{n}}\right\}$ and a generalized graph $(X, U)$, determining a function $u$ of bounded variation such that

$$
\begin{align*}
& \left(X_{\varepsilon_{n}}, U_{\varepsilon_{n}}\right) \xrightarrow{\mathrm{d}}(X, U)  \tag{5.4}\\
& \sigma_{\varepsilon_{n}}(\xi) \rightarrow \sigma(\xi), \quad u_{\varepsilon_{n}}(\xi) \rightarrow u(\xi) \quad \text { for } \xi \in \mathcal{C}_{\sigma}
\end{align*}
$$

Recall that $\sigma_{\varepsilon_{n}}=X_{\varepsilon_{n}}^{-1}$ is a strictly increasing function, while $\sigma=X^{-1}$ is a strictly increasing multivalued map.

Using the results of sections 3 and 4, we can give a meaning to the nonconservative product $\left[A(u) \frac{d u}{d \xi}\right]_{(X, U)}$, relative to the generalized graph $(X, U)$, as a weak- $\begin{aligned} & \text { limit of }\end{aligned}$ $A\left(u_{\varepsilon}\right) \frac{d u_{\varepsilon}}{d x}$. To this end, we use either Definition 4.1 to interpret $\left[A(u) \frac{d u}{d \xi}\right]_{(X, U)}$ as a Radon measure or Definition 4.4 to define it via its distribution function $F$. It leads to a notion of solutions for $\left(\mathcal{P}_{0}\right)$ as in Definition 5.1.

Definition 5.1. Let $(X, U):[0,1] \rightarrow[a, b] \times \mathbb{R}^{N}$ be a generalized graph associated with a function of bounded variation $u:[a, b] \rightarrow \mathbb{R}^{N}$. We say that $(X, U)$ is a weak solution to the system

$$
\begin{equation*}
-\xi \frac{d u}{d \xi}+A(u) \frac{d u}{d \xi}=0 \tag{5.5}
\end{equation*}
$$

if

$$
\begin{equation*}
-\xi \frac{d u}{d \xi}+\left[A(u) \frac{d u}{d \xi}\right]_{(X, U)}=0 \tag{5.6}
\end{equation*}
$$

in the sense of measures. Equivalently, if for any $\zeta, \xi \in[a, b]$,

$$
\begin{equation*}
-[\xi u(\xi+)-\zeta u(\zeta-)]+\int_{\zeta}^{\xi} u(\theta) d \theta+\int_{X^{-1}(\zeta-)}^{X^{-1}(\xi+)} A(U(s)) \frac{d U}{d s} d s=0 \tag{5.7}
\end{equation*}
$$

Remark 5.2. Relation (5.7) suggests that at points $\xi \in \mathcal{S}_{X^{-1}}$, the set where the inverse map $X^{-1}$ is multivalued, the following analogue of the Rankine-Hugoniot conditions is satisfied:

$$
\begin{equation*}
-\xi[u(\xi+)-u(\xi-)]+\int_{X^{-1}(\xi-)}^{X^{-1}(\xi+)} A(U(s)) \frac{d U}{d s} d s=0 \tag{5.8}
\end{equation*}
$$

Points $\xi \in \mathcal{S}_{X^{-1}}$ may correspond either to jumps or to loops.
The notion of weak solution depends on the equivalence class, but not on the specific representative, of the generalized graph.

Proposition 5.3. If a generalized graph $(X, U)$ is a weak solution to (5.4), then any path $(Y, V)$ belonging to the same equivalence class as $(X, U)$ is also a weak solution.

Suppose there exists $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ such that $A=D f$. Let $u$ of bounded variation be a solution to (5.4) in the sense of distributions

$$
\begin{equation*}
\int_{\mathbb{R}} u \theta d \xi+\int_{\mathbb{R}}(\xi u+f(u)) \frac{d \theta}{d \xi} d \xi=0 \tag{5.9}
\end{equation*}
$$

for every smooth function $\theta$ of compact support. Then any generalized graph associated with $u$ is a weak solution in the sense of Definition 5.1.

The proof of Proposition 5.3 follows from the facts that the nonconservative product is independent of reparametrizations of the generalized graph $(X, U)$, and, when $A(u)=D f(u)$, one has

$$
\left[A(u) \frac{d u}{d \xi}\right]_{(X, U)}=\frac{d}{d \xi} f(u)
$$

as measures.
ThEOREM 5.4. Fix $u_{ \pm} \in \mathbb{R}^{N}$. Let $u_{\varepsilon}:(-\infty,+\infty) \rightarrow \mathbb{R}^{N}$ be a family of smooth solutions to $\left(\mathrm{P}_{\varepsilon}\right)$ for $\varepsilon>0$ that are of uniformly bounded variation and satisfy (5.2)(5.3). Consider the arc-length parametrizations $\left(X_{\varepsilon}, U_{\varepsilon}\right)$ of the graphs of $u_{\varepsilon}$. There exists a subsequence $\left\{u_{\varepsilon_{n}}\right\}$, with $\varepsilon_{n} \rightarrow 0$, a generalized graph $(X, U)$, and an associated $B V$ function $u$, such that $\left(X_{\varepsilon_{n}}, U_{\varepsilon_{n}}\right)$ converges to $(X, U)$ as in (5.4), $(X, U)$ is a weak solution of (5.5), and

$$
u(\xi)= \begin{cases}u_{-} & \text {for }-\infty<\xi<a+1  \tag{5.10}\\ u_{+} & \text {for } b-1<\xi<+\infty\end{cases}
$$

Combined with [18, 19], where the uniform bounds are established for strictly hyperbolic systems and small initial jumps $\left|u_{+}-u_{-}\right|$, Theorem 5.4 provides an existence result for the Riemann problem $\left(\mathrm{P}_{0}\right)$. We refer to [19] for the structure of the resulting wave-fan solution of the Riemann problem and the admissibility restrictions that the process $\left(\mathrm{P}_{\varepsilon}\right)$ imposes on shocks. The relation with the solution of the Riemann problem for genuinely nonlinear systems, obtained in [14, 10], is also investigated in [19].

Proof. In view of the uniform estimates (5.2)-(5.3) and Theorem 3.2, the graphs $\left(X_{\varepsilon}, U_{\varepsilon}\right)$ converge along subsequences in the graph distance. Denote by $(X, U)$ the limiting graph.

Observe that the right-hand side of the equation in $\left(\mathrm{P}_{\varepsilon}\right)$ tends to zero in the sense of distributions

$$
\begin{equation*}
\left|\varepsilon \int B\left(u_{\varepsilon}\right) \frac{d u_{\varepsilon}}{d \xi} \frac{d \theta}{d \xi} d x\right| \leq \varepsilon C\|\theta\|_{\mathcal{C}^{1}} T V\left(u_{\varepsilon}\right) \quad \longrightarrow 0 \tag{5.11}
\end{equation*}
$$

for every test function $\theta$.
To determine the limit of the right-hand side of the equation in $\left(\mathrm{P}_{\varepsilon}\right)$, one writes

$$
A\left(u_{\varepsilon}\right) \frac{d u_{\varepsilon}}{d \xi}=\left[A\left(u_{\varepsilon}\right) \frac{d u_{\varepsilon}}{d \xi}\right]_{\left(X_{\varepsilon}, U_{\varepsilon}\right)}
$$

and one uses the weak stability theorems, either Theorem 4.3 if the nonconservative product is viewed as a Radon measure or Theorem 4.6 if the distribution function is used instead. It follows that

$$
\left[A\left(u_{\varepsilon}\right) \frac{d u_{\varepsilon}}{d \xi}\right]_{\left(X_{\varepsilon}, U_{\varepsilon}\right)} \rightharpoonup\left[A(u) \frac{d u}{d \xi}\right]_{(X, U)} \quad \text { weak-ネ in } \mathcal{M}[a, b]
$$

Using (5.11), we conclude that $(X, U)$ is a weak solution in the sense of Definition 5.1. Finally, the fact that $u(\xi)$ admits the boundary conditions as in (5.10) is a direct consequence of (5.3).
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#### Abstract

We prove that in two dimensions any steady, inviscid, incompressible flow that is sufficiently close to an unstable flow is also unstable.
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Introduction. The problem of stability or instability of a steady fluid flow has been studied by many authors (see, for example, Rayleigh [1], Chandrasekhar [2], Yudovich [3], Lin [4], and Drazin and Reid [5]). In this paper we study the following question. Consider a steady flow of an inviscid, incompressible fluid, i.e., an equilibrium for the Euler equations. Assume this steady flow is (linearly) unstable. Are all Euler equilibria that are in some sense "close" to this unstable flow also unstable?

This question requires us to study the spectrum of the linearized Euler operator, which is a degenerate operator. In general the spectrum is the union of an essential spectrum and some discrete eigenvalues. The concept of a fluid Lyapunov exponent introduced by Vishik and Friedlander [6] produces an effective sufficient condition for instability in the continuous spectrum. For example, it can be used to prove that any Euler flow with a hyperbolic stagnation point is unstable (see Friedlander and Vishik [7]). There are also some equilibria where instability arises in the discrete spectrum, e.g., plane parallel shear flow with an oscillatory profile (see Friedlander, Strauss, and Vishik [8]). On the other hand, not all Euler equilibria are unstable. The celebrated Rayleigh criterion tells us that a plane parallel shear flow with no inflection points in the profile is linearly stable. This result holds for both two- and three-dimensional disturbances. The techniques of Arnold [9] prove that in two dimensions such a flow is also, in some sense, nonlinearly stable.

The stability results cited in the preceding paragraph are proved in the energy $\left(L^{2}\right)$ norm. The concept of stability and instability depends very strongly on the norm. For example, Yudovich [10] proves that, in a norm that measures the derivatives of the vorticity, even a shear flow with no inflection points is unstable.

In section 1 we recall a theorem of Vishik [11], which states that the fluid Lyapunov exponent $\mu$ determines the essential spectral radius for the linearized Euler equation. Thus the flows for which $\mu$ is positive have a nonempty essential spectrum and are linearly unstable. This theorem holds in any spatial dimension for periodic boundary

[^67]conditions and refers to the spectrum in $L^{2}$. Except for an occasional remark, we restrict ourselves in this paper to the case of periodic boundary conditions.

In sections 2 and 3 we prove the "robustness of instability" for ideal fluid flows in two dimensions. In two dimensions the fluid Lyapunov exponent $\mu$ is the same as the classical Lyapunov exponent. Furthermore, if a flow does not have a stagnation point, then $\mu=0$ (see Friedlander, Strauss, and Vishik [8]). In section 2 we consider the situation where $\mu$ is positive. We prove that any two-dimensional nondegenerate flow for which $\mu>0$ must contain a hyperbolic stagnation point. Hence for a nondegenerate Euler equilibrium in two dimensions, the existence of a hyperbolic stagnation point is both a necessary and sufficient condition for instability in the essential spectrum. It follows that such an instability is preserved under small perturbations of the equilibrium flow.

In section 3 we consider a two-dimensional flow that is unstable even though $\mu$ vanishes, that is, the spectrum contains some unstable eigenvalues but no unstable essential spectrum. Thus, for a given Euler equilibrium we assume the existence of an eigenvalue $\sigma_{0}$ with $\operatorname{Re} \sigma_{0}>0$. We prove that for any sufficiently nearby equilibrium there exists an eigenvalue $\sigma$ near $\sigma_{0}$. To accomplish this, we first convert the eigenvalue problem for the velocity equation in $L^{2}$ to an eigenvalue problem for the vorticity equation in $H^{-1}$. In two dimensions the eigenvalue equation can then be converted to a condition of invertibility of an operator (id $-T$ ), where $T$ is compact and depends analytically on the spectral parameter and continuously on the equilibrium. The poles of such a family of operators depend continuously on the equilibrium. This technique was developed by Guo and Strauss [12] to study the stability of BGK equilibria in collisionless plasmas. Because of the relatively simple nature of the two-dimensional vorticity equation, the proof works in two dimensions but cannot readily be extended to three.

Like most questions in fluid dynamics, the problem of the robustness of instability is much more difficult in three dimensions and in fact there is some evidence to suggest that the robustness might be false. In section 4 we exhibit a forced flow where the presence of a hyperbolic stagnation point gives a positive lower bound for the exponent $\mu$. However, an infinitesimally small three-dimensional modification of this flow may destroy the stretching at the hyperbolic point so that the lower bound on $\mu$ collapses to zero. The behavior of the fluid exponent under perturbation is related to the problem of lower semicontinuity of the Lyapunov exponents of general dynamical systems.

In an appendix we prove the related but independent result that, for all flows with $\mu=0$, the eigenfunctions associated with unstable eigenvalues must be $C^{\infty}$.

1. The fluid Lyapunov exponent. The Euler equation for inviscid incompressible flow is

$$
u_{t}+(u, \nabla) u+\nabla p=0, \quad(\nabla, u)=0
$$

The concept of a Lyapunov exponent for fluid flow was developed and utilized in a series of papers [6], [7], [10] and is summarized here. Let $U$ be a $C^{\infty}$-vector field that satisfies the steady Euler equations in a $2 \pi$-periodic domain $T^{n}=\mathbb{R}^{n} / 2 \pi \mathbb{Z}^{n}$ :

$$
\begin{equation*}
-(U, \nabla) U-\nabla P=0, \quad(\nabla, U)=0 \tag{1.1}
\end{equation*}
$$

where $P$ is a $C^{\infty}$-smooth pressure. We define the space of divergence-free vector fields

$$
L_{s}^{2}=L^{2}\left(T^{n}\right)^{n} \cap\{v \mid(\nabla, v)=0\}
$$

We consider the linearized Euler equation around $U$ :

$$
\begin{gather*}
\dot{v}=-(U, \nabla) v-(v, \nabla) U-\nabla q \stackrel{\text { def }}{=} L v,  \tag{1.2}\\
(\nabla, v)=0, \quad v(x, 0)=v_{0}(x),  \tag{1.3}\\
v_{0}(x) \in L_{s}^{2} . \tag{1.4}
\end{gather*}
$$

The linear operator $L$ is defined in (1.2) as acting on $L_{s}^{2}$ with the domain

$$
D(L)=\left\{v \in L_{s}^{2} \mid L v \in L_{s}^{2}\right\} .
$$

Let $e^{L t}$ denote the evolution operator for the linearized Euler equation. The bicharact-eristic-amplitude equations are the system of ODEs

$$
\begin{align*}
\dot{x} & =U(x), \quad x(0)=x_{0}  \tag{1.5.a}\\
\dot{\xi} & =-\left(\frac{\partial U}{\partial x}\right)^{T} \xi, \quad \xi(0)=\xi_{0}  \tag{1.5.b}\\
\dot{b} & =-\left(\frac{\partial U}{\partial x}\right) b+2\left(\left(\frac{\partial U}{\partial x}\right) b, \xi\right) \frac{\xi}{|\xi|^{2}}, \quad b(0)=b_{0} \tag{1.5.c}
\end{align*}
$$

We define the fluid Lyapunov exponent $\mu$ as

$$
\begin{equation*}
\mu \stackrel{\text { def }}{=} \mu(U) \stackrel{\text { def }}{=} \lim _{t \rightarrow \infty} \frac{1}{t} \log \sup _{\substack{\left|\xi_{0}\right|=1,\left|b_{0}\right|=1 \\\left(\xi_{0}, b_{0}\right)=0}}\left|b\left(x_{0}, \xi_{0}, b_{0} ; t\right)\right| \tag{1.6}
\end{equation*}
$$

Let $r_{\text {ess }}\left(e^{L t}\right)$ denote the essential spectral radius of the evolution operator $e^{L t}$ in $L_{s}^{2}$. It is proved in [11] that

$$
\begin{equation*}
\mu=\frac{1}{t} \log r_{\mathrm{ess}}\left(e^{L t}\right) \tag{1.7}
\end{equation*}
$$

where the right side is independent of $t$. This identity (1.7) is valid in dimensions two and three, both for periodic boundary conditions and for equilibrium flows that are constant at infinity with perturbations in $L^{2}\left(\mathbb{R}^{n}\right)$.

The quantity $\mu$, which can be interpreted as a Lyapunov exponent for ideal fluid flow, can be effectively computed for a number of specific flows $U$. For example, in [7] it is proved that any flow having exponential stretching even along a single Lagrangian trajectory has a positive $\mu$ and hence, by the theorem stated above in (1.7), is linearly unstable due to instability in the essential spectrum. On the other hand, it can be shown that $\mu=0$ in some examples (see [8]) and hence any instability would have to occur in the discrete spectrum.
2. Perturbation of the essential spectrum for $\boldsymbol{n}=\mathbf{2}$. Let $U$ be a $C^{\infty}$ solution to the steady Euler equation (1.1) on a torus $T^{2}$. Assume all the stagnation points (that is, points $x_{*}$ where $U\left(x_{*}\right)=0$ ) are nondegenerate (that is, $\frac{\partial U}{\partial x}\left(x_{*}\right)$ has both of its eigenvalues nonzero).

Theorem 2.1. Let $V$ be another $C^{\infty}$ solution to (1.1) with $\|U-V\|_{C^{1}\left(T^{2}\right)}<\varepsilon$. If the exponent $\mu$ defined in (1.6) is positive for the flow $U$ and if $\varepsilon$ is sufficiently small, then $\mu$ is also positive for the flow $V$.

Proof. In two dimensions we claim that the positivity of $\mu$ for such a flow is equivalent to the existence of a hyperbolic stagnation point. To prove this claim, we appeal to results of Friedlander, Strauss, and Vishik [8, Sect. 4], concerning solutions
of the system (1.5.a)-(1.5.c) for two-dimensional flows. It is shown there that $\mu=0$ for any flow $U$ without a stagnation point. It is also shown that

$$
\begin{equation*}
|b||\xi|=\text { constant } \tag{2.1}
\end{equation*}
$$

along any trajectory, hence the condition $\mu>0$ implies the existence of an exponentially decaying solution $\xi(t)$ of (1.5.b). The explicit formula for $\xi(t)$ proved in [8] is

$$
\begin{equation*}
\xi(t)=\frac{c_{1} U(x(t))}{|U(x(t))|^{2}}+\left(c_{2}-\left.c_{1} \int_{0}^{t} \frac{\left(\left(\frac{\partial U}{\partial x}\right) U+\left(\frac{\partial U}{\partial x}\right)^{T} U, U^{\perp}\right)}{|U|^{4}}\right|_{x(\tau)} d \tau\right) U^{\perp}(x(t)) \tag{2.2}
\end{equation*}
$$

where $\frac{\partial U}{\partial x}=U_{x}$ denotes the Jacobian matrix and $\perp$ is defined by $\left\langle u_{1}, u_{2}\right\rangle^{\perp}=$ $\left\langle-u_{2}, u_{1}\right\rangle$. This expression is valid for any trajectory of $\dot{x}=U(x)$ which is not itself a stagnation point.

Since $|U|$ is bounded from above, the first term in (2.2) does not tend to zero as $t \rightarrow \infty$, so that the only way to get an exponentially decaying solution $\xi(t)$ along a sequence $t_{j} \rightarrow \infty$ is to have $c_{1}=0$. Thus it follows from $\mu>0$ that for such a sequence we have $\left|U\left(x\left(t_{j}\right)\right)\right| \leq C \exp \left\{-\varepsilon t_{j}\right\}$ for an appropriate $\varepsilon>0$ and $C>0$. Because of compactness, there is a convergent subsequence $x\left(t_{j}\right) \rightarrow x_{*} \in T^{2}$, whence $U\left(x_{*}\right)=0$. Since $x\left(t_{j}\right) \rightarrow x_{*}$, one of the eigenvalues of the Jacobian matrix $\frac{\partial U}{\partial x}\left(x_{*}\right)$ is negative. Since $\xi\left(t_{j}\right) \rightarrow 0$, one of the eigenvalues of $-\left(\frac{\partial U}{\partial x}\left(x_{*}\right)\right)^{T}$ is negative. Therefore $\frac{\partial U}{\partial x}\left(x_{*}\right)$ has one negative and one positive eigenvalue. Thus $x_{*}$ is hyperbolic. Conversely, if $x_{*}$ is a hyperbolic stagnation point, then $-\left(\frac{\partial U}{\partial x}\left(x_{*}\right)\right)^{T}$ has one negative eigenvalue, so that there is a solution $\xi$ of (1.5.b) with $x(t) \equiv x_{*}$ that is exponentially decaying and a solution $b$ of (1.5.c) that is exponentially growing. Hence the claim is proved.

Now we apply the Grobman-Hartmann theorem (cf. [13]) to conclude that the perturbed flow $V$ also has a hyperbolic stagnation point for $\|U-V\|_{C^{1}\left(T^{2}\right)}$ small enough. This implies the positivity of $\mu$ for $V$ and hence any such flow is linearly unstable.
3. Perturbations of the discrete spectrum. Let $U \in C^{\infty}$ be a steady solution to the Euler equation in $T^{2}=\mathbb{R}^{2} / 2 \pi \mathbb{Z}^{2}$ :

$$
\begin{equation*}
-(U, \nabla) U-\nabla P=0, \quad(\nabla, U)=0, \quad x \in T^{2} \tag{3.1}
\end{equation*}
$$

In this section we assume that $\mu=0$ but that there is an unstable eigenvalue $\sigma_{0}$ (with an $L^{2}$ eigenfunction) of the generator of the corresponding linearized stability problem (1.2)-(1.4). We prove that any Euler equilibrium near $U$ also has a nearby eigenvalue.

Theorem 3.1. Let $U \in C^{\infty}$ be a solution of (3.1) such that all the classical Lyapunov exponents vanish for the flow given by (1.5.a). Let $\sigma_{0}$ be an eigenvalue with $\operatorname{Re} \sigma_{0}>0$. Let $V \in C^{\infty}$ be another solution of (3.1) such that $\|U-V\|_{C^{2}\left(T^{2}\right)}<\varepsilon$. If $\varepsilon$ is sufficiently small, then $V$ also has an unstable eigenvalue $\sigma$, which is near $\sigma_{0}$. Thus $V$ is linearly unstable.

Corollary 3.2. If, in addition, $\mu(U)=0$ and $U$ has no degenerate stagnation points, then both $U$ and $V$ are nonlinearly unstable.

We denote by $\langle f\rangle$ the spatial average of a function or a distribution on $T^{2}$, by $L_{s, 0}^{2}$ the subspace of vector fields in $L_{s}^{2}$ with average zero, by $L_{0}^{2}$ the space of $L^{2}$ functions
with average zero, by $H_{0}^{1}$ the space of $H^{1}$ functions with average zero, and by $H_{0}^{-1}$ the subspace of $H^{-1}$ distributions with average zero.

By curl we mean the scalar curl of a two-dimensional vector field: curl $v=-\partial_{2} v_{1}+$ $\partial_{1} v_{2}$. If $\omega$ is a scalar function on $T^{2}$, we denote by $v=\operatorname{curl}^{-1} \omega$ the unique solution of

$$
\operatorname{curl} v=\omega, \quad(\nabla, v)=0 \quad \text { in } T^{2} .
$$

We note that curl ${ }^{-1}$ maps $H_{0}^{-1}$ into $L_{s, 0}^{2}$.
Lemma 3.3. Let $\operatorname{Re} \sigma>0$. There is a solution of the linearized Euler equation (1.2)-(1.4) of the form $e^{\sigma t} v(x)$ with $0 \neq v \in L_{s, 0}^{2}$ if and only if there is a nontrivial solution $\omega \in H_{0}^{-1}$ of the equation

$$
\begin{equation*}
\sigma \omega+(U, \nabla) \omega+\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} U=0 . \tag{3.2}
\end{equation*}
$$

Proof. Given $v$, we have

$$
\sigma v+(U, \nabla) v+(v, \nabla) U+\nabla q=0, \quad(\nabla, v)=0, \quad\langle v\rangle=0
$$

Differentiating and letting $\omega=\operatorname{curl} v$, we obtain

$$
\sigma \omega+(U, \nabla) \omega+(v, \nabla) \operatorname{curl} U=0
$$

This implies (3.2). Conversely, given $\omega$ satisfying (3.2), the function $v=\operatorname{curl}^{-1} \omega$ satisfies

$$
\operatorname{curl}[\sigma v+(U, \nabla) v+(v, \nabla) U]=0
$$

from which it follows that $e^{\sigma t} v(x)$ satisfies (1.2)-(1.4).
It is convenient to define the operator $\Lambda=-(U, \nabla)$ with the domain $D(\Lambda)=$ $\left\{\omega \in L_{0}^{2} \mid(U, \nabla) \omega \in L^{2}\right\}$, considered as an operator on $L_{0}^{2}$. We denote the same operator considered on the larger space $H_{0}^{-1}$ by $\Lambda_{-1}$.

Lemma 3.4. (a) The operator $e^{t \Lambda}$ is an isometry on $L_{0}^{2}$ and its generator $\Lambda$ has a purely imaginary spectrum.
(b) Assume that all the classical Lyapunov exponents vanish for the flow given by (1.5.a). Then $\lim _{t \rightarrow \infty} \frac{1}{t} \log \left\|\exp \left\{t \Lambda_{-1}\right\}\right\|_{\mathcal{L}\left(H_{0}^{-1}\right)}=0$ and its generator $\Lambda_{-1}$ also has purely imaginary spectrum.

Proof. Let $X(x, t)$ denote the volume-preserving flow on $T^{2}$ corresponding to the vector field $U$ (see (1.5.a)):

$$
\begin{equation*}
\dot{X}(x, t)=U(X(x, t)) ; \quad X(x, 0)=0, \quad x \in T^{2}, t \in \mathbb{R} \tag{3.3}
\end{equation*}
$$

The group $\exp \{t \Lambda\}$ is given by the formula

$$
(\exp \{t \Lambda\} f)(x)=f(X(x,-t)), \quad x \in T^{2}, t \in \mathbb{R}
$$

The volume-preserving character of the flow immediately implies part (a).
We shall show that the smoothness of $U$ guarantees that the operator $e^{t \Lambda_{-1}}$ is also well defined on $H_{0}^{-1}$. By duality it is enough to justify this statement for its adjoint $\Lambda_{-1}^{*}$ on the space $H_{0}^{1}$. Indeed, $X(\cdot, t)$ is volume preserving so that for any $\psi \in H_{0}^{1}$ and $\varphi \in H_{0}^{-1}$ we have

$$
\begin{aligned}
& \int_{T^{2}} \psi(x) \overline{\left(\exp \left\{t \Lambda_{-1}\right\} \varphi\right)(x)} d x \\
&=\int_{T^{2}} \psi(x) \overline{\varphi(X(x,-t))} d x \\
& \psi(X(x, t)) \overline{\varphi(x)} d x=\int_{T^{2}}\left(\exp \left\{t \Lambda_{-1}^{*}\right\} \psi\right)(x) \overline{\varphi(x)} d x
\end{aligned}
$$

Now $X(X(x,-t), t)=x$ so that we have the explicit formula for the inverse matrix $\frac{\partial X}{\partial x}(x,-t)=\left[\frac{\partial X}{\partial y}(X(x,-t), t)\right]^{-1}$. Thus the reversal of the sign of $U$ preserves the vanishing condition on the Lyapunov exponents in a volume-preserving flow. Therefore all we have to prove is the statement for $H_{0}^{1}$ instead of $H_{0}^{-1}$.

Now for any $\psi \in H_{0}^{1}$ and any $t>0$,

$$
\begin{align*}
\left\|\exp \left\{t \Lambda_{-1}^{*}\right\} \psi\right\|_{H^{1}}^{2} & \leq \int_{T^{2}}|\psi(X(x, t))|^{2}+|\nabla \psi(X(x, t))|^{2} \cdot\left|\frac{\partial X(x, t)}{\partial x}\right|^{2} d x \\
& \leq C\|\psi\|_{H^{1}}^{2}\left(1+\left.\sup _{x \in T^{2}} \frac{\partial X(x, t)}{\partial x}\right|^{2}\right) \tag{3.4}
\end{align*}
$$

The assumption in part (b) means that $\lim _{t \rightarrow \infty} \frac{1}{t} \log \left|\frac{\partial X(x, t)}{\partial x}\right|=0$ for all $x$. Thus for any $\delta>0$ and any $x \in T^{2}$, there is a $T(x)>0$ such that

$$
\left|\frac{\partial X(x, t)}{\partial x}\right| \leq e^{\delta t / 2} \text { for } t \geq T(x)
$$

By the smoothness of $U$, there is a neighborhood $Q_{x}$ of $x$ such that

$$
\begin{equation*}
\left|\frac{\partial X(y, T(x))}{\partial y}\right| \leq e^{\delta T(x)}, \quad y \in Q_{x} \tag{3.5}
\end{equation*}
$$

By compactness, there exists a finite number of points $x_{i} \in T^{2}(i=1, \ldots, N)$ such that

1. $\bigcup_{i=1}^{N} Q_{x_{i}}=T^{2}$.
2. (3.5) is satisfied for $x=x_{i}$.

The inequality (3.5) now implies for any $y \in T^{2}$ and $k \in \mathbb{Z}_{+}$that

$$
\left|\frac{\partial X\left(y, T_{i_{1}}+\cdots+T_{i_{k}}\right)}{\partial y}\right| \leq \exp \delta\left(T_{i_{1}}+\cdots+T_{i_{k}}\right)
$$

where the sequence $i_{1}, \ldots, i_{k}$ is defined by the following conditions:

$$
y \in U_{x_{i_{1}}} ; X\left(y, T_{x_{i_{1}}}\right) \in U_{x_{i_{2}}} ; \ldots ; X\left(y, T_{x_{i_{1}}}+\cdots+T_{x_{i_{k-1}}}\right) \in U_{x_{i_{k}}} .
$$

It follows that, for arbitrary $t \geq 0$,

$$
\begin{equation*}
\left|\frac{\partial X(y, t)}{\partial y}\right| \leq C \exp \delta t, \quad t \geq 0 \tag{3.6}
\end{equation*}
$$

where $C$ is independent of $t$. Indeed, there is always a sequence $T_{i_{1}}, \ldots, T_{i_{k}}$ such that $T_{i_{1}}+\cdots+T_{i_{k}} \leq t<T_{i_{1}}+\cdots+T_{i_{k}}+\max _{i} T_{i}$ constructed as above.

By (3.4) and (3.6), there is a $T>0$ such that

$$
\left\|\exp \left\{t \Lambda_{-1}^{*}\right\}\right\|_{\mathcal{L}\left(H^{1}\right)} \leq \exp \delta t, \quad t \geq T
$$

Since $\delta>0$ is arbitrary, we deduce that the spectrum of $\exp \left\{t \Lambda_{-1}^{*}\right\}$ is contained in the unit circle. This proves the theorem.

For $\operatorname{Re} \sigma>0$, we may rewrite (3.2) in terms of the resolvent of the operator $\Lambda$. We define

$$
\begin{equation*}
M \omega \equiv M(\sigma, U) \omega \equiv-(\sigma+(U, \nabla))^{-1}\left\{\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} U\right\} \tag{3.7}
\end{equation*}
$$

Thus (3.2) can be rewritten as $\omega=M \omega$.
LEMMA 3.5. (a) $M$ is a compact operator from $H_{0}^{-1}$ to $H_{0}^{-1}$.
(b) $M$ depends analytically on $\sigma$ for $\operatorname{Re} \sigma>0$.

Proof. $M$ is the composition of the following four continuous linear operators. The operator curl ${ }^{-1}$ carries $H_{0}^{-1}$ into $L_{s, 0}^{2}$. The operator of multiplication by $\nabla \operatorname{curl} U$ carries $L_{s, 0}^{2}$ into $L_{0}^{2}$ because $U \in C^{2}$. By Lemma 3.4(a), the operator $-(\sigma+\Lambda)^{-1}$ carries $L_{0}^{2}$ into $L_{0}^{2}$. Finally, the embedding $L_{0}^{2}$ into $H_{0}^{-1}$ is compact. This proves part (a).

The dependence on $\sigma$ occurs only in the third of these operators. By Lemma 3.4(a),

$$
-(\sigma+\Lambda)^{-1}=\int_{0}^{\infty} e^{-(\sigma+\Lambda) t} d t
$$

an integral that converges in operator norm and is analytic in the half-plane $\operatorname{Re} \sigma>0$. Therefore $M$ is analytic there.

LEMMA 3.6. $M$ depends continuously on $U$ in the following sense. Let $V$ satisfy the same conditions as $U$. For any constant $C>0$, there exists a constant $C_{1}$ such that

$$
\sup _{\operatorname{Re} \sigma \geq C}\|M(\sigma, U)-M(\sigma, V)\|_{\mathcal{L}\left(L_{0}^{2}\right)} \leq C_{1}\|U-V\|_{C^{2}}
$$

Proof. Denote $M=M(\sigma, U)$ and $N=M(\sigma, V)$. For all $\omega \in L_{0}^{2}$, we write

$$
\begin{aligned}
M \omega-N \omega & =-[\sigma+(U, \nabla)]^{-1}\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} U+[\sigma+(V, \nabla)]^{-1}\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} V \\
& =I+I I
\end{aligned}
$$

where

$$
I=[\sigma+(U, \nabla)]^{-1}(U-V, \nabla)[\sigma+(V, \nabla)]^{-1}\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} U
$$

and

$$
I I=-[\sigma+(V, \nabla)]^{-1}\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl}(U-V)
$$

Now

$$
\begin{aligned}
\|I I\|_{H_{0}^{-1}} & \leq\|I I\|_{L_{0}^{2}} \\
& \leq\|U-V\|_{C^{2}}\left\|[\sigma+(V, \nabla)]^{-1}\right\|_{\mathcal{L}\left(L_{0}^{2}\right)}\left\|\operatorname{curl}^{-1} \omega\right\|_{L_{0}^{2}} \\
& \leq C\|U-V\|_{C^{2}}\left\|\operatorname{curl}^{-1} \omega\right\|_{L_{s, 0}^{2}} \\
& \leq C\|U-V\|_{C^{2}}\|\omega\|_{H_{0}^{-1}}
\end{aligned}
$$

by Lemma 3.4(a). In the term $I$, we use Lemma 3.4(b) to estimate its first factor in the norm $\mathcal{L}\left(H_{0}^{-1}, H_{0}^{-1}\right)$. Its second factor $(U-V, \nabla) \varphi$ may be written as $(\nabla,(U-V) \varphi)$. Therefore we may estimate

$$
\begin{aligned}
\|I\|_{H_{0}^{-1}} & \leq C\left\|(U-V, \nabla)[\sigma+(V, \nabla)]^{-1}\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} U\right\|_{H_{0}^{-1}} \\
& \leq C\|U-V\|_{L^{\infty}}\left\|[\sigma+(V, \nabla)]^{-1}\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} U\right\|_{L_{0}^{2}} \\
& \leq C\|U-V\|_{L^{\infty}}\left\|\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} U\right\|_{L_{0}^{2}} \\
& \leq C\|U-V\|_{L^{\infty}}\|U\|_{C^{2}}\left\|\operatorname{curl}^{-1} \omega\right\|_{L_{s, 0}^{2}} \\
& \leq C\|U-V\|_{L^{\infty}}\|U\|_{C^{2}}\|\omega\|_{H_{0}^{-1}} .
\end{aligned}
$$

This completes the proof of Lemma 3.6.
Now we apply the following well-known theorem of Steinberg [14]; cf. Gohberg and Krein [15].

ThEOREM 3.7. Let $T(\sigma, s)$ be a family of compact operators on a Banach space analytic in $\sigma$ and jointly continuous in $(\sigma, s)$ for each $(\sigma, s) \in \Sigma \times S$, where $\Sigma$ is an open set in $\mathbb{C}$ and $S$ is an interval in $\mathbb{R}$. If for each $s$ there exists a $\sigma$ such that $I-T(\sigma, s)$ is invertible, then $(I-T(\sigma, s))^{-1}$ is meromorphic in $\sigma \in \Sigma$ for each $s$ and the poles of $(I-T(\sigma, s))^{-1}$ depend continuously on $s$ and can appear or disappear only at the boundary of $\Omega$ or at infinity.

A special case of this theorem, called the analytic Fredholm theorem, which may be found in Reed and Simon [16], asserts that the set of $\sigma$ such that $I-T(\sigma, s)$ is not invertible is a discrete subset of $\mathbb{C}$ and that each such $\sigma$ is a pole of finite multiplicity.

We are now in a position to prove the main theorem.
Proof of Theorem 3.1. By Lemma 3.3 and (3.7), a point $\sigma$ in the right half-plane is an eigenvalue of the linearized Euler equation if and only if 1 is an eigenvalue of $M(\sigma, U)$. By Theorem 3.7, the set of such $\sigma$ is discrete. Now define the family of operators

$$
\begin{equation*}
T(\sigma, s)=(1-s) M(\sigma, U)+s M(\sigma, V) \tag{3.8}
\end{equation*}
$$

for $\operatorname{Re} \sigma>0$ and $0 \leq s \leq 1$. These operators are compact on $H_{0}^{-1}$, analytic in $\sigma$, and satisfy the estimate

$$
\|T(\sigma, s)-T(\sigma, 0)\|=|s|\|M(\sigma, U)-M(\sigma, V)\| \leq C\|U-V\|_{C^{2}} \equiv \eta
$$

By assumption, $(I-T(\sigma, 0))^{-1}$ has a pole at some point $\sigma_{0}$ in the right half-plane. Fix $\varepsilon_{0}$ so small that on the circle $\Gamma=\left\{\left|\sigma-\sigma_{0}\right|=\varepsilon_{0}\right\}$ the operator $(I-T(\sigma, 0))^{-1}$, which has a discrete set of poles, exists. For $\eta$ sufficiently small, $(I-T(\sigma, s))^{-1}$ also exists on the same circle $\Gamma$ for all $0 \leq s \leq 1$. By Theorem 3.7, there exists a pole $\sigma_{1}$ of $(I-T(\sigma, 1))^{-1}$ within the disk $\left\{\left|\sigma-\sigma_{0}\right|<\varepsilon_{0}\right\}$. Then $\sigma_{1}$ is an eigenvalue for the perturbed problem with the equilibrium $V$. This proves the linear instability of $V$ and completes the proof.

Proof of Corollary 3.2. Because $\mu(U)=0$ and $U$ has no degenerate stagnation points, it follows from the proof of Theorem 2.1 that all the stagnation points are elliptic. So for $\varepsilon$ sufficiently small, all the stagnation points of $V$ are also elliptic. Therefore $\mu(V)=0$. But we have shown that $V$ has an unstable eigenvalue. By [8], $V$ is nonlinearly unstable in the space $H_{s}^{k}=L_{s, 0}^{2} \cap H^{k}\left(T^{2}\right)$ for any $k>2$.
4. A three-dimensional example. The question of the robustness of instability for steady fluid flows in three dimensions is much harder than in two dimensions and we give no answer here. The following example suggests that it may in fact not be true in complete generality since there may exist unstable flows $U$ for which there is a stable flow arbitrarily close by.

We consider the following family of incompressible flows in $\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}$ depending on a parameter $\varepsilon \in \mathbb{R}$ :

$$
\left\{\begin{array}{l}
U_{1 \varepsilon}\left(x_{1}, x_{2}, x_{3}\right)=-\sin x_{3} \partial_{2} \Psi\left(x_{1}, x_{2}\right)  \tag{4.1}\\
U_{2 \varepsilon}\left(x_{1}, x_{2}, x_{3}\right)=\sin x_{3} \partial_{1} \Psi\left(x_{1}, x_{2}\right) \\
U_{3 \varepsilon}\left(x_{1}, x_{2}, x_{3}\right)=\varepsilon
\end{array}\right.
$$

Although $\left(\nabla, U_{\varepsilon}\right)=0$, (4.1) is not an equilibrium solution of the unforced Euler equation but only the solution of a forced Euler equation. However the description of the fluid Lyapunov exponent given by (1.6) still applies.

Let $\Psi \in C^{\infty}\left(\mathbb{R}^{2} / 2 \pi \mathbb{Z}^{2}\right)$ and assume there exists a point $\left(x_{01}, x_{02}\right)$, where $\nabla \Psi\left(x_{01}, x_{02}\right)=0$ and that this point is hyperbolic for the vector field $\nabla \Psi$. The trajectory of the flow (4.1) through the point $x_{0}=\left(x_{01}, x_{02}, x_{03}\right)$ is the straight line on the torus $\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}$

$$
\begin{cases}x_{1}=x_{01} & (\bmod 2 \pi)  \tag{4.2}\\ x_{2}=x_{02} & (\bmod 2 \pi) \\ x_{3}=x_{03}+\varepsilon t & (\bmod 2 \pi)\end{cases}
$$

In this case equation (1.5.b) can be solved explicitly. The equation becomes

$$
\begin{equation*}
\dot{\xi}=-\sin \left(x_{03}+\varepsilon t\right) A^{T} \xi \tag{4.3}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ccc}
-\partial_{21} \Psi\left(x_{0}\right) & -\partial_{22} \Psi\left(x_{0}\right) & 0 \\
\partial_{11} \Psi\left(x_{0}\right) & \partial_{12} \Psi\left(x_{0}\right) & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Consider first the situation where $\varepsilon=0$. Choose $\xi \equiv e_{3}$, which is clearly a solution to (4.3), where the vector $e_{j}$ denotes a unit vector in the $x_{j}$-direction. In this case, equation (1.5.c) becomes

$$
\begin{equation*}
\dot{b}=-\sin x_{03} A b \text { with } b_{3}=0 \tag{4.4}
\end{equation*}
$$

Since $\left(x_{01}, x_{02}\right)$ is a hyperbolic point for $\nabla \Psi$, the matrix $A$ has nonzero real eigenvalues $\pm \lambda$. Hence the exponent $\mu$ given by (1.6) has a positive bound from below. Thus such a flow, when $\varepsilon=0$, is formally unstable.

We now turn to the case where $\varepsilon \neq 0$. The solution to (4.3) is given by

$$
\begin{equation*}
\xi=\exp \left\{-\left(\cos \left(x_{03}+\varepsilon t\right)-\cos x_{03}\right) A^{T} / \varepsilon\right\} \xi_{0} \tag{4.5}
\end{equation*}
$$

Equation (1.5.c) becomes

$$
\begin{equation*}
\dot{b}=\sin \left(x_{03}+\varepsilon t\right)\left\{-A+2|\xi|^{-2}(\xi \otimes \xi) A\right\} b \tag{4.6}
\end{equation*}
$$

This equation has the form

$$
\begin{equation*}
\dot{b}(t)=\dot{\varphi}(t) B(\varphi(t)) b(t) \tag{4.7}
\end{equation*}
$$

where $b(t)$ is vector valued, $\varphi(t)=\cos \left(x_{03}+\varepsilon t\right)-\cos x_{03}$ is a periodic scalar function, and $B$ is a continuous matrix-valued function. The solution of (4.7) may be written as $b(t)=a(\varphi(t))$, where $d a / d s=b(s) a(s)$ with $a(0)=b(0)$. Thus $b(t)$ is periodic. It follows that the exponent

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log |b(t)|=0
$$

Thus a fluid Lyapunov exponent that is nonzero due to stretching at the hyperbolic point when $\varepsilon=0$ collapses to zero for a neighboring flow (4.1) with $\varepsilon \neq 0$.

## Appendix A.

THEOREM A.1. Let $U(x)$ be a $C^{\infty}$ vector field on a compact $n$-dimensional Riemannian manifold $E$. Assume $\operatorname{div} U=0$. Let $X(x, t)$ be the corresponding flow on $E$, i.e.,

$$
\dot{X}(x, t)=U(X(x, t)) ; \quad X(x, 0)=0, \quad x \in E, t \in \mathbb{R}
$$

Assume all forward Lyapunov exponents vanish:

$$
\chi_{+}(x, \eta)=\varlimsup_{t \rightarrow \infty} \frac{1}{t} \log \left|\frac{\partial X}{\partial x}(x, t) \eta\right|=0 \quad \forall x \in E, \forall \eta \in T_{x} E
$$

Let $H^{k}(E)$ be the Sobolev space of functions with $k$ derivatives in $L^{2}(E)$. Then,

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log \|\exp \{-t(U, \nabla)\}\|_{\mathcal{L}\left(H^{k}\right)}=0
$$

Remark. As was mentioned above, the vanishing of the forward Lyapunov exponents implies the vanishing of the backward Lyapunov exponents, that is,

$$
\chi_{-}(x, \eta)=\varlimsup_{t \rightarrow-\infty} \frac{1}{t} \log \left|\frac{\partial X}{\partial x}(x, t) \eta\right|=0 \quad \forall x \in E, \forall \eta \in T_{x} E
$$

Proof. We use induction on $k$. The case $k=1$ is proved by repeating word for word the proof of Lemma 3.4 and noting that, although $\frac{\partial X}{\partial x}$ is computed in a fixed finite system of charts, the exponential growth rate does not depend on the particular choice of this atlas. As before, $h=f \circ X(-t)$ satisfies the transport PDE

$$
\frac{\partial h}{\partial t}(x, t)=-(U(x), \nabla) h, \quad h(x, 0)=f(x)
$$

Now assume the theorem is proved for all $H^{s}, s \leq k-1$. We have

$$
\|h\|_{H^{k}}^{2}=\sum_{|\alpha|=k}\left\|D^{\alpha} h\right\|_{L^{2}}^{2}+\sum_{|\alpha|<k}\left\|D^{\alpha} h\right\|_{L^{2}}^{2}
$$

where the second sum grows slower than any exponential. Taking $\beta$ with $|\beta|=k-1$ and differentiating the equation, we arrive at

$$
\frac{\partial}{\partial t} \nabla D^{\beta} h=-(U(x), \nabla) \nabla D^{\beta} h-\left(\frac{\partial U}{\partial x}\right)^{T} \nabla D^{\beta} h+\sum_{|\gamma|<k} b_{\gamma}(x) D^{\gamma} h
$$

with coefficients $b_{\gamma}(\cdot) \in C^{\infty}(E)$. Let $|\alpha|=k$. Using the variation of constants formula (i.e., Duhamel's principle) for solutions of an inhomogeneous transport equation, we get

$$
\left\|D^{\alpha} h(t)\right\|_{L^{2}} \leq\|G(t)\|_{L^{2}}\left\|D^{\alpha} h(0)\right\|_{L^{2}}+C \int_{0}^{t}\|G(t-\tau)\|_{L^{2}} \sum_{|\gamma|<|\alpha|}\left\|D^{\gamma} h(\tau)\right\|_{L^{2}} d \tau
$$

where $G(t-\tau)$ stands for the Green's function of the equation

$$
\frac{\partial}{\partial t} q=-(U, \nabla) q-\left(\frac{\partial U}{\partial x}\right)^{T} q
$$

Again applying the induction assumption, we get for arbitrary small $\delta$ and all $t \geq 0$

$$
\begin{aligned}
\|G(\tau)\|_{\mathcal{L}\left(L^{2}\right)} & \leq C_{\delta} \exp \{\delta t\} \quad \text { and } \\
\left\|D^{\gamma} h(\tau)\right\|_{L^{2}} & \leq C_{\delta} \exp \{\delta t\}\|h(0)\|_{H^{k-1}}
\end{aligned}
$$

This implies

$$
\left\|D^{\alpha} h(t)\right\|_{L^{2}} \leq C_{\delta} \exp \{\delta t\}\|h(0)\|_{H^{k}}
$$

This concludes the induction step. The proof of the theorem is complete.
Theorem A.2. Let $U$ be a solution to the Euler equation satisfying the conditions of Theorem A.1. Let $\sigma$ be an eigenvalue as in Lemma 3.3 with $\operatorname{Re} \sigma>0$. Then, the corresponding eigenfunction is in $C^{\infty}(E)$.

Proof. Let $\omega \in H^{-1}$ be the eigenfunction, that is,

$$
\begin{equation*}
\sigma \omega+(U, \nabla) \omega+\left(\operatorname{curl}^{-1} \omega, \nabla\right) \operatorname{curl} U=0 \tag{A.1}
\end{equation*}
$$

Since curl ${ }^{-1} \omega \in L^{2}$, (A.1) implies that $\sigma \omega+(U, \nabla) \omega \in L^{2}$. But, according to Theorem A.1, the operator $\{\sigma+(U, \nabla)\}$ is an isomorphism on $H^{k}(E)$ for $\operatorname{Re} \sigma>0$ and for integers $k \geq 0$. By duality the same statement is valid for all negative integers $k$ as well. Since $\omega \in H^{-1}$, it follows that $\omega \in L^{2}$. Now by (A.1),

$$
\sigma \omega+(U, \nabla) \omega \in H^{1}(E)
$$

So by Theorem A.1, $\omega \in H^{1}$. Continuation of this bootstrapping argument yields

$$
\omega \in \bigcap_{k=0}^{\infty} H^{k}(E)=C^{\infty}(E)
$$

This proves the theorem.
Remark. Under the condition that $\chi_{ \pm}(x, \eta) \equiv 0$, it follows that any eigenfunction of $M$ with $\operatorname{Re} \sigma>0$ that is an arbitrary distribution has to be in $C^{\infty}(E)$. More precisely, let $k$ be a positive integer and let $\operatorname{Re} \sigma>k \lambda$, where $\lambda$ is the maximal Lyapunov exponent

$$
\lambda=\lim _{t \rightarrow \infty} \frac{1}{t} \log \sup _{ \pm} \sup _{(x, \eta) \in T_{x} E}\left|\frac{\partial X}{\partial x}(x, \pm t) \eta\right|
$$

Then it follows that $\omega \in H^{k}(E)$.
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# $\mathcal{A}$-QUASICONVEXITY, LOWER SEMICONTINUITY, AND YOUNG MEASURES* 

## IRENE FONSECA ${ }^{\dagger}$ AND STEFAN MÜLLER ${ }^{\ddagger}$

Abstract. The notion of $\mathcal{A}$-quasiconvexity is introduced as a necessary and sufficient condition for (sequential) lower semicontinuity of

$$
(u, v) \mapsto \int_{\Omega} f(x, u(x), v(x)) d x
$$

whenever $f: \Omega \times \mathbb{R}^{m} \times \mathbb{R}^{d} \rightarrow[0,+\infty)$ is a normal integrand, $\Omega \subset \mathbb{R}^{N}$ is open, bounded, $u_{n} \rightarrow u$ in measure, $v_{n} \rightharpoonup v$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)(\stackrel{*}{\rightharpoonup}$ if $p=+\infty)$, and $\mathcal{A} v_{n} \rightarrow 0$ in $W^{-1, p}(\Omega)\left(\mathcal{A} v_{n}=0\right.$ if $\left.p=+\infty\right)$. Here $\mathcal{A} v=\sum_{i=1}^{N} A^{(i)} \frac{\partial v}{\partial x_{i}}$ is a constant rank partial differential operator, $A^{(i)} \in \operatorname{Lin}\left(\mathbb{R}^{d} ; \mathbb{R}^{l}\right)$, and $f(x, u, \cdot)$ is $\mathcal{A}$-quasi-convex if

$$
f(x, u, v) \leq \int_{Q} f(x, u, v+w(y)) d y
$$

for all $v \in \mathbb{R}^{d}$ and all $w \in C^{\infty}\left(Q ; \mathbb{R}^{d}\right)$ such that $\mathcal{A} w=0, \int_{Q} w(x) d x=0$, and $w$ is $Q$-periodic, $Q:=(0,1)^{N}$. The characterization of Young measures generated by such sequences $\left\{v_{n}\right\}$ is obtained for $1 \leq p<+\infty$, thus recovering the well-known results for the framework $\mathcal{A}=$ curl, i.e., when $v_{n}=\bar{\nabla} \varphi_{n}$ for some $\varphi_{n} \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), d=N \times m$. In this case $\mathcal{A}$-quasiconvexity reduces to Morrey's notion of quasiconvexity.
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1. Introduction. Recently there has been extensive research on minimization and relaxation of nonconvex energies relevant to the study of equilibria for materials exhibiting interesting, and technologically powerful, elastic and magnetic behaviors. Often a starting point for this study directly addresses minimization of the energy, leading to the search for necessary and sufficient conditions ensuring sequential weak lower semicontinuity of integrals of the form

$$
(u, v) \mapsto I(u, v):=\int_{\Omega} f(x, u(x), v(x)) d x
$$

where $\Omega \subset \mathbb{R}^{N}$ is an open, bounded set, $(u, v): \Omega \rightarrow \mathbb{R}^{m} \times \mathbb{R}^{d}$, and $f: \Omega \times \mathbb{R}^{m} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a normal integrand. On the other hand, there may be situations where we need to identify $\lim _{n \rightarrow \infty} I\left(u_{n}, v_{n}\right)$ for an oscillatory sequence $\left\{\left(u_{n}, v_{n}\right)\right\}$ which does not minimize the energy. Consequently, this will entail a full characterization of the Young

[^68]measures generated by the sequences under consideration, i.e., weak* measurable maps $\nu: \Omega \rightarrow \mathcal{P}$, where $\mathcal{P}$ is the space of probability measures on $\mathbb{R}^{m \times d}$, such that if $g: \Omega \times \mathbb{R}^{m} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a Carathéodory function and if $\left\{g\left(\cdot, u_{n}, v_{n}\right)\right\}$ is equi-integrable, then
$$
\int_{\Omega} g\left(x, u_{n}(x), v_{n}(x)\right) d x \rightarrow \int_{\Omega} \int_{\mathbb{R}^{m \times d}} g(x, y, z) d \nu_{x}(y, z) d x
$$

Although Young measures have been used for quite some time in the contexts of control theory and optimization [47], they were first introduced in a partial differential equations (PDE) framework by Tartar [41, 42, 43] in order to relate the information obtained from the linear balance equations via the method of compensated compactness with the information resulting from pointwise nonlinear constitutive relations. One application of this method was the study of quasi-linear hyperbolic equations [42], and later DiPerna [17, 18] and DiPerna and Majda [19] extended it to systems. (See [20] and [36] for further applications.) During the last few years several questions related to the study of (nonlinear) elastic materials and certain material instabilities have been successfully carried out via minimization techniques and through the understanding of the underlying Young measures $[7,8,13,16,27]$. Often, in this context $v$ is the gradient $\nabla u$ of a Sobolev function $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right), d=m \times N$, and coercivity of $f$ provides boundedness of the admissible sequences in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$. If $p>1$ then $u_{n} \rightharpoonup u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ (up to extraction of a subsequence). The work of Morrey [32], Ball [5], Acerbi and Fusco [1], and Marcellini [31] shows that $W^{1, p}$ (sequential) weak lower semicontinuity of

$$
u \mapsto \int_{\Omega} f(x, u(x), \nabla u(x)) d x
$$

is equivalent to quasiconvexity of $f(x, u, \cdot)$ provided $0 \leq f(x, u, \xi) \leq a(x, u)\left(1+|\xi|^{p}\right)$ for some locally bounded function $a: \Omega \times \mathbb{R}^{m} \rightarrow[0,+\infty)$ and for all $\xi \in \mathbb{R}^{d}$, almost everywhere (a.e.) $x \in \Omega$. We recall that a Borel function $f: \mathbb{M}^{m \times N} \rightarrow \mathbb{R}$ is said to be quasi-convex if

$$
\begin{equation*}
f(\xi)=\inf _{\varphi \in W_{0}^{1, \infty}\left(Q ; \mathbb{R}^{m}\right)} \int_{Q} f(\xi+\nabla \varphi(x)) d x \tag{1.1}
\end{equation*}
$$

where $Q:=(0,1)^{N}$. If $f$ is quasi-convex then one can show that

$$
\begin{equation*}
f(\xi)=\inf _{\varphi \in W_{\mathrm{per}}^{1, \infty}\left(Q ; \mathbb{R}^{m}\right)} \int_{Q} f(\xi+\nabla \varphi(x)) d x \tag{1.2}
\end{equation*}
$$

where $W_{\mathrm{per}}^{1, \infty}\left(Q ; \mathbb{R}^{m}\right)$ is the class of periodic functions in $W^{1, \infty}\left(Q ; \mathbb{R}^{m}\right)$. Within this context, the characterization of all Young measures generated by sequences of gradients bounded in $L^{p}$ was obtained by Kinderlehrer and Pedregal [28, 29]. They show that (see Theorem 2.6) in a simply connected domain $\Omega$ a weakly measurable mapping $\nu: \Omega \rightarrow \mathcal{P}$ is a Young measure generated by a sequence of gradients $\nabla u_{n}$, with $\left\{u_{n}\right\}$ bounded in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$, if and only if three conditions are satisfied: $\nu$ is $p$-integrable, i.e.,

$$
\left.\left.\int_{\Omega}\left\langle\nu_{x},\right| \mathrm{id}\right|^{p}\right\rangle d x<+\infty
$$

the first moment $x \mapsto\left\langle\nu_{x}, \mathrm{id}\right\rangle$ satisfies the underlying PDE, i.e.,

$$
\operatorname{curl}\left(\left\langle\nu_{x}, \mathrm{id}\right\rangle\right)=0
$$

and, as suggested by (1.1), Jensen's inequality is satisfied for quasi-convex functions, i.e.,

$$
\left\langle\nu_{x}, f\right\rangle \geq f\left(\left\langle\nu_{x}, \mathrm{id}\right\rangle\right)
$$

for all quasi-convex functions $f$ such that $|f(\xi)| \leq C\left(1+|\xi|^{p}\right)$.
As emphasized by Tartar, in the setting of continuum mechanics and electromagnetism more general linear PDEs than curl $v=0$ arise, and the theory of compensated compactness was developed in that framework [34, 41, 42, 43, 44, 45]. To fix ideas, consider a collection of linear operators $A^{(i)} \in \operatorname{Lin}\left(\mathbb{R}^{d}, \mathbb{R}^{l}\right), i=1, \ldots, N$, and define

$$
\begin{gathered}
\mathcal{A} v:=\sum_{i=1}^{N} A^{(i)} \frac{\partial v}{\partial x_{i}}, \quad v: \mathbb{R}^{N} \rightarrow \mathbb{R}^{d}, \\
\mathbb{A}(w):=\sum_{i=1}^{N} A^{(i)} w_{i} \in \operatorname{Lin}\left(\mathbb{R}^{d}, \mathbb{R}^{l}\right), \quad w \in \mathbb{R}^{N},
\end{gathered}
$$

where $\operatorname{Lin}(\mathrm{X}, \mathrm{Y})$ is the vector space of linear mappings from the vector space $X$ into the vector space $Y$. Following Murat [34], we will assume that $\mathcal{A}$ satisfies the constant rank property, which states that there exists $r \in \mathbb{N}$ such that

$$
\operatorname{rank} \mathbb{A}(w)=r \quad \text { for all } w \in S^{N-1}
$$

It is easy to see that the curl-free case is a particular case of this general framework (see Remark 3.3 (iii)). Other examples are discussed in Remarks 3.3 and 3.5 and in Examples 3.10 and 4.5.

We prove that a necessary and sufficient condition for weak lower semicontinuity of $I$, along sequences that satisfy $u_{n} \rightarrow u$ in measure, $v_{n} \rightharpoonup v$ in $L^{p}$, and $\mathcal{A} v_{n} \rightarrow 0$ in $W^{-1, p}(\Omega)$, is $\mathcal{A}$-quasiconvexity of $f(x, u, \cdot)$ (see Theorems 3.6, 3.7). The notion of $\mathcal{A}$-quasiconvexity and its implications for the lower semicontinuity of functionals $v \mapsto \int_{\Omega} f(v) d x$ were first investigated by Dacorogna, who studied, in particular, situations where the kernel of $\mathcal{A}$ contains the range of a suitable first order differential operator $\mathcal{B}$ [14, pp. 100-112] (in the general definition of $\mathcal{A}$-quasiconvexity as presented in [14, p. 13] one needs to add periodicity of the test functions to obtain necessity of $\mathcal{A}$-quasiconvexity; this leads to some difficulties in establishing sufficiency, which, under the assumption of constant rank, can be overcome using the methods presented below). Precisely and by analogy with (1.2), a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is said to be $\mathcal{A}$-quasi-convex if

$$
f(v) \leq \int_{Q} f(v+w(x)) d x
$$

for all $v \in \mathbb{R}^{d}$ and all $Q$-periodic $w \in C^{\infty}\left(Q, \mathbb{R}^{d}\right)$ such that $\mathcal{A}(w)=0$ and $\int_{Q} w(x) d x=$ 0 . In addition, we obtain the generalization to the $\mathcal{A}$-free setting of the theorem by Kinderlehrer and Pedregal concerning the characterization of gradient Young measures (see Theorem 4.1). This issue has been independently raised by Pedregal in
[35], where he studied the case of divergence-free fields (see also Remarks 3.3 (iv), 3.5 (iv)).

We remark that continuity of $\mathcal{A}$-quasiconvex functions is only guaranteed along directions in the characteristic cone $\Lambda:=\cup_{w \in S^{N-1}} \operatorname{ker} \mathbb{A}(w)$, and $\mathcal{A}$-quasi-convex functions need not be (lower semi)continuous (see Proposition 3.4 and Remark 3.5 (ii)).

We note that the method used in this $\mathcal{A}$-free framework departs from the case curl-free mostly due to the lack of potential functions associated with the $v_{n}$. Indeed, in the case of gradients we reduce to the notion of quasiconvexity by localization via covering lemmas, so that on each subdomain the target function is essentially affine, followed by matching of the boundary conditions. The latter can be easily done by simple convex combinations between the potentials and the target function, avoiding layers of high concentrations of the gradients of the $v_{n}$. Clearly, the gradient of the resulting convex combinations still satisfies curl $=0$. In the general $\mathcal{A}$-free setting, we must work directly on the $v_{n}$, and we need to find a way to project back the modified fields onto $\operatorname{ker} \mathcal{A}$. We perform these projections via discrete Fourier multipliers (see Lemmas 2.15, 2.16, 2.17). It is at this point that the constant rank condition enters in a crucial way. Situations where the constant rank condition fails are little understood. Tartar [41] has studied the example where $v: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $\mathcal{A} v=\left(\frac{\partial v^{1}}{\partial x_{2}}, \frac{\partial v^{2}}{\partial x_{1}}\right)$. He showed that in this case $\mathcal{A}$-quasiconvexity reduces to separate convexity, the Young measures generated by sequences along which $\left\{\mathcal{A} v_{n}\right\}$ is bounded in $L^{\infty}$ are tensor products, and this class is strictly smaller than the class defined by duality with separately convex functions (see condition (iii) in Theorem 4.1). The class of Young measures generated by sequences that satisfy $\mathcal{A} v_{n} \rightarrow 0$ in $W^{-1, p}$ is not known in general (see [10, 46]). Very recently there has been progress in the case of a nonconstant rank operator $\mathcal{A}$, and this question has been completely solved by Müller for $p=2$ (see [33]).
2. Preliminaries. In this section we recall the notion of Young measures generated by sequences bounded in $L^{p}$ and by curl-free sequences. We discuss some properties of a constant rank linear partial differential operator $\mathcal{A}$, and we conclude with the decomposition lemmas, Lemmas $2.15,2.16$, and 2.17 , where we show that if $\left\{u_{n}\right\}$ is weakly convergent in $L^{p}$ and if $\mathcal{A} u_{n} \rightarrow 0$ in the appropriate sense then $u_{n}=v_{n}+w_{n}$ where $\left\{v_{n}\right\} \in L^{p} \cap \operatorname{ker} \mathcal{A}$ is $p$-equi-integrable and $\left\{w_{n}\right\}$ converges to zero in measure.

In the sequel $\Omega \subset \mathbb{R}^{N}$ is an open, bounded domain, $B(x, \varepsilon)$ denotes the open ball centered at $x \in \mathbb{R}^{N}$ with radius $\varepsilon>0, Q:=(0,1)^{N}, Q\left(x_{0}, r\right):=x_{0}+r Q^{*}$, $Q^{*}:=Q-(1 / 2, \ldots, 1 / 2)$, and $S^{N-1}:=\left\{x \in \mathbb{R}^{N}:|x|=1\right\}$ is the unit sphere in $\mathbb{R}^{N}$. The Lebesgue measure in $\mathbb{R}^{N}$ is designated by $\mathcal{L}^{N}$, and $H^{N-1}$ will stand for the $(N-1)$-dimensional Hausdorff measure in $\mathbb{R}^{N}$. If $1<p<+\infty$, then $W^{-1, p}(\Omega)$ is the dual of $W_{0}^{1, p^{\prime}}(\Omega)$, with $1 / p+1 / p^{\prime}=1$, and it is well known that $F \in W^{-1, p}(\Omega)$ if and only if $F=f+\sum_{i=1}^{N} \frac{\partial g_{i}}{\partial x_{i}}$ in the sense of distributions for some $f, g_{1}, \ldots, g_{N} \in L^{p}(\Omega)$. We denote by $C_{0}\left(\Omega ; \mathbb{R}^{d}\right)$ the set of $\mathbb{R}^{d}$-valued continuous functions with compact support in $\Omega$, endowed with the supremum norm. It is well known that the dual of the closure of $C_{0}\left(\Omega ; \mathbb{R}^{d}\right)$ may be identified with the set of $\mathbb{R}^{d}$-valued Radon measures with finite mass, $\mathcal{M}\left(\Omega ; \mathbb{R}^{d}\right)$, through the duality

$$
\langle\mu, \varphi\rangle:=\int_{\Omega} \varphi \cdot d \mu, \quad \varphi \in C_{0}(\Omega), \mu \in \mathcal{M}(\Omega)
$$

In order to simplify the notation, and when there is no ambiguity, we will abbreviate
$C_{0}\left(\Omega ; \mathbb{R}^{d}\right)$ and $\mathcal{M}\left(\Omega ; \mathbb{R}^{d}\right)$ as $C_{0}(\Omega)$ and $\mathcal{M}(\Omega)$, respectively. If $\mu \in \mathcal{M}(\Omega)$ and $E \subset \Omega$ is a Borel set, then $\mu\lfloor E$ stands for the restriction of the measure $\mu$ to $E$, i.e.,

$$
\mu\lfloor E(X):=\mu(E \cap X) \quad \text { for all Borel set } X \subset \Omega
$$

We recall that given $\lambda, \mu \in \mathcal{M}(\Omega)$ with $\mu \geq 0$, by the Radon-Nikodým theorem we may decompose $\lambda$ relative to $\mu$, precisely $\lambda=\lambda_{a}+\lambda_{s}$, where $\lambda_{s}$ and $\mu$ are mutually singular $\left(\lambda_{s} \perp \mu\right)$, i.e.,

$$
\lambda_{s}(X)=\lambda_{s}(X \cap B), \mu(X)=\mu(X \backslash B)
$$

for all Borel sets $X \subset \Omega$ and for some Borel set $B \subset \Omega$, and where $\lambda_{a}$ is absolutely continuous with respect to $\mu, \lambda_{a} \ll \mu$, i.e., $\lambda_{a}(X)=0$ whenever $X \subset \Omega$ is a Borel set and $\mu(X)=0$. By Besicovitch's differentiation theorem we have

$$
\lambda_{a}(X)=\int_{X} \frac{\partial \lambda}{\partial \mu}(x) d \mu, \quad \frac{\partial \lambda}{\partial \mu}(x):=\lim _{\varepsilon \rightarrow 0} \frac{\lambda(B(x, \varepsilon))}{\mu(B(x, \varepsilon))} \quad \text { for } \mu \text { a.e. } x \in \Omega
$$

and for all Borel sets $X \subset \Omega$.
If $\left\{z_{n}\right\}$ is a sequence bounded in $L^{1}(\Omega)$, then it admits a subsequence converging weakly* in the sense of measures to a measure $\mu \in \mathcal{M}(\Omega)$,

$$
\int_{\Omega} z_{n_{k}} \varphi d x \rightarrow \int_{\Omega} \varphi d \mu
$$

for all $\varphi \in C_{0}(\Omega)$. The equi-integrability condition
for all $\varepsilon>0$ there exists $\delta>0$ such that $\mathcal{L}^{N}(E)<\delta \Rightarrow \sup _{n} \int_{E}\left|z_{n}(x)\right| d x<\varepsilon$
is a necessary and sufficient condition for weak compactness in $L^{1}$ of the sequence $\left\{z_{n}\right\}$ (recall that $\Omega$ is bounded). If equi-integrability holds then $\mu \ll \mathcal{L}^{N}$. We will say that $\left\{z_{n}\right\}$ is $p$-equi-integrable if $\left\{\left|z_{n}\right|^{p}\right\}$ is equi-integrable. The following Dunford-Pettits criteria for equi-integrability are well known.

Proposition 2.1. Let $\left\{z_{n}\right\}$ be a sequence bounded in $L^{1}(\Omega)$.
(i) The sequence $\left\{z_{n}\right\}$ is equi-integrable if and only if for all $\varepsilon>0$ there exists $M>0$ such that

$$
\sup _{n} \int_{\left\{x \in \Omega:\left|z_{n}(x)\right|>M\right\}}\left|z_{n}(y)\right| d y<\varepsilon
$$

(ii) The sequence $\left\{z_{n}\right\}$ is equi-integrable if there exists a continuous function $g:[0,+\infty) \rightarrow[0,+\infty)$ such that

$$
\lim _{t \rightarrow+\infty} \frac{g(t)}{t}=+\infty, \quad \sup _{n} \int_{\Omega} g\left(\left|z_{n}(x)\right|\right) d x<+\infty
$$

(iii) If $\left\{z_{n}\right\}$ is bounded in $L^{p}(\Omega)$ for some $1 \leq p<+\infty$, then $\left\{f\left(z_{n}\right)\right\}$ is equiintegrable whenever $f: \mathbb{R}^{d} \rightarrow[0,+\infty)$ is a continuous function such that

$$
\lim _{|y| \rightarrow+\infty} \frac{f(y)}{|y|^{p}}=0
$$

A map $\mu: E \rightarrow \mathcal{M}(\Omega)$ is said to be weak* measurable if $x \mapsto\langle\mu(x), \varphi\rangle$ are measurable for all $\varphi \in C_{0}(\Omega)$. In order to simplify the notation we denote $\mu(x)$ by $\mu_{x}$.

Often the study of the behavior of solutions of nonconvex problems leads to the need to determine the limiting energy

$$
\lim _{n \rightarrow \infty} \int_{E} f\left(z_{n}\right) d x
$$

where $E$ is a measurable subset of $\Omega, f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a nonlinear function, and $\left\{z_{n}\right\}$ is an oscillatory sequence of measurable functions $z_{n}: E \rightarrow \mathbb{R}^{d}$. In general, the presence of oscillations entails the inequality

$$
\lim _{n \rightarrow \infty} \int_{E} f\left(z_{n}\right) d x \neq \int_{E} f(z) d x .
$$

As it turns out, the Young measure generated by (a subsequence of) $\left\{z_{n}\right\}$ will provide the limiting energy.

We recall that a function $f: \Omega \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is said to be a normal integrand if $f$ is Borel measurable and $v \mapsto f(x, v)$ is lower semicontinuous for all $x \in \Omega$. Also, $f$ is Carathéodory if $f$ and $-f$ are normal integrands.

Theorem 2.2 (fundamental theorem on Young measures [6, 11, 41]). Let $E \subset$ $\mathbb{R}^{N}$ be a measurable set of finite measure and let $\left\{z_{n}\right\}$ be a sequence of measurable functions, $z_{n}: E \rightarrow \mathbb{R}^{d}$. Then there exists a subsequence $\left\{z_{n_{k}}\right\}$ and a weak ${ }^{*}$ measurable map $\nu: E \rightarrow \mathcal{M}\left(\mathbb{R}^{d}\right)$ such that the following hold:
(i) $\nu_{x} \geq 0,\left\|\nu_{x}\right\|_{\mathcal{M}\left(\mathbb{R}^{d}\right)}=\int_{\mathbb{R}^{d}} d \nu_{x} \leq 1$ for a.e. $x \in E$;
(ii) one has (i') $\left\|\nu_{x}\right\|_{\mathcal{M}}=1$ for a.e. $x \in E$ if and only if

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \sup _{k} \mathcal{L}^{N}\left(\left\{\left|z_{n_{k}}\right| \geq M\right\}\right)=0 ; \tag{2.1}
\end{equation*}
$$

(iii) if $K \subset \mathbb{R}^{d}$ is a compact subset and dist $\left(z_{n_{k}}, K\right) \rightarrow 0$ in measure, then

$$
\operatorname{supp} \nu_{x} \subset K \text { for a.e. } x \in E \text {; }
$$

(iv) if ( $\mathrm{i}^{\prime}$ ) holds, then in (iii) one may replace "if" with "if and only if";
(v) if $f: \Omega \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a normal integrand, bounded from below, then

$$
\liminf _{n \rightarrow \infty} \int_{\Omega} f\left(x, z_{n_{k}}(x)\right) d x \geq \int_{\Omega} \bar{f}(x) d x
$$

where

$$
\bar{f}(x):=\left\langle\nu_{x}, f(x, \cdot)\right\rangle=\int_{\mathbb{R}^{d}} f(x, y) d \nu_{x}(y) ;
$$

(vi) if ( $\mathrm{i}^{\prime}$ ) holds and if $f: \Omega \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is Carathéodory and bounded from below, then

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f\left(x, z_{n_{k}}(x)\right) d x=\int_{\Omega} \bar{f}(x) d x<+\infty
$$

if and only if $\left\{f\left(\cdot, z_{n_{k}}(\cdot)\right)\right\}$ is equi-integrable. In this case

$$
f\left(\cdot, z_{n_{k}}(\cdot)\right) \rightharpoonup \bar{f} \text { in } L^{1}(\Omega) .
$$

The map $\nu: E \rightarrow \mathcal{M}\left(\mathbb{R}^{d}\right)$ is called the Young measure generated by the sequence $\left\{z_{n_{k}}\right\}$. It can be shown that every weak* measurable map $\nu: E \rightarrow \mathcal{M}\left(\mathbb{R}^{d}\right)$ that satisfies (i) is generated by some sequence $\left\{z_{n}\right\}$. The Young measure $\nu$ is said to be homogeneous if there is a Radon measure $\nu_{0} \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ such that $\nu_{x}=\nu_{0}$ for a.e. $x \in E$.

Remark 2.3.
(i) Condition 2.1 holds if for some $p>0$

$$
\sup _{n \in \mathbb{N}} \int_{E}\left|z_{n}\right|^{p} d x<+\infty
$$

(ii) As a consequence of (vi), if $\left\{z_{n}\right\}$ is bounded in $L^{p}$ and if $f$ is a continuous function in $\mathbb{R}^{d}$ such that $|f(y)| \leq C\left(1+|y|^{q}\right)$ for some $C>0,0<q<p$, then $f\left(z_{n_{k}}\right) \rightharpoonup \bar{f}$ in $L^{p / q}$. Also, if $\left\{z_{n}\right\}$ is equi-integrable, then taking $f \equiv \mathrm{id}$ we obtain

$$
z_{n_{k}} \rightharpoonup \bar{z} \text { in } L^{1}(\Omega), \quad \bar{z}(x):=\left\langle\nu_{x}, \mathrm{id}\right\rangle .
$$

Proposition 2.4. If $\left\{v_{n}\right\}$ generates a Young measure $\nu$ and if $w_{n} \rightarrow w$ in measure, then $\left\{v_{n}+w_{n}\right\}$ generates the "translated" Young measure

$$
\bar{\nu}_{x}:=\Gamma_{w(x)} \nu_{x}
$$

where

$$
\left\langle\Gamma_{a} \mu, \varphi\right\rangle:=\langle\mu, \varphi(\cdot+a)\rangle
$$

for $a \in \mathbb{R}^{d}, \varphi \in C_{0}\left(\mathbb{R}^{d}\right)$. In particular, if $w_{n} \rightarrow 0$ in measure, then $\left\{v_{n}+w_{n}\right\}$ generates the Young measure $\nu$.

Proposition 2.5. If $\left\{v_{n}\right\}$ generates a Young measure $\nu$ and $u_{n} \rightarrow u$ a.e. in $\Omega$, then the pair $\left\{\left(u_{n}, v_{n}\right)\right\}$ generates the Young measure $\mu$ defined by

$$
\mu_{x}:=\delta_{u(x)} \otimes \nu_{x} \quad \text { a.e. } x \in \Omega
$$

A Young measure $\nu$ is called a gradient Young measure if it is generated by a sequence of gradients; more precisely, $\nu$ is a $W^{1, p}$ gradient Young measure if it is generated by $\left\{\nabla u_{n}\right\}$ and $u_{n} \rightharpoonup u$ in $W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$. A complete characterization of such Young measures has been obtained by Kinderlehrer and Pedregal [28, 29] (see also $[2,24,30])$. A key ingredient is the notion of quasiconvexity: a Borel function $f: \mathbb{M}^{m \times N} \rightarrow \mathbb{R}$ is said to be quasi-convex if

$$
f(\xi)=\inf _{\varphi \in W_{0}^{1, \infty}\left(Q ; \mathbb{R}^{m}\right)} \int_{Q} f(\xi+\nabla \varphi(x)) d x
$$

If $f$ is quasi-convex then one can show that

$$
f(\xi)=\inf _{\varphi \in W_{\mathrm{per}}^{1, \infty}\left(Q ; \mathbb{R}^{m}\right)} \int_{Q} f(\xi+\nabla \varphi(x)) d x
$$

where $W_{\text {per }}^{1, \infty}\left(Q ; \mathbb{R}^{m}\right)$ is the class of periodic functions in $W^{1, \infty}\left(Q ; \mathbb{R}^{m}\right)$. It has been established by Morrey [32] (see also [1, 3, 5, 14, 15, 22, 23]) that sequential weak lower semicontinuity in $W^{1, p}$ and quasiconvexity are essentially equivalent. More precisely, if $0 \leq f(\xi) \leq C\left(1+|\xi|^{p}\right)$ for some $C>0$ and all $\xi \in \mathbb{M}^{m \times N}$ (no growth condition is necessary if $p=+\infty)$, then the implication

$$
u_{n} \rightharpoonup u \text { in } W^{1, p}(\stackrel{*}{\rightharpoonup} \text { if } p=+\infty) \Rightarrow \int_{\Omega} f(\nabla u) d x \leq \liminf _{n \rightarrow \infty} \int_{\Omega} f\left(\nabla u_{n}\right) d x
$$

holds if and only if $f$ is quasiconvex.
THEOREM 2.6. Let $1 \leq p \leq+\infty$. A weak ${ }^{*}$ measurable map $\nu: \Omega \rightarrow \mathcal{M}\left(\mathbb{M}^{m \times N}\right)$ is a $W^{1, p}$ gradient Young measure if and only if $\nu_{x} \geq 0$ a.e. $x \in \Omega$ and
(i) there exists $u \in W^{1, p}\left(\Omega ; \mathbb{R}^{m}\right)$ such that $\left\langle\nu_{x}, \mathrm{id}\right\rangle=D u$ a.e. $x \in \Omega$;
(ii) $\int_{\Omega} \int_{\mathbb{M} m \times N}|\xi|^{p} d \nu_{x}(\xi) d x<+\infty\left(\operatorname{supp} \nu_{x} \subset K\right.$ a.e. $x \in \Omega$ for some compact $K \subset \mathbb{M}^{m \times N}$ if $\left.p=+\infty\right)$;
(iii) $\left\langle\nu_{x}, f\right\rangle \geq f\left(\left\langle\nu_{x}\right.\right.$, id $\left.\rangle\right)$ for a.e. $x \in \Omega$ and for all quasiconvex $f: \mathbb{M}^{m \times N} \rightarrow \mathbb{R}$ (with $|f(\xi)| \leq C\left(1+|\xi|^{p}\right)$ for some $C>0$ and all $\xi \in \mathbb{M}^{m \times N}$ if $1 \leq p<+\infty$ ).

Consider a collection of linear operators $A^{(i)} \in \operatorname{Lin}\left(\mathbb{R}^{\mathrm{d}}, \mathbb{R}^{\mathrm{l}}\right), i=1, \ldots, N$, and define

$$
\begin{gathered}
\mathcal{A} v:=\sum_{i=1}^{N} A^{(i)} \frac{\partial v}{\partial x_{i}}, \quad v: \mathbb{R}^{N} \rightarrow \mathbb{R}^{d} \\
\mathbb{A}(w):=\sum_{i=1}^{N} A^{(i)} w_{i} \in \operatorname{Lin}\left(\mathbb{R}^{d}, \mathbb{R}^{l}\right), \quad w \in \mathbb{R}^{N},
\end{gathered}
$$

where $\operatorname{Lin}(X, Y)$ is the vector space of linear mappings from the vector space $X$ into the vector space $Y$.

In the sequel we will assume that $\mathcal{A}$ satisfies the constant rank property, namely, there exists $r \in \mathbb{N}$ such that

$$
\begin{equation*}
\operatorname{rank} \mathbb{A}(w)=r \quad \text { for all } w \in S^{N-1} \tag{2.2}
\end{equation*}
$$

Fix $w \in \mathbb{R}^{N}$. We define

$$
\mathbb{P}(w): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} \quad \text { to be the orthogonal projection of } \mathbb{R}^{d} \text { onto ker } \mathbb{A}(w)
$$

$\mathbb{Q}(w): \mathbb{R}^{l} \rightarrow \mathbb{R}^{d}, \quad \mathbb{Q}(w) \mathbb{A}(w) z:=z-\mathbb{P}(w) z, z \in \mathbb{R}^{d}, \quad \mathbb{Q}(w) \equiv 0$ on (range $\left.\mathbb{A}(w)\right)^{\perp}$.
Proposition 2.7. If (2.2) holds then the map $\mathbb{P}: \mathbb{R}^{N} \backslash\{0\} \rightarrow \operatorname{Lin}\left(\mathbb{R}^{\mathrm{d}} ; \mathbb{R}^{\mathrm{d}}\right)$ is smooth and homogeneous of degree zero, and the map $\mathbb{Q}: \mathbb{R}^{N} \backslash\{0\} \rightarrow \operatorname{Lin}\left(\mathbb{R}^{1} ; \mathbb{R}^{\mathrm{d}}\right)$ is smooth and homogeneous of degree -1 .

Let $\Delta:=\mathbb{Z}^{N}$ be the unit lattice, i.e., the additive group of points in $\mathbb{R}^{N}$ with integer coordinates. We say that $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{d}$ is $\Delta$-periodic if

$$
f(x+\lambda)=f(x) \quad \text { for all } x \in \mathbb{R}^{N}, \lambda \in \Delta .
$$

A $\Delta$-periodic function $f$ may be identified with a function $f_{T}$ on the $N$ torus

$$
T_{N}:=\left\{\left(e^{2 \pi i x_{1}}, \ldots, e^{2 \pi i x_{N}}\right) \in \mathbb{C}^{N}:\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{N}\right\}
$$

through the relation

$$
f_{T}\left(e^{2 \pi i x_{1}}, \ldots, e^{2 \pi i x_{N}}\right):=f\left(x_{1}, \ldots, x_{N}\right)
$$

The space $L^{p}\left(T_{N}\right)$ is identified with $L^{p}(Q)$, and $C\left(T_{N}\right)$ is the set of $\Delta$-periodic continuous functions on $\bar{Q}$.

Proposition 2.8 (see [9]). Let $w \in L^{p}\left(T_{N} ; \mathbb{R}^{d}\right), 1 \leq p \leq+\infty$, and set $w_{n}(x):=$ $w(n x), n \in \mathbb{N}$. If $E \subset \mathbb{R}^{N}$ is a measurable set, then

$$
w_{n} \rightharpoonup \int_{T_{N}} w(y) d y \quad \text { in } L^{p}\left(E ; \mathbb{R}^{d}\right) \quad(\stackrel{*}{\rightharpoonup} \text { if } p=+\infty)
$$

In particular, $\left\{w_{n}\right\}$ generates the homogeneous Young measure $\nu:=\overline{\delta_{w}}$, where

$$
\left\langle\overline{\delta_{w}}, \varphi\right\rangle:=\int_{T_{N}} \varphi(w(y)) d y \quad \text { for all } \varphi \in C_{0}\left(\mathbb{R}^{d}\right)
$$

We recall some results on Fourier transforms of periodic functions (see [38, 39]). If $f \in L^{1}\left(T_{N}\right)$, then its Fourier coefficients are defined as

$$
\hat{f}(\lambda):=\int_{T_{N}} f(x) \mathrm{e}^{-2 \pi i x \cdot \lambda} d x, \quad \lambda \in \Delta
$$

and the following hold.
Theorem 2.9.
(i) The trigonometric polynomials

$$
R(x):=\sum_{\lambda \in \Delta^{\prime}} a_{\lambda} e^{-2 \pi i x \cdot \lambda}, \quad \Delta^{\prime} \text { finite subset of } \Delta, a_{\lambda} \in \mathbb{C},
$$

are dense in $C\left(T_{N}\right)$ and in $L^{p}\left(T_{N}\right)$ for all $1 \leq p<+\infty$.
(ii) If $\mu \in \mathcal{M}\left(T_{N}\right)$ and $\left\langle\mu, e^{-2 \pi i x \cdot \lambda}\right\rangle=0$ for all $\lambda \in \Delta$ then $\mu \equiv 0$.
(iii) If $f \in L^{2}\left(T_{N}\right)$ then

$$
f(x)=\sum_{\lambda \in \Delta} \hat{f}(\lambda) e^{2 \pi i x \cdot \lambda}, \quad \sum_{\lambda \in \Delta}|\hat{f}(\lambda)|^{2}=\|f\|_{L^{2}}
$$

Corollary 2.10. If $f \in L^{1}\left(T_{N}\right)$ and $\sum_{\lambda \in \Delta}|\hat{f}(\lambda)|<+\infty$, then there exists a representative $\bar{f}$ of $f$ such that $\bar{f} \in C\left(T_{N}\right)$ and for all $x \in T_{N}$

$$
\bar{f}(x)=\sum_{\lambda \in \Delta} \hat{f}(\lambda) e^{2 \pi i x \cdot \lambda}
$$

Corollary 2.11. If $f \in C^{k}\left(T_{N}\right)$ for some $k>N / 2$ then

$$
\sum_{\lambda \in \Delta}|\hat{f}(\lambda)|<+\infty
$$

Let $\left(L^{p}\left(T_{N}\right), L^{q}\left(T_{N}\right)\right)$ denote the class of $(p, q)$ Fourier multiplier operators, i.e., the class of all bounded linear operators $T: L^{p}\left(T_{N}\right) \rightarrow L^{q}\left(T_{N}\right)$ which commute with translations,

$$
\Gamma_{h} T=T \Gamma_{h} \quad \text { for all } h \in \mathbb{R}^{N}
$$

where $\Gamma_{h} f(x):=f(x-h)$.
THEOREM 2.12. If $1 \leq p, q \leq+\infty$ and if $T \in\left(L^{p}\left(T_{N}\right), L^{q}\left(T_{N}\right)\right)$, then there exists a bounded function $\Theta: \Delta \rightarrow \mathbb{C}$ such that

$$
T f(x):=\sum_{\lambda \in \Delta} \Theta(\lambda) \hat{f}(\lambda) e^{2 \pi i x \cdot \lambda} \quad \text { if } f \in L^{p}\left(T_{N}\right) \text { is given by } f(x)=\sum_{\lambda \in \Delta} \hat{f}(\lambda) e^{2 \pi i x \cdot \lambda}
$$

The collection of coefficients $\{\Theta(\lambda)\}_{\lambda \in \Delta}$ is called the Fourier multiplier associated with $T$.

It can be shown that a certain class of continuous functions on the unit sphere $S^{N-1}$ are Fourier multipliers. Precisely (see [38, Example iii, pp. 94], [39, Corollary 3.16 , p. 263 , and remark just below]),

Proposition 2.13. If $\Theta$ is homogeneous of degree zero and if it in infinitely differentiable on $S^{N-1}$, then the operator $T_{\Theta}: L^{p}\left(T_{N}\right) \rightarrow L^{p}\left(T_{N}\right)$ defined by

$$
T_{\Theta} f(x):=\sum_{\lambda \in \Delta \backslash\{0\}} \Theta(\lambda) \hat{f}(\lambda) e^{2 \pi i x \cdot \lambda} \text { if } f \in L^{p}\left(T_{N}\right) \text { is given by } f(x)=\sum_{\lambda \in \Delta} \hat{f}(\lambda) e^{2 \pi i x \cdot \lambda}
$$

is a Fourier multiplier operator for $1<p<+\infty$.
If (2.2) holds, then in light of Propositions 2.7 and 2.13 the functions

$$
\Theta_{i j}: w \in \mathbb{R}^{N} \mapsto \mathbb{P}(w)_{i j}, \quad i, j \in\{1, \ldots, d\}
$$

generate the Fourier multipliers $\left\{\Theta_{i j}(\lambda)\right\}_{\lambda \in \Delta \backslash\{0\}}$ associated with the Fourier multiplier operators $T_{\Theta_{i j}}$, and we define the operators

$$
(\mathbb{T} u)_{i}(x):=\left(T_{\Theta_{i j}} u_{j}\right)(x) \quad \text { for } u \in L^{p}\left(T_{N} ; \mathbb{R}^{d}\right), \quad i=1, \ldots, N
$$

where the summation convention for repeated indices is used.
Lemma 2.14. Suppose that (2.2) holds and let $1<p<+\infty$. Then
(i) $\mathbb{T}: L^{p}\left(T_{N} ; \mathbb{R}^{d}\right) \rightarrow L^{p}\left(T_{N} ; \mathbb{R}^{d}\right)$ is a linear, bounded operator that vanishes on constant mappings;
(ii) if $u \in L^{p}\left(T_{N} ; \mathbb{R}^{d}\right)$ then $\mathbb{T} \circ \mathbb{T} u=\mathbb{T} u$, and $\mathcal{A}(\mathbb{T} u)=0$;
(iii) $\|u-\mathbb{T} u\|_{L^{p}} \leq C_{p}\|\mathcal{A} u\|_{W^{-1, p}}$ for all $u \in L^{p}\left(T_{N} ; \mathbb{R}^{d}\right)$, such that $\int_{T_{N}} u d x=0$, and for some $C_{p}>0$;
(iv) suppose that $\left\{u_{n}\right\}$ is a sequence bounded in $L^{p}\left(T_{N} ; \mathbb{R}^{d}\right)$ and $\left\{\left|u_{n}\right|^{p}\right\}$ is equiintegrable. Then $\left\{\left|\mathbb{T} u_{n}\right|^{p}\right\}$ is still equi-integrable.

Proof. Property (i) follows from the definition of $\mathbb{T}$ and from Propositions 2.7 and 2.13. Property (ii) is an immediate consequence of the fact that $\mathbb{P}$ is a projection.

To prove (iii), we note that by Corollaries 2.10 and 2.11 for $u \in C^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right)$, with $\int_{T_{N}} u d x=0$, we have

$$
\begin{aligned}
u-\mathbb{T} u & =\Sigma_{\lambda \in \Delta \backslash\{0\}} \mathbb{Q}(\lambda) \mathbb{A}(\lambda) \hat{u}(\lambda) e^{2 \pi i x \cdot \lambda} \\
& =\Sigma_{\lambda \in \Delta \backslash\{0\}} \mathbb{Q}\left(\frac{\lambda}{|\lambda|}\right) \mathbb{A}\left(\frac{\lambda}{|\lambda|}\right) \hat{u}(\lambda) e^{2 \pi i x \cdot \lambda},
\end{aligned}
$$

where we have used the linearity of $\mathbb{A}$ and the fact that $\mathbb{Q}$ is homogeneous of degree -1 . By Proposition 2.7 the inequality in (iii) is obtained, and the result for $L^{p}$ periodic functions with zero average follows via a density argument.

To prove (iv) consider the truncation $\tau_{\alpha}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ given by

$$
\tau_{\alpha}(z):=\left\{\begin{array}{lll}
z & \text { if } & |z| \leq \alpha \\
\alpha \frac{z}{|z|} & \text { if } & |z|>\alpha
\end{array}\right.
$$

Since $\left\{\tau_{\alpha} u_{n}\right\}$ is bounded in $L^{\infty}$ we have that $\left\{\mathbb{T}\left(\tau_{\alpha} u_{n}\right)\right\}$ is bounded in $L^{q}$ for all $p \leq q<+\infty$, and so $\left\{\left|T\left(\tau_{\alpha} u_{n}\right)\right|^{p}\right\}$ is equi-integrable. On the other hand, by the equi-integrability of $\left\{u_{n}\right\}$ we have that

$$
\lim _{\alpha \rightarrow \infty} \sup _{n}\left\|u_{n}-\tau_{\alpha} u_{n}\right\|_{p}=0
$$

and by (i) we conclude that

$$
\lim _{\alpha \rightarrow \infty} \sup _{n}\left\|\mathbb{T}\left(u_{n}-\tau_{\alpha} u_{n}\right)\right\|_{p}=0
$$

and the assertion is proved.
We note that, with the exception of Lemma 2.14 (iv), the above closely follows Murat's work (see [34]).

Decomposition results similar to the ones obtained below may be found in [24] and [30] in the particular case of curl-free fields.

Lemma $2.15(1<p<+\infty)$. Let $1<p<+\infty$, let $\left\{u_{n}\right\}$ be a bounded sequence in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ such that $\mathcal{A} u_{n} \rightarrow 0$ in $W^{-1, p}(\Omega), u_{n} \rightharpoonup u$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$, and assume that $\left\{u_{n}\right\}$ generates the Young measure $\nu$. Then there exists a p-equi-integrable sequence $\left\{v_{n}\right\} \subset L^{p}\left(\Omega ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ such that

$$
\int_{\Omega} v_{n} d x=\int_{\Omega} u d x, \quad\left\|v_{n}-u_{n}\right\|_{L^{q}(\Omega)} \rightarrow 0 \quad \text { for all } 1 \leq q<p
$$

and, in particular, $\left\{v_{n}\right\}$ still generates $\nu$.
Proof. After an affine rescaling, we may suppose that $\Omega \subset Q$. The assumptions imply that $\mathcal{A} u=0$, and by linearity (and Proposition 2.4) we may take $u=0$. By Theorem 2.2 (v) we have

$$
\int_{\Omega} \int_{\mathbb{R}^{d}}|z|^{p} d \nu_{x}(z) d x<+\infty
$$

and so, using Theorem 2.2 (vi), we obtain

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \int_{\Omega}\left|\tau_{k}\left(u_{n}\right)\right|^{p} d x & =\lim _{k \rightarrow \infty} \int_{\Omega} \int_{\mathbb{R}^{d}}\left|\tau_{k}(z)\right|^{p} d \nu_{x}(z) d x \\
& =\int_{\Omega} \int_{\mathbb{R}^{d}}|z|^{p} d \nu_{x}(z) d x
\end{aligned}
$$

Therefore we may find an increasing sequence $\alpha_{n} \rightarrow+\infty$ such that the truncated sequence $\left\{\tau_{\alpha_{n}} \circ u_{n}\right\}$ satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega}\left|\tau_{\alpha_{n}} \circ u_{n}\right|^{p} d x=\int_{\Omega} \int_{\mathbb{R}^{d}}|z|^{p} d \nu_{x}(z) d x \tag{2.3}
\end{equation*}
$$

On the other hand, as $\left\{u_{n}\right\}$ is equi-integrable,

$$
\tau_{\alpha_{n}} \circ u_{n}-u_{n} \rightarrow 0 \quad \text { in measure and weakly in } L^{p}(\Omega)
$$

Thus, by Proposition 2.4, the sequence $\left\{\tilde{u}_{n}\right\}:=\left\{\tau_{\alpha_{n}} \circ u_{n}\right\}$ still generates the Young measure $\nu$. By Theorem 2.2 (vi) and (2.3) we conclude that $\left\{\tilde{u}_{n}\right\}$ is $p$-equi-integrable. Moreover, if $1<q<p$, then

$$
\begin{aligned}
\left\|\tilde{u}_{n}-u_{n}\right\|_{L^{q}(\Omega)}^{q} & \leq \int_{\left\{\left|u_{n}\right| \geq \alpha_{n}\right\}} 2^{q}\left|u_{n}\right|^{q} d x \\
& \leq \alpha_{n}^{q-p} 2^{q} \int_{T_{N}}\left|u_{n}\right|^{p} d x \rightarrow 0 \quad \text { as } n \rightarrow+\infty
\end{aligned}
$$

and thus $\mathcal{A} \tilde{u}_{n} \rightarrow 0$ in $W^{-1, q}(\Omega)$. Also, by virtue of the compact imbedding $L^{q}(\Omega) \hookrightarrow$ $W^{-1, q}(\Omega)$, we have for all $\varphi \in C_{0}^{\infty}(\Omega ;[0,1])$

$$
\mathcal{A}\left(\varphi \tilde{u}_{n}\right)=\varphi \mathcal{A}\left(\tilde{u}_{n}\right)+\sum_{i=1}^{N} A^{(i)}\left(\tilde{u}_{n}\right) \frac{\partial \varphi}{\partial x_{i}} \rightarrow 0 \text { in } W^{-1, q}(\Omega)
$$

Thus we may select a sequence $\left\{\varphi_{n}\right\} \subset C_{0}^{\infty}(\Omega ;[0,1])$ with $\varphi_{n} \nearrow 1$, and such that, setting $\hat{u}_{n}:=\varphi_{n} \tilde{u}_{n},\left\{\hat{u}_{n}\right\}$ is $p$-equi-integrable,

$$
\hat{u}_{n} \rightharpoonup 0 \quad \text { in } L^{p}(\Omega), \mathcal{A} \hat{u}_{n} \rightarrow 0 \text { in } W^{-1, q}(\Omega)
$$

Extend $\hat{u}_{n}$ by zero to $Q \backslash \Omega$ and then periodically. We define

$$
\tilde{v}_{n}:=\mathbb{T}\left(\hat{u}_{n}-\int_{T_{N}} \hat{u}_{n} d y\right)
$$

By Lemma 2.14 (iv) the sequence $\left\{\tilde{v}_{n}\right\} \subset L^{p}\left(\Omega ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ is $p$-equi-integrable, and we have

$$
\begin{align*}
\left\|\tilde{v}_{n}-u_{n}\right\|_{L^{q}(\Omega)} & \leq\left\|\tilde{v}_{n}-\tilde{u}_{n}\right\|_{L^{q}(\Omega)}+\left\|\tilde{u}_{n}-u_{n}\right\|_{L^{q}(\Omega)}  \tag{2.4}\\
& \leq\left\|\tilde{v}_{n}-\hat{u}_{n}\right\|_{L^{q}(\Omega)}+\left\|\hat{u}_{n}-\tilde{u}_{n}\right\|_{L^{q}(\Omega)}+\left\|\tilde{u}_{n}-u_{n}\right\|_{L^{q}(\Omega)} \\
& =: I_{1}^{n}+I_{2}^{n}+I_{3}^{n}
\end{align*}
$$

We have already seen that $I_{3}^{n} \rightarrow 0$ as $n \rightarrow \infty$, and the $p$-equi-integrability of $\left\{\tilde{u}_{n}\right\}$ entails

$$
\lim _{n \rightarrow \infty} I_{2}^{n}=0
$$

Using Lemma 2.14 (iii) and the fact that $\int_{T_{N}} \hat{u}_{n} d y \rightarrow 0$, we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} I_{1}^{n} & \leq \lim _{n \rightarrow \infty}\left\|\hat{u}_{n}-\int_{T_{N}} \hat{u}_{n} d y-\mathbb{T}\left(\hat{u}_{n}-\int_{T_{N}} \hat{u}_{n} d y\right)\right\|_{L^{q}\left(T_{N}\right)} \\
& \leq \lim _{n \rightarrow \infty} C_{q}\left\|\mathcal{A} \hat{u}_{n}\right\|_{W^{-1, q}\left(T_{N}\right)} \\
& =0
\end{aligned}
$$

In particular, by Proposition $2.4\left\{\tilde{v}_{n}\right\}$ still generates $\nu$. Finally, it suffices to set

$$
v_{n}:=\tilde{v}_{n}-\int_{\Omega} \tilde{v}_{n} d y
$$

Note that if the initial sequence $\left\{u_{n}\right\}$ is $p$-equi-integrable, then there is no need to construct the truncated sequence $\left\{\tilde{u}_{n}\right\}$, and from (2.4) it follows that $\left\|v_{n}-u_{n}\right\|_{L^{p}\left(T_{N}\right)} \rightarrow$ 0 .

Lemma $2.16(p=1)$. Let $\left\{u_{n}\right\}$ be a sequence converging weakly in $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ to a function $u$, $\mathcal{A} u_{n} \rightarrow 0$ in $W^{-1, r}\left(\Omega_{N}\right)$ for some $r \in(1, N /(N-1))$, and assume that $\left\{u_{n}\right\}$ generates a Young measure $\nu$. Then there exists an equi-integrable sequence $\left\{v_{n}\right\} \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ such that

$$
\int_{\Omega} v_{n} d x=\int_{\Omega} u d x, \quad\left\|v_{n}-u_{n}\right\|_{L^{1}(\Omega)} \rightarrow 0
$$

and, in particular, $\left\{v_{n}\right\}$ still generates $\nu$.

Proof. The proof is similar to the one given above, and once again we may assume that $\Omega \subset Q$ and $u=0$. Due to the equi-integrability of $\left\{u_{n}\right\}$ we do not need to truncate the sequence, so we set $\tilde{u}_{n}:=u_{n}$. Also, by mollification we may assume that $\hat{u}_{n} \in C_{0}^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)$, where in the diagonalization argument leading to the construction of $\hat{u}_{n}$ we use the compact imbedding $L^{1}(\Omega) \hookrightarrow W^{-1, r}(\Omega)$. We have

$$
\left\|\tilde{v}_{n}-u_{n}\right\|_{L^{1}(\Omega)} \leq\left\|\tilde{v}_{n}-\hat{u}_{n}\right\|_{L^{1}(\Omega)}+\left\|\hat{u}_{n}-u_{n}\right\|_{L^{1}(\Omega)}
$$

and the last term on the right-hand side converges to zero due to the equi-integrability of $\left\{u_{n}\right\}$. Finally,

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|\tilde{v}_{n}-\hat{u}_{n}\right\|_{L^{1}(\Omega)} & \leq \lim _{n \rightarrow \infty} C_{r}\left\|\hat{u}_{n}-\int_{T_{N}} \hat{u}_{n} d y-\mathbb{T}\left(\hat{u}_{n}-\int_{T_{N}} \hat{u}_{n} d y\right)\right\|_{L^{r}\left(T_{N}\right)} \\
& \leq C_{r} \lim _{n \rightarrow \infty}\left\|\mathcal{A} \hat{u}_{n}\right\|_{W^{-1, r}\left(T_{N}\right)} \\
& =0
\end{aligned}
$$

where we have used the fact that $\int_{T_{N}} \hat{u}_{n} d y \rightarrow 0$.
LEMMA $2.17(p=+\infty)$. Let $\left\{u_{n}\right\}$ be a sequence that satisfies $u_{n} \stackrel{*}{\rightharpoonup} u$ in $L^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right), \mathcal{A} u_{n} \longrightarrow 0$ in $L^{p}\left(T_{N}\right)$ for some $p>N$, and assume that $\left\{u_{n}\right\}$ generates a Young measure $\nu$. Then there exists a sequence $\left\{v_{n}\right\} \in L^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ such that

$$
\int_{T_{N}} v_{n} d x=\int_{T_{N}} u d x, \quad\left\|v_{n}-u_{n}\right\|_{L^{\infty}\left(T_{N}\right)} \rightarrow 0
$$

and, in particular, $\left\{v_{n}\right\}$ still generates $\nu$.
Proof. As before assume that $u=0$ and set

$$
v_{n}:=\mathbb{T}\left(u_{n}-\int_{T_{N}} u_{n} d y\right)
$$

Since $\int_{T_{N}} u_{n} d y \rightarrow 0$, we have

$$
\sup _{n \in \mathbb{N}}\left\|v_{n}-u_{n}\right\|_{W^{1, p}\left(T_{N}\right)} \leq C_{p} \sup _{n \in \mathbb{N}}\left\|\mathcal{A} u_{n}\right\|_{L^{p}\left(T_{N}\right)}<+\infty
$$

and

$$
\lim _{n \rightarrow \infty}\left\|v_{n}-u_{n}\right\|_{L^{p}\left(T_{N}\right)} \leq C_{p} \lim _{n \rightarrow \infty}\left\|\mathcal{A} u_{n}\right\|_{W^{-1, p}\left(T_{N}\right)}=0
$$

and we conclude that the functions $v_{n}-u_{n}$ converge to zero uniformly.
The last result of this section will enable us in section 4 to focus our attention on the characterization of $\mathcal{A}$-1-Young measures, where a Young measure $\nu$ is said to be a $\mathcal{A}$-p-Young measure if it is generated by a sequence in $\operatorname{ker} \mathcal{A}$ which is weakly convergent in $L^{p}(\Omega)$.

Corollary 2.18. Let $1<p<+\infty$. If $\nu$ is a $\mathcal{A}$-1-Young measure with

$$
\int_{\Omega} \int_{\mathbb{R}^{d}}|z|^{p} d \nu_{x}(z) d x<+\infty
$$

then $\nu$ is a $\mathcal{A}$-p-Young measure generated by a p-equi-integrable sequence.

Proof. Assume that $\nu$ is generated by an equi-integrable sequence $\left\{u_{n}\right\} \subset L^{1}(\Omega) \cap$ $\operatorname{ker} \mathcal{A}$, and

$$
\int_{\Omega} \int_{\mathbb{R}^{d}}|z|^{p} d \nu_{x}(z) d x<+\infty
$$

Following the beginning of the proof of Lemma 2.15, we may find a sequence of truncations $\left\{\tilde{u}_{n}\right\} \subset \operatorname{ker} \mathcal{A}$, bounded in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$, that still generates $\nu$ since, by equi-integrability,

$$
\left\|\tilde{u}_{n}-u_{n}\right\|_{L^{1}(\Omega)} \rightarrow 0
$$

The result now follows by direct application of Lemma 2.15 to the sequence $\left\{\tilde{u}_{n}\right\}$.
3. $\mathcal{A}$-quasi-convexity: A necessary and sufficient condition for lower semicontinuity. Using the notation introduced in section 2 , consider an operator $\mathcal{A}$ satisfying the constant rank property (2.2). In this section we will prove lower semicontinuity of functionals with normal integrands with respect to weakly convergent sequences with weak limits in the kernel of $\mathcal{A}$. In what follows $\Omega$ is a bounded, open subset of $\mathbb{R}^{N}$.

Given a normal integrand $f: \Omega \times \mathbb{R}^{m} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$, we define

$$
I(u, v):=\int_{\Omega} f(x, u(x), v(x)) d x
$$

for measurable $(u, v): \Omega \rightarrow \mathbb{R}^{m} \times \mathbb{R}^{d}$.
Definition 3.1. A function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is said to be $\mathcal{A}$-quasi-convex if

$$
f(v) \leq \int_{Q} f(v+w(x)) d x
$$

for all $v \in \mathbb{R}^{d}$ and all $w \in C^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right)$ such that $\mathcal{A}(w)=0$ and $\int_{T_{N}} w(x) d x=0$.
Definition 3.2. Given a Borel function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ we define the $\mathcal{A}$-quasiconvex envelope of $f$ at $v \in \mathbb{R}^{d}$ as

$$
\begin{equation*}
Q_{\mathcal{A}} f(v):=\inf \left\{\int_{T_{N}} f(v+w(x)) d x: w \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}, \int_{T_{N}} w d x=0\right\} \tag{3.1}
\end{equation*}
$$

Clearly $f=Q_{\mathcal{A}} f$ when $f$ is $\mathcal{A}$-quasi-convex.
Remark 3.3.
(i) It follows immediately from Jensen's inequality that convex functions are $\mathcal{A}$-quasi-convex.
(ii) If $f$ is upper semicontinuous and locally bounded from above, then $C^{\infty}\left(T_{N}\right)$ may be replaced by $L^{\infty}\left(T_{N}\right)$ in Definition 3.1. Indeed, it suffices to approximate a given function $w \in L^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$, with $\int_{T_{N}} w d x=0$, by the mollified sequence

$$
w_{\varepsilon}:=\rho_{\varepsilon} * w-\int_{T_{N}} \rho_{\varepsilon} * w d y
$$

where $w_{\varepsilon} \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$, are $Q$-periodic, and have zero average. The result now follows by Fatou's lemma. If, in addition, $|f(v)| \leq C\left(1+|v|^{p}\right)$ for some $C>0$ and all $v \in \mathbb{R}^{d}$, then $C^{\infty}\left(T_{N}\right)$ may be replaced by $L^{p}\left(T_{N}\right)$ in (3.1).
(iii) Given a matrix-valued function $V: \Omega \subset \mathbb{R}^{N} \rightarrow \mathbb{M}^{m \times n} \equiv \mathbb{R}^{d}, d:=m n$, $n=N+\rho, \rho \geq 0$, we write

$$
V=(F \mid \xi), \quad F \in \mathbb{M}^{m \times N}, \xi \in \mathbb{M}^{m \times \rho}
$$

where $F$ is the matrix of the first $N$ columns of $V$, and $\xi$ is the matrix of the remaining $\rho$ columns. In the context of membrane or film theories, $N=2, m=3, \rho=1$, and $F$ is the gradient of the membrane deformation. In the context of general nonlinear elasticity, $N=m=3, \rho=0$, and $F$ is the gradient of the deformation of the elastic solid. The underlying PDE is then

$$
\operatorname{curl} F=0, \quad \text { i.e., } \quad \frac{\partial F_{j k}}{\partial x_{i}}-\frac{\partial F_{j i}}{\partial x_{k}}=0, \quad 1 \leq j \leq m, 1 \leq i, k \leq N
$$

We may rewrite these PDEs as $\mathcal{A} V=0$, where $l:=N^{2} m$ and

$$
\begin{gathered}
A_{(j, k, i),(q, p)}^{(r)}:=\delta_{r i} \delta_{q j} \delta_{p k}-\delta_{r k} \delta_{q j} \delta_{p i}, \quad 1 \leq j, q \leq m, 1 \leq i, k, p, r \leq N \\
A_{(j, k, i),(q, p)}^{(r)}=0 \quad \text { if } p=N+1, \ldots, n
\end{gathered}
$$

The constant rank condition (2.2) is satisfied, since $\operatorname{dim}(\operatorname{ker} \mathbb{A}(w))=m+m \times \rho$ for all $w \in S^{N-1}$. Indeed,

$$
\begin{aligned}
\operatorname{ker} \mathbb{A}(w) & =\left\{V \in \mathbb{M}^{m \times n}: \mathbb{A}(w) V=0\right\} \\
& =\left\{V=(F \mid \xi) \in \mathbb{M}^{m \times n}: w_{i} F_{j k}-w_{k} F_{j i}=0,1 \leq j \leq m, 1 \leq i, k \leq N\right\} \\
& =\left\{V=(F \mid \xi) \in \mathbb{M}^{m \times n}: F=a \otimes w \text { for some } a \in \mathbb{R}^{m}\right\}
\end{aligned}
$$

When $\rho=0$ and $f$ is locally bounded, then (3.1) reduces to the usual quasi-convex envelope of $f$,

$$
\begin{aligned}
Q_{\mathcal{A}} f(v) & :=\inf \left\{\int_{T_{N}} f(v+\nabla \varphi(x)) d x: \varphi \in C^{\infty}\left(T_{N} ; \mathbb{R}^{m}\right)\right\} \\
& =\inf \left\{\int_{Q} f(v+\nabla \varphi(x)) d x: \varphi \in C_{0}^{\infty}\left(Q ; \mathbb{R}^{m}\right)\right\}
\end{aligned}
$$

(iv) Now we consider the div-free case (see also [35]). Here $d=N, l=1$,

$$
A_{j}^{(i)}:=\delta_{i j}
$$

so that

$$
\mathcal{A} u=0 \quad \text { if and only if } \operatorname{div} u=0
$$

Once again, the constant rank condition (2.2) holds, as for all $w \in S^{N-1}$

$$
\begin{aligned}
\operatorname{ker} \mathbb{A}(w) & =\left\{v \in \mathbb{R}^{N}: \sum_{i=1}^{N} A^{(i)} w_{i}(v)=0\right\} \\
& =\left\{v \in \mathbb{R}^{N}: v \cdot w=0\right\}
\end{aligned}
$$

Therefore $\operatorname{dim}(\operatorname{ker} \mathbb{A}(w))=N-1$.

Proposition 3.4. If $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is upper semicontinuous, then $Q_{\mathcal{A}} f$ is $\mathcal{A}$-quasiconvex and upper semicontinuous. Moreover, the restriction of $Q_{\mathcal{A}} f$ to each cone $a+\Lambda, a \in \mathbb{R}^{d}$, is convex, i.e.,

$$
Q_{\mathcal{A}} f(\theta y+(1-\theta) z) \leq \theta Q_{\mathcal{A}} f(y)+(1-\theta) Q_{\mathcal{A}} f(z)
$$

for all $\theta \in(0,1), y, z \in \mathbb{R}^{d}$ such that $y-z \in \Lambda$, where

$$
\Lambda:=\cup_{w \in S^{N-1}} \operatorname{ker} \mathbb{A}(w)
$$

## Remark 3.5.

(i) The characteristic cone $\Lambda$ as defined in Proposition 3.4 was introduced in the work of Murat and Tartar (see [34, 41]).
(ii) There are $\mathcal{A}$-quasi-convex functions that are not continuous. Indeed, in the degenerate case $\operatorname{ker} \mathcal{A}=\{0\}$ all functions are $\mathcal{A}$-quasi-convex. Furthermore, in general, $Q_{\mathcal{A}} f$ need not be continuous in directions that are not in span $\Lambda$ even when $f$ is smooth. As an example, let $N=1, d=2$, and $\mathcal{A} u:=u_{2}^{\prime}$. Fix $\varphi \in C^{\infty}(\mathbb{R})$ such that $0 \leq \varphi \leq 1, \varphi(0)=1, \lim _{|t| \rightarrow \infty} \varphi(t)=0$, and let

$$
f\left(v_{1}, v_{2}\right):=\varphi\left(v_{1} v_{2}^{2}\right)
$$

Then $Q_{\mathcal{A}} f$ is obtained by convexification in the first component, and $Q_{\mathcal{A}} f\left(v_{1}, v_{2}\right)=0$ if $v_{2} \neq 0$, while $Q_{\mathcal{A}} f\left(v_{1}, 0\right)=1$.
(iii) In the curl-free case and when $\rho=0$, by Remark 3.3 (iii) we have that $\Lambda=\left\{a \otimes w: a \in \mathbb{R}^{m}, w \in S^{N-1}\right\}$. Thus Proposition 3.4 entails that a quasi-convex Borel measurable function is convex along any rank-one directions. It is then said to be rank-one convex. In particular, it is separately convex and so continuous. We remark that although Proposition 3.3 is stated for upper semicontinuous functions $f$, in the case of gradients the statement still holds if $f$ is only assumed to be Borel measurable (see [21]).
(iv) In the div-free case and by Remark 3.3 (iv), we have $\Lambda=\mathbb{R}^{N}$, and by Proposition 3.3 we conclude that $Q_{\mathcal{A}} f$ is convex (see also [35]). Thus, since we always have $Q_{\mathcal{A}} f \leq f, Q_{\mathcal{A}} f$ reduces to the convexification of $f$.
(v) It follows from the convexity of $t \mapsto Q_{\mathcal{A}} f(a+t z), z \in \Lambda$ (see Proposition 3.4), that $Q_{\mathcal{A}} f(a)>-\infty$ if and only if $Q_{\mathcal{A}} f>-\infty$ on $a+\Lambda$.

Proof of Proposition 3.4.
Case 1. Suppose that $f$ is continuous.
For $R>0, v \in \mathbb{R}^{d}$, define

$$
\begin{aligned}
Q_{\mathcal{A}}^{R} f(v):=\inf \left\{\int_{T_{N}} f(v+w(x)) d x:\right. & w \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A} \\
& \left.\int_{T_{N}} w(x) d x=0, \text { and }\|w\|_{L^{\infty}\left(T_{N}\right)} \leq R\right\}
\end{aligned}
$$

We claim that

$$
\begin{equation*}
Q_{\mathcal{A}}^{R} f \quad \text { is continuous. } \tag{3.2}
\end{equation*}
$$

Let $\rho>0$, and let $\omega$ be the modulus of uniform continuity of $f$ on $B(0, \rho+R)$, i.e.,

$$
\omega(r):=\sup \left\{\left|f(v)-f\left(v^{\prime}\right)\right|: v, v^{\prime} \in \bar{B}(0, \rho+R),\left|v-v^{\prime}\right| \leq r\right\}
$$

For all $v, v^{\prime} \in B(0, \rho)$ and every $w \in C^{\infty}\left(T_{N}\right) \cap \mathcal{A}$, with $\int_{T_{N}} w(x) d x=0$ and $\|w\|_{L^{\infty}\left(T_{N}\right)} \leq R$, we have

$$
\begin{aligned}
\int_{T_{N}} f(v+w(x)) d x & \geq \int_{T_{N}} f\left(v^{\prime}+w(x)\right) d x-\omega\left(\left|v-v^{\prime}\right|\right) \\
& \geq Q_{\mathcal{A}}^{R} f\left(v^{\prime}\right)-\omega\left(\left|v-v^{\prime}\right|\right)
\end{aligned}
$$

By definition of $Q_{\mathcal{A}} f(v)$ this implies that

$$
Q_{\mathcal{A}}^{R} f(v)-Q_{\mathcal{A}}^{R} f\left(v^{\prime}\right) \geq \omega\left(\left|v-v^{\prime}\right|\right)
$$

and the uniform continuity of $Q_{\mathcal{A}}^{R} f$ in $B(0, \rho)$ follows by reversing the roles of $v$ and $v^{\prime}$.

Fix $\varepsilon>0$, let $n \in \mathbb{N}$, and decompose $Q$ into $n^{N}$ cubes along the coordinate axes, $Q=\cup Q_{n, i}, Q_{n, i}=a_{n, i}+(1 / n) Q$. Now we choose smooth cut-off functions $\varphi_{n, i}$ with the following properties: $0 \leq \varphi_{n, i} \leq 1, \varphi_{n, i}=1$ on $a_{n, i}+\left(1 / n-1 / n^{2}\right) Q$, and $\sum_{i=1}^{n^{N}} \chi_{Q_{n, i}} \varphi_{n, i} \nearrow 1$. For $w \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$ with average zero on $Q$, consider the piecewise constant approximations

$$
w_{n}(x):=\sum_{i=1}^{n^{N}} \chi_{Q_{n, i}} w_{n, i}, \quad \text { where } w_{n, i}:=n^{N} \int_{Q_{n, i}} w(x) d x
$$

Then $\left\|w_{n}-w\right\|_{L^{\infty}(Q)} \rightarrow 0$, and by the continuity of $Q_{\mathcal{A}}^{R} f$ (see (3.2)) we have for $n \geq n_{1}(\varepsilon)$

$$
\begin{align*}
\int_{T_{N}} Q_{\mathcal{A}}^{R} f(v+w(x)) d x & \geq \int_{T_{N}} Q_{\mathcal{A}}^{R} f\left(v+w_{n}(x)\right) d x-\varepsilon  \tag{3.3}\\
& =\sum_{i=1}^{n^{N}} \frac{1}{n^{N}} Q_{\mathcal{A}}^{R} f\left(v+w_{n, i}\right)-\varepsilon
\end{align*}
$$

On the other hand, due to the uniform continuity of $f$ on compact sets, there exists $\delta>0$ such that
$\eta, \zeta \in L^{\infty}(\bar{B}(0,5 R)),\|\eta-\zeta\|_{L^{\infty}(Q)}<\delta \Rightarrow\left|\int_{Q} f(v+\eta(x)) d x-\int_{T_{N}} f(v+\zeta(x)) d x\right|<\varepsilon$.
Choose $z_{n, i} \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$, with average zero, such that $\left\|z_{n, i}\right\|_{L^{\infty}(Q)} \leq R$,

$$
\begin{equation*}
Q_{\mathcal{A}}^{R} f\left(v+w_{n, i}\right) \geq \int_{T_{N}} f\left(v+w_{n, i}+z_{n, i}(y)\right) d y-\varepsilon \tag{3.5}
\end{equation*}
$$

and set

$$
y_{n, k}(x):=w(x)+\sum_{i=1}^{n^{N}} \varphi_{n, i}(x) z_{n, i}\left(k n^{N}\left(x-a_{n, i}\right)\right), \quad k \in \mathbb{N} .
$$

Clearly

$$
\left\|y_{n, k}\right\|_{L^{\infty}\left(T_{N}\right)} \leq R+\|w\|_{L^{\infty}(Q)}
$$

By Proposition 2.8, $z_{n, i}\left(k n^{N}\left(\cdot-a_{n, i}\right)\right) \stackrel{*}{\rightharpoonup} 0$ in $L^{\infty}\left(Q_{n, i}\right)$ as $k \rightarrow \infty$, for all $n \in \mathbb{N}$, $i=1, \ldots, n^{N}$, and so

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathcal{A} y_{n, k}=0 \quad \text { weak-* in } L^{\infty}\left(T_{N}\right), \quad \lim _{n \rightarrow \infty} \lim _{k \rightarrow \infty} \int_{T_{N}} y_{n, k} d x=0 \tag{3.6}
\end{equation*}
$$

Choose $n=n_{2}(\varepsilon) \geq n_{1}(\varepsilon)$ such that

$$
\begin{equation*}
n_{2}(\varepsilon) \rightarrow \infty \text { as } \varepsilon \rightarrow 0, \quad\left\|w_{n}-w\right\|_{L^{\infty}(Q)}<\delta, \quad \lim _{k \rightarrow \infty}\left|\int_{T_{N}} y_{n, k} d x\right|<\delta \tag{3.7}
\end{equation*}
$$

Now (3.3), (3.4), (3.5), and (3.7) yield

$$
\begin{align*}
& \int_{T_{N}} Q_{\mathcal{A}}^{R} f(v+w(x)) d x  \tag{3.8}\\
& \qquad \begin{array}{l}
\quad \lim _{k \rightarrow \infty} \sum_{i=1}^{n^{N}} \int_{Q_{n, i}} f\left(v+w_{n, i}+z_{n, i}\left(k n^{N}\left(x-a_{n, i}\right)\right)\right) d x-2 \varepsilon \\
\geq \\
\geq \limsup _{k \rightarrow \infty} \int_{T_{N}} f\left(v+y_{n, k}(x)\right) d x-3 \varepsilon \\
\quad-C n^{N}\left[\frac{1}{n^{N}}-\left(\frac{1}{n}-\frac{1}{n^{2}}\right)^{N}\right] \max \{|f(z)|: z \in \bar{B}(v, 2 R)\}
\end{array} .
\end{align*}
$$

In view of Lemma 2.17 and (3.6) we may find $u_{k} \in L^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ such that

$$
\int_{T_{N}} u_{k} d x=0, \quad u_{k}-\left(y_{n, k}-\int_{T_{N}} y_{n, k}(y) d y\right) \rightarrow 0 \quad \text { uniformly as } \quad k \rightarrow \infty
$$

Thus, by (3.4), (3.7), (3.8), and Remark 3.3 (ii) we have

$$
\begin{aligned}
& \text { (3.9) } \int_{T_{N}} Q_{\mathcal{A}}^{R} f(v+w(x)) d x \geq \limsup _{k \rightarrow \infty} \int_{T_{N}} f\left(v+y_{n, k}(x)\right) d x-3 \varepsilon-O\left(\frac{1}{n}\right) \\
& \geq \limsup _{k \rightarrow \infty} \int_{T_{N}} f\left(v+y_{n, k}(x)-\int_{T_{N}} y_{n, k}(y) d y\right) d x-4 \varepsilon-O\left(\frac{1}{n}\right) \\
& \geq \limsup _{k \rightarrow \infty} \int_{T_{N}} f\left(v+u_{k}(x)\right) d x-5 \varepsilon-O\left(\frac{1}{n}\right) \\
& \geq Q_{\mathcal{A}} f(v)-5 \varepsilon-O\left(\frac{1}{n}\right) .
\end{aligned}
$$

For $\varepsilon \rightarrow 0$ we have, by (3.7), $n=n_{2}(\varepsilon) \rightarrow+\infty$. Hence taking first the limit $\varepsilon \rightarrow 0$ and then $R \rightarrow \infty$ in (3.9) and observing that $Q_{\mathcal{A}}^{R} f \searrow Q_{\mathcal{A}} f$ as $R \rightarrow \infty$, we deduce from Lebesgue's monotone convergence theorem that

$$
\int_{T_{N}} Q_{\mathcal{A}} f(v+w(x)) d x \geq Q_{\mathcal{A}} f(v)
$$

Case 2. $f$ is upper semicontinuous.
Let $\left\{f_{n}\right\}$ be a sequence of continuous functions converging decreasingly to $f$. By Case 1 , given $v \in \mathbb{R}^{d}, w \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$, with $\int_{T_{N}} w d x=0$, we have

$$
\int_{T_{N}} Q_{\mathcal{A}} f_{n}(v+w(x)) d x \geq Q_{\mathcal{A}} f_{n}(v), \quad n \in \mathbb{N}
$$

In view of Lebesgue's monotone convergence theorem, $\mathcal{A}$-quasiconvexity of $Q_{\mathcal{A}} f$ will follow provided we show that

$$
\begin{equation*}
Q_{\mathcal{A}} f_{n} \backslash Q_{\mathcal{A}} f . \tag{3.10}
\end{equation*}
$$

Cleary $\left\{Q_{\mathcal{A}} f_{n}\right\}_{n \in \mathbb{N}}$ is decreasing and larger than $Q_{\mathcal{A}} f$. On the other hand, for fixed $v \in \mathbb{R}^{d}$ with $Q_{\mathcal{A}} f(v)>-\infty$, given $\delta>0$ there exists $\eta \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$, with $\int_{T_{N}} \eta d x=0$, such that

$$
Q_{\mathcal{A}} f(v) \geq \int_{T_{N}} f(v+\eta(x)) d x-\delta
$$

By Lebesgue's monotone convergence theorem it follows that

$$
\begin{aligned}
Q_{\mathcal{A}} f(v) & \geq \lim _{n \rightarrow \infty} \int_{T_{N}} f_{n}(v+\eta(x)) d x-\delta \\
& \geq \limsup _{n \rightarrow \infty} Q_{\mathcal{A}} f_{n}(v)-\delta
\end{aligned}
$$

It suffices to let $\delta \rightarrow 0$. The case where $Q_{\mathcal{A}} f(v)=-\infty$ is treated in a similar way. As proven in Case 1, the functions $Q_{\mathcal{A}} f_{n}$ are upper semicontinuous, so $Q_{\mathcal{A}} f=$ $\inf _{n \in \mathbb{N}} Q_{\mathcal{A}} f_{n}$ is also upper semicontinuous.

Finally, we show that $Q_{\mathcal{A}} f$ is convex on the cones $a+\Lambda, a \in \mathbb{R}^{d}$, i.e.,

$$
Q_{\mathcal{A}} f(\theta y+(1-\theta) z) \leq \theta Q_{\mathcal{A}} f(y)+(1-\theta) Q_{\mathcal{A}} f(z)
$$

for all $\theta \in(0,1), y, z \in \mathbb{R}^{d}$ such that $y-z \in \Lambda$. By (3.10) it suffices to prove this inequality in the case where $f$ is a continuous function.

Let

$$
\chi(t):= \begin{cases}-(1-\theta) & \text { if } \quad 0<t<\theta \\ \theta & \text { if } \quad \theta<t<1\end{cases}
$$

and extend $\chi$ periodically to $\mathbb{R}$ with period one. Let $w \in S^{N-1}$ be such that $y-z \in$ $\operatorname{ker} \mathbb{A}(w)$ and define

$$
u_{n}(x):=(z-y) \chi(n x \cdot w)
$$

Clearly $u_{n} \xrightarrow{*} 0$ in $L^{\infty}(Q)$, and if $\varphi \in C_{0}^{\infty}(Q ;[0,1])$ is such that $\mathcal{L}^{N}(\{\varphi=1\})=1-\delta$, $\delta>0$, then

$$
\mathcal{A}\left(\varphi u_{n}\right)=\sum_{i=1}^{N} A^{(i)} u_{n} \frac{\partial \varphi}{\partial x_{i}} \stackrel{*}{\rightharpoonup} 0 \quad \text { in } L^{\infty}\left(T_{N}\right) .
$$

Due to Lemma 2.17 we may find $\bar{u}_{n} \in L^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ such that

$$
\int_{T_{N}} \bar{u}_{n}=0, \quad\left\|\bar{u}_{n}-\varphi u_{n}\right\|_{L^{\infty}(Q)} \rightarrow 0
$$

By Remark 3.3 (ii), since $Q_{\mathcal{A}} f$ is a $\mathcal{A}$-quasi-convex function, upper semicontinuous, and bounded above by the locally bounded function $f$, by (3.2), and if $R>0$ is large
enough, we have

$$
\begin{aligned}
Q_{\mathcal{A}} f(\theta y+(1-\theta) z) \leq & \liminf _{n \rightarrow \infty} \int_{T_{N}} Q_{\mathcal{A}} f\left(\theta y+(1-\theta) z+\bar{u}_{n}\right) d x \\
\leq & \liminf _{n \rightarrow \infty} \int_{T_{N}} Q_{\mathcal{A}}^{R} f\left(\theta y+(1-\theta) z+\bar{u}_{n}\right) d x \\
\leq & \liminf _{n \rightarrow \infty} \int_{T_{N}} Q_{\mathcal{A}}^{R} f\left(\theta y+(1-\theta) z+u_{n}\right) d x+M \delta \\
= & \theta Q_{\mathcal{A}}^{R} f(\theta y+(1-\theta) z-(1-\theta)(z-y)) \\
& +(1-\theta) Q_{\mathcal{A}}^{R} f(\theta y+(1-\theta) z+(z-y) \theta)+M \delta \\
= & \theta Q_{\mathcal{A}}^{R} f(y)+(1-\theta) Q_{\mathcal{A}}^{R} f(z)+M \delta
\end{aligned}
$$

where $M:=\max \{|f(z)|: z \in \bar{B}(0, R)\}$. It suffices for us to let $\delta \searrow 0$ and then $R \rightarrow \infty$.

Next we prove that $\mathcal{A}$-quasiconvexity is a necessary condition for lower semicontinuity under the PDE constraint $\mathcal{A} u=0$.

THEOREM 3.6 (necessity). Let $f: \Omega \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a Carathéodory function such that

$$
\int_{\Omega} f(x, v(x)) d x \leq \liminf _{n \rightarrow \infty} \int_{\Omega} f\left(x, v_{n}(x)\right) d x
$$

for all sequences $\left\{v_{n}\right\} \subset C^{\infty}\left(\bar{\Omega} ; \mathbb{R}^{d}\right)$ that satisfy

$$
v_{n} \stackrel{*}{\rightharpoonup} v \text { in } L^{\infty}(\Omega) \quad \text { and } \mathcal{A} v_{n}=0 .
$$

Assume further that

$$
\left\{f\left(\cdot, u_{n}\right)\right\} \text { is equi-integrable }
$$

whenever $\left\{u_{n}\right\}$ is a sequence bounded in $L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)$. Then $f\left(x_{0}, \cdot\right)$ is $\mathcal{A}$-quasi-convex for a.e. $x_{0} \in \Omega$.

Proof. Without loss of generality and using a rescaling argument, we may assume that $\Omega \subset Q$.

By the Scorza-Dragoni theorem, for all $i \in \mathbb{N}$ there exists a compact set $K_{i} \subset \Omega$ such that the restriction of $f$ to $K_{i} \times \mathbb{R}^{d}$ is continuous and $\mathcal{L}^{N}\left(\Omega \backslash K_{i}\right)<1 / i$. Let $\mathcal{S}$ be a countable, dense subset (with respect to uniform convergence) of $\mathbb{W}:=\{w \in$ $\left.C^{\infty}\left(T_{N}\right): \mathcal{A} w=0, \int_{T_{N}} w d x=0\right\}$. Let $x_{0} \in \Omega$ be a Lebesgue point for

$$
x \mapsto f(x, v), \quad x \mapsto \int_{Q} f(x, v+w(y)) d y
$$

for all $v \in \mathbb{Q}^{d}, w \in \mathcal{S}$, and suppose that $z \mapsto f\left(x_{0}, z\right)$ is continuous. Fix $v \in \mathbb{Q}^{N}$, $w \in \mathcal{S}$. We claim that

$$
f\left(x_{0}, v\right) \leq \int_{Q} f\left(x_{0}, v+w(x)\right) d x
$$

If so, by continuity of $z \mapsto f\left(x_{0}, z\right)$ this inequality still holds true for all $v \in \mathbb{R}^{d}$ and all $w \in \mathbb{W}$. To establish the inequality extend $w$ to $\mathbb{R}^{d}$ periodically with period $Q$, fix $\varepsilon>0, h \in \mathbb{N}$, and choose $i=i(h, \varepsilon) \in \mathbb{N}$ such that

$$
\mathcal{L}^{N}\left(Q\left(x_{0}, \frac{1}{h}\right) \backslash K_{i}\right)<\frac{\varepsilon}{h^{N}}
$$

Let $n=n(h, \varepsilon)$ be such that

$$
\left|x-x^{\prime}\right|<\frac{1}{n}, x, x^{\prime} \in K_{i}, z \in \bar{B}\left(0,|v|+\|w\|_{L^{\infty}(Q)}\right) \quad \Rightarrow\left|f(x, z)-f\left(x^{\prime}, z\right)\right|<\varepsilon
$$

Decompose the cube $Q\left(x_{0}, \frac{1}{h}\right)$ as $\cup_{j=1}^{n^{N}} Q\left(x_{j}, \frac{1}{h n}\right)$ and if $K_{i} \cap Q\left(x_{j}, \frac{1}{h n}\right) \neq \emptyset$ select $a_{j}$ in this intersection. Choose a cut-off function $\varphi \in C_{0}^{\infty}\left(Q\left(x_{0}, 1 / h\right)\right)$ such that $\mathcal{L}^{N}\left(Q\left(x_{0}, 1 / h\right) \cap\{\varphi \neq 1\}\right)<\frac{\varepsilon}{h^{N}}$.

Define

$$
w_{m}(x):= \begin{cases}\varphi(x) w^{*}\left(h m n\left(x-x_{j}\right)\right) & \text { if } x \in Q\left(x_{j}, \frac{1}{h n}\right), j=1, \ldots, n^{N} \\ 0, & x \in \mathbb{R}^{N} \backslash Q\left(x_{0}, \frac{1}{h}\right)\end{cases}
$$

where $w^{*}(y):=w(y+(1 / 2, \ldots, 1 / 2))$ for $y \in Q^{*}$. By Proposition 2.8 it is clear that

$$
w_{m} \stackrel{*}{\rightharpoonup} 0 \text { in } L^{\infty}\left(T_{N}\right), \quad \mathcal{A} w_{m} \stackrel{*}{\rightharpoonup} 0 \text { in } L^{\infty}\left(T_{N}\right) .
$$

Using Lemma 2.17 we may find $\eta_{m} \in L^{\infty}\left(Q(0, L) ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ such that $\| \eta_{m}-$ $w_{m} \|_{L^{\infty}(\Omega)} \rightarrow 0$, and so

$$
\begin{aligned}
\int_{\Omega} f(x, v) d x & \leq \liminf _{m \rightarrow \infty} \int_{\Omega} f\left(x, v+\eta_{m}(x)\right) d x \\
& =\liminf _{m \rightarrow \infty} \int_{\Omega} f\left(x, v+w_{m}(x)\right) d x
\end{aligned}
$$

where we used Propositions 2.4 and 2.8 and Theorem 2.2 (vi). Taking into account the estimates for $\{\varphi \neq 1\}$ and $Q\left(x_{0}, 1 / h\right) \backslash K_{i}$, we deduce that

$$
\begin{aligned}
& \int_{Q\left(x_{0}, 1 / h\right)} f(x, v) d x \leq \liminf _{m \rightarrow \infty} \int_{Q\left(x_{0}, 1 / h\right)} f\left(x, v+w_{m}(x)\right) d x \\
& \quad \leq \liminf _{m \rightarrow \infty}\left\{\sum_{j=1}^{n^{N}} \int_{Q\left(x_{j}, \frac{1}{h n}\right) \cap K_{i}} f\left(a_{j}, v+w^{*}\left(h m n\left(x-x_{j}\right)\right)\right) d x\right. \\
& \quad+\sum_{j=1}^{n^{N}} \int_{Q\left(x_{j}, \frac{1}{h n}\right)}\left|f\left(x, v+w_{i}^{*}\left(h m n\left(x-x_{j}\right)\right)\right)-f\left(a_{j}, v+w^{*}\left(h m n\left(x-x_{j}\right)\right)\right)\right| d x \\
& \left.\quad+\sum_{j=1}^{n^{N}} \int_{Q\left(x_{j}, \frac{1}{h n}\right) \backslash K_{i}} f\left(x, v+w^{*}\left(h m n\left(x-x_{j}\right)\right)\right) d x\right\}+M \frac{\varepsilon}{h^{N}} \\
& \leq \\
& \leq \sum_{j=1}^{n^{N}} \frac{1}{(h n)^{N}} \int_{Q} f\left(a_{j}, v+w(y)\right) d y+3 M \frac{\varepsilon}{h^{N}}+\frac{\varepsilon}{h^{N}}
\end{aligned}
$$

where $M:=\operatorname{ess} \sup \left\{|f(x, z)|: x \in B\left(x_{0}, R_{0}\right) \subset \subset \Omega,|z| \leq|v|+| | w \|_{L^{\infty}\left(T_{N}\right)}\right\}$.
Hence

$$
\begin{align*}
\int_{Q\left(x_{0}, 1 / h\right)} f(x, v) d x & \leq \sum_{j=1}^{n^{N}} \int_{Q\left(x_{j}, \frac{1}{h n}\right) \cap K_{i}} \int_{Q} f\left(a_{j}, v+w(y)\right) d y d x+\frac{O(\varepsilon)}{h^{N}}  \tag{3.11}\\
& \leq \sum_{j=1}^{n^{N}} \int_{Q\left(x_{j}, \frac{1}{h n}\right)} \int_{Q} f(x, v+w(y)) d y d x+\frac{O(\varepsilon)}{h^{N}} \\
& =\int_{Q\left(x_{0}, \frac{1}{h}\right)} \int_{Q} f(x, v+w(y)) d y d x+\frac{O(\varepsilon)}{h^{N}}
\end{align*}
$$

Multiplying through (3.11) by $h^{N}$, letting $h \rightarrow+\infty$, and then $\varepsilon \rightarrow 0$, we conclude that

$$
f\left(x_{0}, v\right) \leq \int_{Q} f\left(x_{0}, v+w(y)\right) d y
$$

Now we prove sufficiency of the $\mathcal{A}$-quasiconvexity property.
THEOREM 3.7 (sufficiency). Let $1 \leq p \leq+\infty$ and suppose that $f: \Omega \times \mathbb{R}^{m} \times$ $\mathbb{R}^{d} \rightarrow[0,+\infty)$ is a normal integrand such that $z \mapsto f(x, u, z)$ is $\mathcal{A}$-quasi-convex and continuous for a.e. $x \in \Omega$ and for all $u \in \mathbb{R}^{d}$. If $1 \leq p<+\infty$, then assume further that there exists a locally bounded function $a: \Omega \times \mathbb{R}^{d} \rightarrow[0,+\infty)$ such that

$$
0 \leq f(x, u, v) \leq a(x, u)\left(1+|v|^{p}\right)
$$

If

$$
u_{n} \rightarrow u \text { in measure }
$$

and
$v_{n} \rightharpoonup v$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)(\stackrel{*}{\rightharpoonup}$ if $p=+\infty), \mathcal{A} v_{n} \rightarrow 0$ in $W^{-1, p}(\Omega)\left(\mathcal{A} v_{n}=0\right.$ if $\left.p=+\infty\right)$,
then

$$
I(u, v) \leq \liminf _{n \rightarrow \infty} I\left(u_{n}, v_{n}\right)
$$

This theorem is a consequence of Propositions 3.8 and 3.9.
Proposition 3.8. Let $1 \leq p<+\infty$, and let $\left\{v_{n}\right\}$ be a p-equi-integrable sequence in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ such that $\mathcal{A} v_{n} \rightarrow 0$ in $W^{-1, p}(\Omega)$ if $1<p<+\infty, \mathcal{A} v_{n} \rightarrow 0$ in $W^{-1, r}(\Omega)$ for some $r \in(1, N /(N-1))$ if $p=1$, and $\left\{v_{n}\right\}$ generates the Young measure $\nu=$ $\left\{\nu_{x}\right\}_{x \in \Omega}$. Let $v_{n} \rightharpoonup v$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$. Then for a.e. $a \in \Omega$ there exists a sequence $\left\{\bar{v}_{n}\right\} \subset L^{p}\left(T_{N} ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ that is $p$-equi-integrable, generates the homogeneous Young measure $\nu_{a}$, and satisfies

$$
\int_{T_{N}} \bar{v}_{n} d x=\left\langle\nu_{a}, \mathrm{id}\right\rangle=v(a)
$$

In particular, one has

$$
\left\langle\nu_{a}, f\right\rangle \geq f\left(\left\langle\nu_{a}, \mathrm{id}\right\rangle\right)=f(v(a))
$$

for a.e. $a \in \Omega$ and for every continuous $\mathcal{A}$-quasi-convex $f$ that satisfies

$$
|f(z)| \leq C\left(1+|z|^{p}\right)
$$

for some $C>0$ and all $z \in \mathbb{R}^{d}$.
Proposition 3.9. Let $\left\{v_{n}\right\}$ be a bounded sequence in $L^{\infty}\left(\Omega ; \mathbb{R}^{d}\right)$ that generates a Young measure $\nu=\left\{\nu_{x}\right\}_{x \in \Omega}$ and satisfies $\mathcal{A} v_{n}=0$. Let $v_{n} \stackrel{*}{\rightharpoonup} v$ in $L^{\infty}\left(\Omega_{N} ; \mathbb{R}^{d}\right)$. Then for a.e. $a \in \Omega$ and every subcube $Q^{\prime} \subset \subset Q$, there exists a sequence $\left\{\bar{v}_{n}\right\} \subset L^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right)$ such that

$$
\bar{v}_{n} \stackrel{*}{\rightharpoonup} v(a) \text { in } L^{\infty}\left(T_{N}\right), \mathcal{A} \bar{v}_{n}=0, \int_{T_{N}} \bar{v}_{n} d x=\left\langle\nu_{a}, \mathrm{id}\right\rangle=v(a)
$$

and $\left\{\bar{v}_{n}\right\}$ generates a Young measure $\mu$ such that

$$
\left|\int_{Q} \psi(x)\left\langle\mu_{x}, g\right\rangle d x-\left\langle\nu_{a}, g\right\rangle \int_{Q} \psi(x) d x\right| \leq\|g\|_{L^{\infty}(B(0,3 M))} \int_{Q \backslash Q^{\prime}}|\psi(x)| d x
$$

for all $\psi \in L^{1}(Q), g \in C_{0}\left(\mathbb{R}^{d}\right)$, and where $M:=\sup _{n \in \mathbb{N}}\left\|v_{n}\right\|_{L^{\infty}(\Omega)}$. In addition, if $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a continuous function, then

$$
\left\langle\nu_{a}, f\right\rangle \geq f\left(\left\langle\nu_{a}, \mathrm{id}\right\rangle\right)=f(v(a))
$$

for a.e. $a \in \Omega$.
We leave the proofs of Propositions 3.8 and 3.9 to the end of this section, and we proceed with the proof of Theorem 3.7. We follow the argument of Kristensen (based on Balder's [4] reasoning for the case without constraints) in the context of the usual curl-free $\mathcal{A}$-quasiconvexity.

Proof of Theorem 3.7. Upon extracting a subsequence, we may assume that

$$
\liminf _{n \rightarrow \infty} I\left(u_{n}, v_{n}\right)=\lim _{n \rightarrow \infty} I\left(u_{n}, v_{n}\right)
$$

and $\left\{v_{n}\right\}$ generates a Young measure $\nu$. By Proposition 2.5 the pair $\left\{\left(u_{n}, v_{n}\right)\right\}$ generates the Young measure $\left\{\mu_{x}=\delta_{u(x)} \otimes \nu_{x}\right\}_{x \in \Omega}$, and by Theorem 2.2 (v) we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} I\left(u_{n}, v_{n}\right) & \geq \int_{\Omega} \int_{\mathbb{R}^{m} \times \mathbb{R}^{d}} f(x, \eta, \xi) d \mu_{x}(\eta, \xi) d x \\
& =\int_{\Omega} \int_{\mathbb{R}^{d}} f(x, u(x), \xi) d \nu_{x}(\xi) d x
\end{aligned}
$$

If $p=1$ or $p=+\infty$ the result follows from direct application of Proposition 3.8 and Proposition 3.9, respectively, to the map $\xi \mapsto f(x, u(x), \xi)$ and integration over $\Omega$. If $1<p<+\infty$ then by Lemma 2.15 and by Proposition 2.4 , there exists a $p$-equi-integrable sequence $\left\{y_{n}\right\}$ which generates $\nu$ and satisfies $\mathcal{A} y_{n}=0$. Once again, it suffices to apply Proposition 3.8 to $\left\{y_{n}\right\}$ and to the map $\xi \mapsto f(x, u(x), \xi)$ for a.e. $x \in \Omega$ fixed.

Proof of Proposition 3.8. Let $\mathcal{E}$ and $\mathcal{C}$ be countable dense subsets of $L^{1}(Q)$ and $C_{0}\left(\mathbb{R}^{d}\right)$, respectively. By Theorem 2.2 (vi) we have

$$
g \circ v_{n} \stackrel{*}{\rightharpoonup}\langle\nu, g\rangle \text { in } L^{\infty}(\Omega)
$$

for all $g \in \mathcal{C}$. Let $\Omega_{0}$ be the set of points $a \in \Omega$ which are Lebesgue points for $v$, for the functions

$$
x \mapsto \int_{\mathbb{R}^{d}}|\xi|^{p} d \nu_{x}(\xi), \quad x \mapsto\left\langle\nu_{a}, \mathrm{id}\right\rangle
$$

and for all functions $x \mapsto\left\langle\nu_{x}, g\right\rangle, g \in \mathcal{C}$, in the sense that

$$
\lim _{R \rightarrow 0} \int_{Q}\left|\left\langle\nu_{a+R x}, g\right\rangle-\left\langle\nu_{a}, g\right\rangle\right| d x=0
$$

Consider an increasing sequence of smooth cut-off functions $\varphi_{j} \in C_{0}^{\infty}(Q), \varphi_{j} \nearrow 1$. For fixed $a \in \Omega_{0}, R>0$, we define

$$
v_{j, R, n}(z):=\varphi_{j}(z)\left(v_{n}(a+R z)-\left\langle\nu_{a}, \mathrm{id}\right\rangle\right), z \in Q
$$

Recall that $\left\langle\nu_{a}, \mathrm{id}\right\rangle=v(a)$. We have $v_{j, R, n} \in L^{p}\left(T_{N} ; \mathbb{R}^{d}\right)$, and for all $\psi \in \mathcal{E}$ and $g \in \mathcal{C}$ we have

$$
\begin{align*}
\lim _{j \rightarrow \infty} \lim _{R \rightarrow 0} & \lim _{n \rightarrow \infty} \int_{Q} \psi(z) g\left(v_{j, R, n}(z)+v(a)\right) d z  \tag{3.12}\\
& =\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{Q} \psi(z) g\left(v_{n}(a+R z)\right) d z \\
& =\lim _{R \rightarrow 0} \int_{Q} \psi(z)\left\langle\nu_{a+R z}, g\right\rangle d z \\
& =\left\langle\nu_{a}, g\right\rangle \int_{Q} \psi(z) d z
\end{align*}
$$

Moreover, as $\left\{\left|v_{n}\right|^{p}\right\}$ is equi-integrable,

$$
\begin{align*}
& \limsup _{j \rightarrow \infty} \limsup _{R \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{Q}\left|v_{j, R, n}(z)+v(a)\right|^{p} d z  \tag{3.13}\\
& \quad \leq \lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{Q}\left|v_{n}(a+R z)\right|^{p} d z \\
& \quad=\int_{\mathbb{R}^{d}}|\xi|^{p} d \nu_{a}(\xi)
\end{align*}
$$

Also, $v_{j, R, n} \rightharpoonup 0$ in $L^{p}$ as $n \rightarrow \infty$ and $R \rightarrow 0$. If $1<p<+\infty$ we have, in view of the compact imbedding $L^{p}\left(T_{N}\right) \hookrightarrow W^{-1, p}\left(T_{N}\right)$ and the assumption $\mathcal{A} v_{n} \rightarrow 0$ in $W^{-1, p}(\Omega)$,

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \mathcal{A} v_{j, R, n}=0 \quad \text { in } W^{-1, p}\left(T_{N}\right) \tag{3.14}
\end{equation*}
$$

If $p=1$ then

$$
v_{j, R, n} \rightarrow 0 \text { in } W^{-1, r}\left(T_{N}\right) \quad \text { for } r \in\left(1, \frac{N}{N-1}\right)
$$

and so, due to $(3.12),(3.13),(3.14)$, and by means of a diagonalization procedure, we may find a sequence of functions $\left\{w_{j}\right\}$ with the properties

$$
w_{j} \rightharpoonup 0 \text { in } L^{p}\left(T_{N}\right), \quad \mathcal{A} w_{j} \rightarrow 0 \quad \text { in } W^{-1, q}\left(T_{N}\right)
$$

where $q=p$ if $1<p<+\infty$ and $q=r$ if $p=1$, and

$$
\begin{align*}
& \lim _{j \rightarrow \infty} \int_{Q}\left|w_{j}(x)+v(a)\right|^{p} d x=\int_{\mathbb{R}^{d}}|\xi|^{p} d \nu_{a}(\xi)  \tag{3.15}\\
& \lim _{j \rightarrow \infty} \int_{Q} \psi(x) g\left(w_{j}(x)+v(a)\right) d x=\left\langle\nu_{a}, g\right\rangle \int_{Q} \psi(x) d x
\end{align*}
$$

for all $\psi \in \mathcal{E}$ and $g \in \mathcal{C}$. By Lemmas 2.15 and 2.16 and by (3.15) we conclude that $\nu_{a}$ is generated by a $p$-equi-integrable sequence $\bar{w}_{j} \in L^{p}\left(T_{N} ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ such that $\int_{T_{N}} \bar{w}_{j} d x=v(a)$. Finally, if $f$ is a continuous function such that $|f(z)| \leq C\left(1+|z|^{p}\right)$ for some $C>0$ and all $z \in \mathbb{R}^{d}$, then $\left\{f\left(\bar{w}_{j}\right)\right\}$ is equi-integrable and by Theorem 2.2 (vi) we have

$$
\left\langle\nu_{a}, f\right\rangle=\lim _{j \rightarrow \infty} \int_{T_{N}} f\left(\bar{w}_{j}\right) d x \geq f(v(a))
$$

where in the last inequality we used the $\mathcal{A}$-quasiconvexity of $f$ together with Remark 3.2 (ii).

Proof of Proposition 3.9. As in the previous proof, let $\mathcal{E}$ and $\mathcal{C}$ be countable dense subsets of $L^{1}(Q)$ and $C_{0}\left(\mathbb{R}^{d}\right)$, respectively, and let $\Omega_{0}$ be the set of points $a \in \Omega$ which are Lebesgue points for $x \mapsto\left\langle\nu_{x}\right.$, id $\rangle$ and for all functions $x \mapsto\left\langle\nu_{x}, g\right\rangle, g \in \mathcal{C}$. Fix $Q^{\prime} \subset \subset Q$ and consider a smooth cut-off function $\varphi \in C_{0}^{\infty}(Q), 0 \leq \varphi \leq 1, \varphi=1$ in $Q^{\prime}$.

For $a \in \Omega_{0}, R>0$, we define

$$
v_{R, n}(z):=\varphi(z)\left(v_{n}(a+R z)-\left\langle\nu_{a}, \mathrm{id}\right\rangle\right)+\left\langle\nu_{a}, \mathrm{id}\right\rangle, z \in Q
$$

Then $v_{R, n}$ is bounded in $L^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right)$, and for all $\psi \in \mathcal{E}$ and $g \in \mathcal{C}$ we have

$$
\begin{aligned}
\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{Q} \psi(z) g\left(v_{R, n}(z)\right) d z & =\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \int_{Q} \psi(z) g\left(v_{n}(a+R z)\right) d z+\mathcal{E}(\psi, g) \\
& =\lim _{R \rightarrow 0} \int_{Q} \psi(z)\left\langle\nu_{a+R z}, g\right\rangle d z+\mathcal{E}(\psi, g) \\
& =\left\langle\nu_{a}, g\right\rangle \int_{Q} \psi(z) d z+\mathcal{E}(\psi, g)
\end{aligned}
$$

where

$$
|\mathcal{E}(\psi, g)| \leq\|g\|_{L^{\infty}(B(0,3 M))} \int_{Q \backslash Q^{\prime}}|\psi| d y
$$

Clearly, $v_{n}(a+R \cdot)-\left\langle\nu_{a}, \mathrm{id}\right\rangle \stackrel{*}{\rightharpoonup} 0$ in $L^{\infty}$ as $n \rightarrow \infty$ and $R \rightarrow 0$, and

$$
\lim _{R \rightarrow 0} \lim _{n \rightarrow \infty} \mathcal{A} v_{R, n}=0 \quad \text { weakly-* in } L^{\infty}\left(T_{N}\right), \quad \sup _{R, n}\left\|\mathcal{A} v_{R, n}\right\|_{L^{\infty}\left(T_{N}\right)}<+\infty
$$

Diagonalizing $\left\{v_{R, n}\right\}$, and extracting a further subsequence if necessary, we may find a sequence of functions $\left\{w_{j}\right\}$ with the properties

$$
w_{j} \stackrel{*}{\rightharpoonup} v(a) \text { in } L^{\infty}\left(T_{N}\right), \quad \mathcal{A} w_{j} \stackrel{*}{\rightharpoonup} 0 \quad \text { in } L^{\infty}\left(T_{N}\right),
$$

and $\left\{w_{j}\right\}$ generates a Young measure $\mu$ such that ess $\operatorname{supp} \mu_{x} \subset B(0,3 M)$ and

$$
\left|\int_{Q} \psi(x)\left\langle\mu_{x}, g\right\rangle d x-\left\langle\nu_{a}, g\right\rangle \int_{Q} \psi(x) d x\right| \leq|\mathcal{E}(\psi, g)|
$$

for all $g \in \mathcal{C}, \psi \in \mathcal{E}$. By density this inequality extends to all $\psi \in L^{1}(Q), g \in$ $C_{0}\left(\mathbb{R}^{d}\right)$. Due to Lemma 2.17 we may find $\bar{w}_{j} \in L^{\infty}\left(T_{N} ; \mathbb{R}^{d}\right) \cap \operatorname{ker} \mathcal{A}$ such that $\| w_{j}-$ $\bar{w}_{j} \|_{L^{\infty}\left(T_{N}\right)} \rightarrow 0, \int_{T_{N}} \bar{w}_{j} d y=v(a)$. In particular, $\left\{\bar{w}_{j}\right\}$ generates the Young measure $\mu$ satisfying the statement, and if $f$ is continuous, then

$$
\begin{align*}
\lim _{j \rightarrow+\infty} \int_{T_{N}} f\left(\bar{w}_{j}\right) d x & =\int_{T_{N}}\left\langle\mu_{x}, f\right\rangle d x \\
& \leq\left\langle\nu_{a}, f\right\rangle+\mathcal{L}^{N}\left(Q \backslash Q^{\prime}\right)\|f\|_{L^{\infty}(B(0,3 R))} \tag{3.16}
\end{align*}
$$

On the other hand, since $f$ is $\mathcal{A}$-quasi-convex and in view of Remark 3.3 (ii) we have directly from Definition 3.1

$$
\int_{T_{N}} f\left(\bar{w}_{j}\right) d x \geq f(v(a)) \quad \text { for all } j \in \mathbb{N}
$$

which, together with (3.16), and letting $\mathcal{L}^{N}\left(Q \backslash Q^{\prime}\right) \rightarrow 0$, concludes the proof.

We end this section with some examples of problems involving PDE constraints which fall within the scope of the present study (for further examples, see [37, 41]).

Example 3.10. (a) Gradients and partial gradients.
The case where

$$
\mathcal{A} v=0 \quad \text { if and only if } v=\nabla u
$$

for some function $u: \Omega \rightarrow \mathbb{R}^{m}$ was already treated in Remarks 3.3 (iii) and 3.5 (iii). It can be easily seen that this framework still applies when $v$ is not a full gradient but a list of only some of the partial derivatives of $u$.
(b) Divergence free fields.

For the example where

$$
\mathcal{A} v=0 \quad \text { if and only if } \operatorname{div} v=0
$$

we refer the reader to Remarks 3.3 (iv) and 3.5 (iv).
(c) Maxwell's equations.

In magnetostatics the magnetization $m: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ and the induced magnetic field $h: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ satisfy (in suitable units) the PDE constraints

$$
\mathcal{A}\binom{m}{h}:=\left(\begin{array}{cc}
\operatorname{div} & (m+h) \\
& \operatorname{curl} h
\end{array}\right)=0 .
$$

For $w \in S^{2}$ we have

$$
\begin{aligned}
\operatorname{ker} \mathbb{A}(w) & =\left\{(a, b) \in \mathbb{R}^{3} \times \mathbb{R}^{3}: w \cdot(a+b)=0, w \otimes b-b \otimes w=0\right\} \\
& =\left\{(a, b) \in \mathbb{R}^{3} \times \mathbb{R}^{3}: a \cdot w=-\lambda, b=\lambda w \quad \text { for some } \lambda \in \mathbb{R}\right\}
\end{aligned}
$$

and so $\operatorname{dim} \operatorname{ker} \mathbb{A}(w)=3$ and (2.2) is satisfied. Note also that

$$
\Lambda=\left\{(a, b) \in \mathbb{R}^{3} \times \mathbb{R}^{3}:(a+b) \cdot b=0\right\}
$$

and the fact that $\Lambda$ imposes no restrictions on $a$ has important consequences in micromagnetics (see [16, 27, 45]). For the full system of Maxwell's equations we refer to [41].
(d) Higher gradients.

Obviously all results remain valid if we replace the target space $\mathbb{R}^{d}$ by an abstract $d$ dimensional vector space over $\mathbb{R}$. In order to treat the case of second order derivatives, consider the smooth maps $v: T_{N} \rightarrow E_{2}^{m}$, where $E_{k}^{m}$ stands for the space of symmetric $k$-linear maps from $\mathbb{R}^{N}$ into $\mathbb{R}^{m}$. Define

$$
\mathcal{A}_{2} v:=\left(\frac{\partial}{\partial x_{i}} v_{j k}-\frac{\partial}{\partial x_{k}} v_{j i}\right)_{1 \leq i, j, k \leq N}
$$

We claim that

$$
\left\{v \in C^{\infty}\left(T_{N} ; E_{2}^{m}\right): \mathcal{A} v=0, \int_{T_{N}} v d x=0\right\}=\left\{D^{2} u: u \in C^{\infty}\left(T_{N} ; \mathbb{R}^{m}\right)\right\}
$$

Indeed, if $\mathcal{A} v=0$ then $v_{j k}=\frac{\partial w_{j}}{\partial x_{k}}$, where $w_{j} \in C^{\infty}\left(\Omega ; \mathbb{M}^{m \times N}\right)$ has average zero and is periodic due to the periodicity of $v$ and the fact that $\int_{T_{N}} v d x=0$. By the
symmetry of $v_{j k}$ we have that curl $w=0$, and we conclude that $v_{j k}=\frac{\partial^{2} u}{\partial x_{k} \partial x_{j}}$, where $u \in C^{\infty}\left(T_{N} ; \mathbb{R}^{m}\right)$.

More generally, in order to study the $k$ th order derivatives of functions $u \in$ $C^{\infty}\left(T_{N} ; \mathbb{R}^{m}\right)$, we set for $v \in C^{\infty}\left(T_{N} ; E_{k}^{m}\right)$

$$
\mathcal{A}_{k} v:=\left(\frac{\partial}{\partial x_{i}} v_{i_{1} \ldots i_{h} j i_{h+2} \ldots i_{k}}-\frac{\partial}{\partial x_{j}} v_{i_{1} \ldots i_{h} i i_{h+2} \ldots i_{k}}\right)_{0 \leq h \leq k-1,1 \leq i, j, i_{1}, \ldots, i_{k} \leq N}
$$

Here $h=0$ and $h=k-1$ correspond to the multi-indices $j i_{2} \ldots i_{k}$ and $i_{1} \ldots i_{k-1} j$, respectively. The constant rank condition is satisfied since for $w \in S^{N-1}$

$$
\begin{aligned}
\operatorname{ker} \mathbb{A}(w)= & \left\{X \in E_{k}^{m}: w_{i} X_{i_{1} \ldots i_{h} j i_{h+2} \ldots i_{k}}-w_{j} X_{i_{1} \ldots i_{h} i i_{h+2} \ldots i_{k}}=0\right. \\
& \left.1 \leq h \leq k, 1 \leq i, j, i_{1}, \ldots, i_{k} \leq N\right\} \\
= & \left\{X \in E_{k}^{m}: X=b \otimes w \ldots \otimes w, b \in \mathbb{R}^{m}\right\}
\end{aligned}
$$

and so $\operatorname{dim} \operatorname{ker} \mathbb{A}(w)=m$. Moreover,

$$
\left\{v \in C^{\infty}\left(T_{N} ; E_{k}^{m}\right): \mathcal{A} v=0, \int_{T_{N}} v d x=0\right\}=\left\{D^{k} u: u \in C^{\infty}\left(T_{N} ; \mathbb{R}^{m}\right)\right\}
$$

In fact, if $\mathcal{A} v=0$, then

$$
v_{i_{1} \ldots i_{h} j i_{h+2} \ldots i_{k}}=\frac{\partial}{\partial x_{j}} w_{i_{1} \ldots i_{h} i_{h+2} \ldots i_{k}}
$$

for some smooth function $w_{i_{1} \ldots i_{h} i_{h+1} \ldots i_{k}}$ with average zero. The periodicity of $v$ and the fact that $\int_{T_{N}} v d x=0$ entail the periodicity of $w$, and the symmetries of $v$, together with the zero average condition we imposed on $w$, imply the symmetry of $w$, so that $w \in C^{\infty}\left(T_{N} ; E_{k-1}^{m}\right)$. Furthermore, and once again using the symmetries of $v$,

$$
\begin{aligned}
\mathcal{A}_{k-1} w & =\left(\frac{\partial}{\partial x_{i}} w_{i_{1} \ldots i_{h} j i_{h+2} \ldots i_{k-1}}-\frac{\partial}{\partial x_{j}} w_{i_{1} \ldots i_{h} i i_{h+2} \ldots i_{k-1}}\right)_{0 \leq h \leq k-2,1 \leq i, j, i_{1}, \ldots, i_{k} \leq N} \\
& =0
\end{aligned}
$$

The argument may now be completed via induction.
(e) Linear elasticity.

In the framework of linear elasticity, one has to deal with the symmetrized gradient, $v=e(u):=\frac{1}{2}\left(\nabla u+\nabla^{T} u\right)$, of the displacement $u: \Omega \rightarrow \mathbb{R}^{3}$, where $\Omega \subset \mathbb{R}^{3}$ is an open, bounded set. For $1<p<+\infty$ one can use a local version of Korn's inequality to reduce the study of functionals

$$
u \mapsto I(e(u))
$$

to that of functionals

$$
u \mapsto J(\nabla u), \quad \text { where } J(\xi):=I\left(\frac{1}{2}\left(\xi+\xi^{T}\right)\right)
$$

and proceed as in (a). For $p=1$ or $p=+\infty$ where one must avoid direct manipulation of the gradient, it is possible to adopt the present framework to treat the second-order operator

$$
\tilde{\mathcal{A}} v:=\left(\sum_{i=1}^{N} \frac{\partial^{2} v_{i j}}{\partial x_{i} \partial x_{k}}+\frac{\partial^{2} v_{i k}}{\partial x_{i} \partial x_{j}}-\frac{\partial^{2} v_{i i}}{\partial x_{j} \partial x_{k}}-\frac{\partial^{2} v_{j k}}{\partial x_{i} \partial x_{i}}\right)_{1 \leq j, k \leq N}
$$

It turns out that $\tilde{\mathcal{A}} v=0$ if and only if $v_{i j}=\left(\frac{\partial u_{j}}{\partial x_{i}}+\frac{\partial u_{i}}{\partial x_{j}}\right) / 2$ for some function $u$. In this setting we have

$$
\tilde{\mathcal{A}} v=\sum_{i=1}^{N} A^{(i j)} \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}}, \quad \tilde{\mathbb{A}}(w):=\sum_{i=1}^{N} A^{(i j)} w_{i} w_{j} .
$$

(f) Pseudodifferential operators.

The examples (a)-(e) may be treated in a unified way using pseudodifferential operators (see also $[44,45]$ ). For (a)-(d), one considers (on $T_{N}$ or $\mathbb{R}^{N}$ )

$$
\mathcal{B} v:=(-\Delta)^{-1 / 2} \mathcal{A} v=\mathcal{R}_{i} A^{(i)} v
$$

where $\mathcal{R}_{i}$ denotes the Riesz transform. For (e) we take

$$
\begin{equation*}
\tilde{\mathcal{B}} v:=(-\Delta)^{-1} \tilde{\mathcal{A}} u=\left(\sum_{i=1}^{N} \mathcal{R}_{i} \mathcal{R}_{k} v_{i j}+\mathcal{R}_{i} \mathcal{R}_{j} v_{i k}-\mathcal{R}_{j} \mathcal{R}_{k} v_{i i}-v_{j k}\right)_{1 \leq j, k \leq N} \tag{3.17}
\end{equation*}
$$

The symbol of $\mathcal{B}$ is

$$
b(\xi):=\frac{\xi_{i}}{|\xi|} A^{(i)}
$$

and the constant rank condition becomes rank $b(\xi)=r$ for all $\xi \neq 0$. Similarly, for (3.17) the symbol takes values in $\operatorname{Lin}\left(\mathrm{E}_{2}, \mathrm{E}_{2}\right)$ and is given by

$$
\tilde{b}(\xi) M:=M \xi \otimes \xi+\xi \otimes M \xi-(\xi \otimes \xi) \operatorname{tr} M-M
$$

One can easily check that if $|\xi|=1$, then

$$
\operatorname{ker} \tilde{b}(\xi)=\left\{a \otimes \xi+\xi \otimes a: a \in \mathbb{R}^{N}\right\}
$$

which has dimension $N$. Hence $\tilde{\mathcal{B}}$ satisfies the analogue of (2.2).
4. Characterization of Young measures. The result below is the generalization to the $\mathcal{A}$-free setting of the theorem by Kinderlehrer and Pedregal for the case of gradients [28, 29]. We roughly follow their strategy that relies on the Hahn-Banach separation theorem and the representation of the $(\mathcal{A}$-)quasi-convex envelope (see (3.1) and Proposition 3.4). Tartar [41] has earlier used the Hahn-Banach separation theorem to characterize Young measures in the case without differential constraints. (In a similar vein, Berliocchi and Lasry [11] used the Krein-Milman theorem.) Our presentation closely follows Kristensen's strategy for the case of gradients. We first establish the result for $p=1$ and then deduce the assertion for $1<p<+\infty$ by a truncation process. Some of our arguments are similar to those of Sychev [40] who, independently of our work, proposed an alternative approach to gradient Young measures.

Theorem 4.1. Let $1 \leq p<+\infty$, and let $\left\{\nu_{x}\right\}_{x \in \Omega}$ be a weakly measurable family of probability measures on $\mathbb{R}^{d}$. There exists a p-equi-integrable sequence $\left\{v_{n}\right\}$ in $L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ that generates the Young measure $\nu$ and satisfies $\mathcal{A} v_{n}=0$ in $\Omega$ if and only if the following three conditions hold:
(i) there exists $v \in L^{p}\left(\Omega ; \mathbb{R}^{d}\right)$ such that $\mathcal{A} v=0$ and

$$
v(x)=\left\langle\nu_{x}, \mathrm{id}\right\rangle \quad \text { a.e. } x \in \Omega
$$

(ii)

$$
\int_{\Omega} \int_{\mathbb{R}^{d}}|z|^{p} d \nu_{x}(z) d x<+\infty
$$

(iii) for a.e. $x \in \Omega$ and all continuous functions $g$ that satisfy $|g(v)| \leq C\left(1+|v|^{p}\right)$ for some $C>0$ and all $v \in \mathbb{R}^{d}$ one has

$$
\left\langle\nu_{x}, g\right\rangle \geq Q_{\mathcal{A}} g\left(\left\langle\nu_{x}, \mathrm{id}\right\rangle\right)
$$

Remark 4.2.
(i) From Lemma 2.15 it follows that if $1<p<+\infty$ properties (i)-(iii) are still necessary if the condition $\mathcal{A} v_{n}=0$ is replaced by the weaker requirement $\mathcal{A} v_{n} \rightarrow 0$ in $W^{-1, p}(\Omega)$.
(ii) In view of Theorem 2.2 (i) it suffices to assume that $\nu_{x} \geq 0$ a.e. $x \in \Omega$. Condition (iii) then implies $\nu_{x}\left(\mathbb{R}^{d}\right)=1$.
(iii) A similar statement is valid for operators with variable coefficients, as long as $\operatorname{rank} \mathbb{A}(x, w)$ is constant for all $w \in S^{N-1}$ and a.e. $x \in \Omega$. Such results are, however, more naturally discussed in the context of pseudodifferential constraints and will appear elsewhere. For the quadratic case, see [45].

Proof of Theorem 4.1—Necessity. Necessity of (i) follows immediately from Theorem $2.2(\mathrm{vi})$, where $v$ is the weak limit in $L^{p}$ of the sequence $\left\{v_{n}\right\}$. Property (ii) is deduced from Theorem 2.2 (v) with $f(z)=|z|^{p}$, and (iii) is a consequence of Proposition 3.8 (and Lemma 2.15 if $1<p<+\infty$ ).

The proof of sufficiency for $1<p<+\infty$ follows from the case $p=1$ and Corollary 2.18.

We proceed with the proof in the case of homogeneous $\mathcal{A}-1$-Young measures.
Let $\mathcal{P}$ be the set of probability measures on $\mathbb{R}^{d}$ and define
$\mathbb{H}:=\left\{\nu \in \mathcal{P}\left(\mathbb{R}^{d}\right):\langle\nu, \mathrm{id}\rangle=0\right.$, there exists an equi-integrable sequence

$$
\left.\left\{w_{j}\right\} \subset L^{1}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A} \text { generating the Young measure } \nu\right\}
$$

Set

$$
E:=\left\{g \in C\left(\mathbb{R}^{d}\right): \lim _{|z| \rightarrow \infty} \frac{g(z)}{1+|z|} \quad \text { exists in } \mathbb{R}\right\}
$$

equipped with the norm

$$
\|g\|_{E}:=\sup _{z \in \mathbb{R}^{d}} \frac{|g(z)|}{1+|z|}
$$

This space is isometrically isomorphic to the space $C\left(\mathbb{R}^{d} \cup\{\infty\}\right) \sim C\left(S^{d}\right)$ of continuous functions on the one-point compactification of $\mathbb{R}^{d}$, via the map

$$
g \mapsto \frac{g(\cdot)}{1+|\cdot|}
$$

In particular, $E$ is a separable Banach space, and its dual $E^{\prime}$ may be identified with the space of Radon measures on $\mathbb{R}^{d} \cup\{\infty\}$. Thus if $\nu \in \mathcal{P}$ is such that

$$
\int_{\mathbb{R}^{d}}|z| d \nu(z)<+\infty
$$

then $\nu \in E^{\prime}$ since for all $g \in E$

$$
\left|\int_{\mathbb{R}^{d}} g d \nu\right| \leq\|g\|_{E} \int_{\mathbb{R}^{d}}(1+|z|) d \nu(z)
$$

Proposition 4.3. Let $\nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ with $\langle\nu, \mathrm{id}\rangle=0$. Then $\nu \in \mathbb{H}$ if

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|z| d \nu(z)<+\infty \tag{i}
\end{equation*}
$$

(ii)

$$
\langle\nu, g\rangle \geq Q_{\mathcal{A}} g(0)
$$

for all $g \in C\left(\mathbb{R}^{d}\right)$ such that $|g(z)| \leq C(1+|z|)$.
Proof. We follow [28, 29] and use the Hahn-Banach theorem to show that measures satisfying (i) and (ii) cannot be separated from $\mathbb{H}$.

We will prove that $\mathbb{H}$ is convex and relatively closed in $\mathcal{P}$.
Claim 1. $\mathbb{H}$ is convex.
Fix $\nu, \mu \in \mathbb{H}, \theta \in(0,1)$. Let $\left\{v_{j}\right\},\left\{w_{j}\right\} \subset L^{1}\left(T_{N}\right) \cap$ ker $\mathcal{A}$ be equi-integrable sequences generating the $\mathcal{A}-1$-Young measures $\nu$ and $\mu$, respectively. By means of a mollification, we may take $v_{j}, w_{j} \in C^{\infty}\left(T_{N}\right)$. Also, as

$$
\int_{T_{N}} v_{j} d x, \int_{T_{N}} w_{j} d x \rightarrow 0
$$

without loss of generality we may assume that

$$
\int_{T_{N}} v_{j} d x=\int_{T_{N}} w_{j} d x=0
$$

Since $v_{j}, w_{j} \rightarrow 0$ in $W^{-1, p}\left(T_{N}\right)$ for $p<\frac{N}{N-1}$, and as for all $\varphi \in C_{0}^{\infty}\left((0, \theta) \times T_{N-1}\right)$

$$
\left\|\mathcal{A}\left(\varphi\left(w_{j}-v_{j}\right)\right)\right\|_{W^{-1, p}}=\left\|\frac{\partial \varphi}{\partial x_{i}} A^{(i)}\left(w_{j}-v_{j}\right)\right\|_{W^{-1, p}} \rightarrow 0
$$

we may find a sequence $\left\{\varphi_{j}\right\} \subset C_{0}^{\infty}\left((0, \theta) \times T_{N-1}\right)$ such that $\varphi_{j} \nearrow \chi_{(0, \theta) \times T_{N-1}}$ and

$$
\left\|\mathcal{A}\left(\varphi_{j}\left(w_{j}-v_{j}\right)\right)\right\|_{W^{-1, p}} \rightarrow 0
$$

Define

$$
u_{j}:=v_{j}+\mathbb{T}\left(\varphi_{j}\left(w_{j}-v_{j}\right)-\int_{T_{N}} \varphi_{j}\left(w_{j}-v_{j}\right) d y\right)
$$

Then $u_{j} \in L^{1}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}, \int_{T_{N}} \varphi_{j}\left(w_{j}-v_{j}\right) d y \rightarrow 0$, and by Lemma 2.14 (iii),

$$
u_{j}=v_{j}+\varphi_{j}\left(w_{j}-v_{j}\right)+h_{j}, \quad h_{j} \rightarrow 0 \text { in } L^{p}\left(T_{N}\right), p<\frac{N}{N-1}
$$

In particular, $\left\{u_{j}\right\}$ is equi-integrable and generates the Young measure $\left\{\lambda_{x}\right\}_{x \in T_{N}}$ given by

$$
\lambda_{x}= \begin{cases}\nu & \text { if } x_{1} \in(0, \theta) \\ \mu & \text { if } x_{1} \in(\theta, 1)\end{cases}
$$

Finally, let

$$
\bar{u}_{j, m}(x):=u_{j}(m x), m \in \mathbb{N}
$$

Then $\bar{u}_{j, m} \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$, by periodicity $\sup _{j, m}\left\|\bar{u}_{j, m}\right\|_{L^{1}\left(T_{N}\right)}<+\infty$, and due to the equi-integrability of $\left\{u_{j}\right\}$, for all $\psi \in C_{0}\left(\mathbb{R}^{N}\right), g \in E$, we have

$$
\begin{align*}
\lim _{j \rightarrow \infty} \lim _{m \rightarrow \infty} \int_{\mathbb{R}^{N}} \psi(x) g\left(\bar{u}_{j, m}(x)\right) d x & =\lim _{j \rightarrow \infty} \int_{\mathbb{R}^{N}} \psi(x)\left(\int_{T_{N}} g\left(u_{j}(y)\right) d y\right) d x \\
& =\int_{\mathbb{R}^{N}} \psi(x) d x(\theta\langle\nu, g\rangle+(1-\theta)\langle\mu, g\rangle) \tag{4.1}
\end{align*}
$$

Extracting a diagonal subsequence and taking $g=|\cdot|$ in (4.1), by Theorem 2.2 (vi) we conclude that $\theta \nu+(1-\theta) \mu$ is generated by an equi-integrable sequence in $\operatorname{ker} \mathcal{A}$ and thus belongs to $\mathbb{H}$.

Claim 2. $\mathbb{H}$ is relatively closed in $\mathcal{P}$ with respect to the weak-* topology in $E^{\prime}$, i.e.,

$$
\overline{\mathbb{H}}^{E^{\prime}} \cap \mathcal{P}=\mathbb{H}
$$

Let $\nu \in \overline{\mathbb{H}}^{E^{\prime}} \cap \mathcal{P}$, let $\left\{f_{i}\right\}_{i \in \mathbb{N}} \subset C^{\infty}\left(T_{N}\right)$ be dense in $L^{1}\left(T_{N}\right)$, and let $\left\{g_{j}\right\}_{j \in \mathbb{N}} \subset$ $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ be dense in $C_{0}\left(\mathbb{R}^{d}\right)$. We take $f_{0}=1$ and $g_{0}(z)=|z|$. By definition of weak-* topology in $E^{\prime}$ there exist $\nu_{k} \in \mathbb{H}$ such that

$$
\left|\left\langle\nu-\nu_{k}, g_{j}\right\rangle\right|<\frac{1}{2 k}, \quad j=0, \ldots, k
$$

thus, by virtue of Theorem 2.2 (vi) we may find $w_{k} \in L^{1}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$ such that

$$
\begin{equation*}
\left|\left\langle\nu, g_{j}\right\rangle \int_{T_{N}} f_{i} d x-\int_{T_{N}} f_{i} g_{j}\left(w_{k}\right) d x\right|<\frac{1}{k}, \quad 0 \leq i, j \leq k \tag{4.2}
\end{equation*}
$$

In particular, setting $i=0=j$ we deduce that $\left\{w_{k}\right\}$ is bounded in $L^{1}\left(T_{N}\right)$ and so (a subsequence) generates a Young measure $\mu$. From (4.2) and the density properties of $\left\{f_{i}\right\}_{i \in \mathbb{N}}$ and $\left\{g_{j}\right\}_{j \in \mathbb{N}}$ it follows that $\mu=\nu$, and the choice $i=0=j$ yields

$$
\int_{T_{N}}\left|w_{k}\right| d x \rightarrow\langle\nu,| \cdot| \rangle
$$

By Theorem 2.2 (vi) we conclude that $\left\{w_{k}\right\}$ is equi-integrable and so $\nu \in \mathbb{H}$. This proves Claim 2.

Consider $\nu \in \mathcal{P}$ such that $\langle\nu, \mathrm{id}\rangle=0$ and $\nu$ satisfies (i), (ii). We want to prove that $\nu \in \mathbb{H}$. Suppose that $\nu \notin \mathbb{H}$. By Claims 1 and $2, \nu \notin \overline{\operatorname{co(}(\mathbb{H})}$ with respect to the weak-* topology of $E^{\prime}$. Therefore, by the Hahn-Banach theorem and (ii) there exist $g \in E, \alpha \in \mathbb{R}$, such that

$$
\begin{equation*}
\langle\mu, g\rangle \geq \alpha \quad \text { for all } \mu \in \mathbb{H}, \quad Q_{\mathcal{A}} g(0) \leq\langle\nu, g\rangle<\alpha \tag{4.3}
\end{equation*}
$$

Given $w \in C^{\infty}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$, with $\int_{T_{N}} w d x=0$, by Proposition 2.8 we have $\overline{\delta_{w}} \in \mathbb{H}$ and thus

$$
\int_{T_{N}} g(w) d x=\left\langle\overline{\delta_{w}}, g\right\rangle \geq \alpha
$$

which, by Definition 3.1 implies that $Q_{\mathcal{A}} g(0) \geq \alpha$, contradicting (4.3). We conclude that $\nu \in \mathbb{H}$.

Next we treat the case of inhomogeneous $\mathcal{A}-1$-Young measures.
We define
$\mathbb{X}:=\left\{\nu: \Omega \rightarrow \mathcal{P}\left(\mathbb{R}^{d}\right): \nu\right.$ is weak* measurable,

$$
\left.\int_{\Omega} \int_{\mathbb{R}^{d}}|z| d \nu_{x}(z) d x<+\infty,\left\langle\nu_{x}, \text { id }\right\rangle=0 \text { a.e. } x \in \Omega\right\},
$$

$\mathbb{Y}:=\left\{\nu \in \mathbb{X}: \nu\right.$ is generated by an equi-integrable sequence $\left.\left\{w_{n}\right\} \in L^{1}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}\right\}$,

$$
\mathbb{W}:=\left\{\nu \in \mathbb{X}:\left\langle\nu_{x}, g\right\rangle \geq Q_{\mathcal{A}} g(0) \text { a.e. } x \in \Omega \text { and for all } g \in E\right\}
$$

and

$$
\mathcal{E}:=C(\bar{\Omega} ; E) \sim C\left(\bar{\Omega} \times\left(\mathbb{R}^{d} \cup\{\infty\}\right)\right)
$$

Suppose that $\nu$ satisfies (i), (ii), and (iii) of Theorem 4.1, and set $\bar{\nu}_{x}:=\Gamma_{-v(x)} \nu_{x}$. (The translation of a measure was defined in Proposition 2.4.) Clearly $\bar{\nu} \in \mathbb{W}$, and so if $\mathbb{W} \subset \mathbb{Y}$, then $\nu$ is generated by an equi-integrable sequence $\left\{v+w_{j}\right\}$ where $\mathcal{A} w_{j}=0$. It thus suffices to verify the following assertion.

Proposition 4.4.

$$
\begin{equation*}
\mathbb{W} \subset \mathbb{Y} \tag{4.4}
\end{equation*}
$$

Proof. The strategy to prove (4.4) is as follows.
Step 1. $\overline{\mathbb{Y}}^{\mathcal{E}} \cap \mathbb{X}=\mathbb{Y}$ in the weak-* topology.
Step 2. It is possible to find a good subset $D \subset \mathbb{W}$ such that $\bar{D}^{\mathcal{E}^{\prime}} \cap \mathbb{W}=\mathbb{W}$.
Step 3. $D \subset \mathbb{Y}$.
The proof of Step 1 is entirely identical to that of Claim 2 in the proof of Proposition 4.3. For Step 2, we define $\mathcal{G}_{k}$ to be the family of cubes of the form

$$
\left\{\frac{1}{k}(y+Q): y \in \mathbb{Z}^{N}, \frac{1}{k}(y+Q) \subset \Omega\right\}
$$

and we set

$$
G_{k}:=\cup_{\mathcal{U} \in \mathcal{G}_{k}} \mathcal{U}
$$

Consider the sets of piecewise homogeneous Young measures

$$
\mathbb{W}_{k}:=\left\{\nu \in \mathbb{W}: \nu_{\mid \mathcal{U}} \text { is homogeneous if } \mathcal{U} \in \mathcal{G}_{k}, \nu_{\mid\left(\Omega \backslash G_{k}\right)}=\delta_{0}\right\},
$$

and let

$$
D:=\cup_{k \in \mathbb{N}} \mathbb{W}_{k}
$$

In order to show that

$$
\bar{D}^{\mathcal{E}^{\prime}} \cap \mathbb{W}=\mathbb{W}
$$

let $\nu \in \mathbb{W}$ and define

$$
\nu_{x}^{k}:= \begin{cases}\frac{1}{\mathcal{L}^{N}(\mathcal{U})} \int_{\mathcal{U}} \nu_{y} d y & \text { if } x \in \mathcal{U}, \mathcal{U} \in \mathcal{G}_{k} \\ \delta_{0} & \text { otherwise }\end{cases}
$$

It is clear that $\nu^{k} \in \mathbb{W}_{k}$, so it suffices to show that

$$
\begin{equation*}
\left\langle\nu^{k}, f\right\rangle \rightarrow\langle\nu, f\rangle \quad \text { for all } f \in \mathcal{E} \tag{4.5}
\end{equation*}
$$

Fix $f \in \mathcal{E}$, and for each $\mathcal{U} \in \mathcal{G}_{k}$ denote by $x_{\mathcal{U}} \in\left(\frac{1}{k} \mathbb{Z}\right)^{N}$ the lower left corner of $\mathcal{U}$ so that $\mathcal{U}=x_{\mathcal{U}}+\frac{1}{k} Q$. Let $\omega$ be a modulus of uniform continuity of $f$, i.e.,

$$
\omega(\delta):=\sup \left\{\|f(x, \cdot)-f(y, \cdot)\|_{E}: x, y \in \bar{\Omega},|x-y| \leq \delta\right\}
$$

We have

$$
\begin{aligned}
& \left|\int_{\mathcal{U}} \int_{\mathbb{R}^{d}} f(x, z) d \nu_{x}(z) d x-\int_{\mathcal{U}} \int_{\mathbb{R}^{d}} f(x, z) d \nu_{x}^{k}(z) d x\right| \\
& \quad \leq\left|\int_{\mathcal{U}} \int_{\mathbb{R}^{d}} f\left(x_{\mathcal{U}}, z\right) d \nu_{x}(z) d x-\int_{\mathcal{U}} \int_{\mathbb{R}^{d}} f\left(x_{\mathcal{U}}, z\right) d \nu_{x}^{k}(z) d x\right| \\
& \quad+\omega\left(\frac{1}{k}\right)\|f\|_{\mathcal{E}}\left(\int_{\mathcal{U}} \int_{\mathbb{R}^{d}}(1+|z|) d \nu_{x}(z) d x+\int_{\mathcal{U}} \int_{\mathbb{R}^{d}}(1+|z|) d \nu_{x}^{k}(z) d x\right) \\
& \quad \leq 2 \omega\left(\frac{1}{k}\right)\|f\|_{\mathcal{E}} \int_{\mathcal{U}} \int_{\mathbb{R}^{d}}(1+|z|) d \nu_{x}(z) d x .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left|\left\langle\nu^{k}, f\right\rangle-\langle\nu, f\rangle\right| \leq & 2 \omega\left(\frac{1}{k}\right)\|f\|_{\mathcal{E}} \int_{G_{k}} \int_{\mathbb{R}^{d}}(1+|z|) d \nu_{x}(z) d x \\
& +2| | f \|_{\mathcal{E}} \int_{\Omega \backslash G_{k}} \int_{\mathbb{R}^{d}}(1+|z|) d \nu_{x}(z) d x
\end{aligned}
$$

and (4.5) follows by letting $k \rightarrow \infty$ and using assertion (ii) in Theorem 4.1.
Next, we carry out Step 3 by showing that

$$
\mathbb{W}_{k} \subset \mathbb{Y} \quad \text { for all } k \in \mathbb{N}
$$

Using a rescaling argument, we may assume that $\Omega \subset Q$. Fix $k \in \mathbb{N}$ and let $\mathcal{G}_{k}=$ $\left\{Q_{i}\right\}_{i=1}^{m}$ for some $m \in \mathbb{N}$. Fix $\nu \in \mathbb{W}_{k}$, with $\nu_{\mid Q_{i}}=\nu^{i}$. By Corollary 2.18 for each $i \in\{1, \ldots, m\}$ there exists an equi-integrable sequence $\left\{w_{j}^{i}\right\} \subset L^{1}\left(T_{N}\right) \cap \operatorname{ker} \mathcal{A}$ generating $\nu^{i}$. In particular, without loss of generality we may assume that $w_{j}^{i}$ are smooth, and that we have

$$
w_{j}^{i} \rightharpoonup 0 \quad \text { in } L^{1}\left(Q_{i}\right), \quad w_{j}^{i} \rightarrow 0 \quad \text { in } W_{l o c}^{-1, p}\left(\mathbb{R}^{N}\right)
$$

for $p<N /(N-1)$. Hence, we may find smooth cut-off functions $\varphi_{j}^{i} \in C_{0}^{\infty}\left(Q_{i} ;[0,1]\right)$ such that $\varphi_{j}^{i} \nearrow \chi_{Q_{i}}$ and

$$
\mathcal{A}\left(\sum_{i=1}^{m} \varphi_{j}^{i} w_{j}^{i}\right)=\sum_{k=1}^{N} \sum_{i=1}^{m} A^{(k)} w_{j}^{i} \frac{\partial \varphi_{j}^{i}}{\partial x_{k}} \rightarrow 0 \quad \text { in } W^{-1, p}\left(\mathbb{R}^{N}\right)
$$

Setting

$$
u_{j}:=\mathbb{T}\left(w_{j}-\int_{T_{N}} w_{j} d y\right), \quad \text { where } w_{j}:=\sum_{i=1}^{m} \varphi_{j}^{i} w_{j}^{i}
$$

then $u_{j} \in \operatorname{ker} \mathcal{A},\left\|u_{j}-\sum_{i=1}^{m} \varphi_{j}^{i} w_{j}^{i}\right\|_{L^{p}(\Omega)} \rightarrow 0$. In particular $\left\{u_{j}\right\}$ is equi-integrable and it generates $\nu$, so $\nu \in \mathbb{Y}$.

Example 4.5. (a) Gradients.
Using Remark 3.3 (iii) and Theorem 4.1, we recover the characterization of $W^{1, p}$ gradient Young measures as obtained by Kinderlehrer and Pedregal [28, 29] (see Theorem 2.6).
(b) Divergence-free fields.

It follows from Remarks 3.3 (iv), 3.5 (iv), and Theorem 4.1 that any weakly measurable family of probability measures $\left\{\nu_{x}\right\}_{x \in \Omega}$ satisfying

$$
\operatorname{div}\left(\left\langle\nu_{x}, \mathrm{id}\right\rangle\right)=0, \quad \int_{\Omega} \int_{\mathbb{R}^{N}}|z|^{p} d \nu_{x}(z) d x<+\infty
$$

is generated by a p-equi-integrable sequence of divergence-free fields $v_{n} \in L^{p}\left(\Omega ; \mathbb{R}^{N}\right)$ (see also [35]).
(c) Micromagnetics.

In view of Example 3.10 c), we may apply Theorem 4.1 to the system of Maxwell equations. Moreover, if $1<p<+\infty$, if $\nu$ is an $\mathcal{A}$-p-Young measure, and if we define the projection $\lambda$ by

$$
\lambda_{x}(U):=\nu_{x}\left(U \times \mathbb{R}^{3}\right) \quad \text { for any open subset } U \subset \mathbb{R}^{3}
$$

then supp $\lambda_{x} \subset S^{2}$ for a.e. $x \in \Omega$ if and only if $\nu$ is generated by a $p$-equi-integrable sequence $\left.\left\{\tilde{m}_{n}, \tilde{h}_{n}\right)\right\} \subset \operatorname{ker} \mathcal{A}$ such that $\left|\tilde{m}_{n}(x)\right|=1$ for a.e. $x \in \Omega$. Indeed, assuming that $\lambda_{x}$ is supported on the unit sphere, let $\left\{\left(m_{n}, h_{n}\right)\right\} \subset \operatorname{ker} \mathcal{A}$ be a $p$-equi-integrable generating sequence, with $h_{n}=-\nabla u_{n}, u_{n} \in W_{0}^{1, p}(\Omega)\left(h_{n}=-\nabla u_{n}+H_{n}\right.$ with div $H_{n}=$ curl $H_{n}=0$ if $\Omega$ is not simply connected). Consider the projection

$$
\pi(x):= \begin{cases}\frac{x}{|x|} & \text { if } x \neq 0 \\ x_{0} & \text { if } x=0\end{cases}
$$

where $x_{0} \in S^{2}$ is fixed, and define $\tilde{m}_{n}:=\pi m_{n}$. Since $\operatorname{dist}\left(m_{n}, S^{2}\right) \rightarrow 0$ as $n \rightarrow \infty$, we have that $\tilde{m}_{n}-m_{n} \rightarrow 0$ in measure, and, due to the $p$-equi-integrability, we conclude that $\tilde{m}_{n}-m_{n} \rightarrow 0$ in $L^{p}$. Let $\tilde{h}_{n}:=-\nabla \tilde{u}_{n}\left(\tilde{h}_{n}:=-\nabla \tilde{u}_{n}+H_{n}\right.$ if $\Omega$ is not simply connected), where $\tilde{u}_{n} \in W_{0}^{1, p}(\Omega)$ and $\operatorname{div}\left(\tilde{m}_{n}-\nabla \tilde{u}_{n}\right)=0$. We have

$$
\operatorname{div}\left(\left(\tilde{m}_{n}-m_{n}\right)-\left(\nabla \tilde{u}_{n}-\nabla u_{n}\right)\right)=0 ;
$$

therefore $\Delta\left(\tilde{u}_{n}-u_{n}\right) \rightarrow 0$ in $W^{-1, p}$, and thus $\tilde{u}_{n}-u_{n} \rightarrow 0$ in $W^{1, p}$. We conclude that $\left\{\left(\tilde{m}_{n}, \tilde{h}_{n}\right)\right\}$ still generates $\nu$.
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#### Abstract

We study a symmetric nonlinear value problem in all $\mathbf{R}$, arising in nonlinear optics from the study of propagation of electromagnetic guided waves through a layered medium with a nonlinear response. By variational arguments, we prove the existence of a positive asymmetric solution of the problem, corresponding to an asymmetric guided wave.
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1. Introduction. The propagation of electromagnetic guided waves through a medium consisting of three layers of dielectric materials has been studied in several papers; see, for instance, $[1,13,2]$. The ability of such slab geometry to support guided waves depends upon the way in which the refractive index varies across the layers. For example, in the absence of nonlinear effects, the condition for guidance requires that the refractive index in the outer layers be smaller than that in the central region, as one might guess from Snell's law. As discussed in [1, 13], nonlinear effects can be used to obtain guidance properties.

In this paper, we consider the case where the medium is stratified in three layers of homogeneous composition perpendicular to the $x$-axis. In such a medium we seek solutions of Maxwell's equations corresponding to an electric field which is monochromatic, propagating in the direction $z$ and polarized along the $y$-axis. A field of this kind is given by $E(x, y, z, t)=u(x) \cos (\beta z-\omega t) e_{2}$, where $\beta>0, e_{i}$ denotes the usual basis vector and $u: \mathbb{R} \rightarrow \mathbb{R}$. This ansatz leads to a second-order nonlinear eigenvalue problem on the real axis:

$$
-\ddot{u}(x)+\beta^{2} u(x)=\frac{\omega}{c^{2}} n^{2}\left(x, \frac{1}{2} u^{2}(x)\right) u(x) \text { for } x \in \mathbb{R},
$$

where $c$ is the speed of light in the vacuum and $n^{2}(x, s)$ is the dielectric function.
The guidance conditions require that all fields decay to zero as $|x| \rightarrow+\infty$ and that the total electromagnetic energy for unit length in $z$ is finite in each plane $y \equiv$ const. This amounts to

$$
\lim _{|x| \rightarrow \infty} u(x)=\lim _{|x| \rightarrow \infty} \dot{u}(x)=0
$$

[^69]and
$$
\int_{\mathbb{R}} u^{2}(x) d x+\int_{\mathbb{R}} \dot{u}^{2}(x) d x<\infty
$$

This problem has been studied for special choices of the dielectric function $n^{2}$. In [1], the dielectric function is taken of the form

$$
n^{2}(x, s)=\left\{\begin{aligned}
q^{2}+c^{2} & \text { if }|x|<d \\
q^{2}+s & \text { if }|x|>d
\end{aligned}\right.
$$

where $q, c \in \mathbb{R}$ and $d>0$ denotes the thickness of the internal layer. In such a case the equation can be integrated directly, and taking $\lambda=\beta^{2}$ as a bifurcation parameter, one can obtain a family of asymmetric solutions bifurcating from the branch of symmetric ones, at a certain value $\lambda=\lambda_{0}$, yielding the existence of asymmetric bound states for any $\lambda>\lambda_{0}$. (See also [5, 6] for discussions about stability.)

In a recent work [2], a class of equations which are not explicitly integrable is considered and a perturbative method is applied to yield existence of asymmetric guided waves when the internal layer of the medium is thin.

In this paper, our goal is to show how variational techniques can be applied to prove existence of asymmetric modes without restrictive assumptions on the thickness of the internal layer.

Precisely, we study a differential equation of the type

$$
\begin{gather*}
-\ddot{u}(x)+\left(\lambda-c^{2} h(x)\right) u(x)=b(x)|u(x)|^{p-2} u(x) \quad \text { for } x \in \mathbb{R}  \tag{1.1}\\
u \in H^{1}(\mathbb{R}),
\end{gather*}
$$

where $\lambda>0, p>2$, and $h, b$ are even functions such that the supports of $h$ and $1-b$ are compact.

We point out that (1.1) fits into the Akhmediev setting provided that $\lambda=\beta^{2}$, $p=4, h=\chi, b=1-\chi$, with $\chi(x)$ being the characteristic function of $(-d, d)$.

Specifically, we seek positive solutions of (1.1), under the following restrictions on $h, b: \mathbb{R} \rightarrow \mathbb{R}:$
(H1) $\quad h$ is a bounded function with $h \geq 0, h \not \equiv 0, \operatorname{supp} h \subset[-1,1] ;$
$b$ is a bounded function with $b(x)=1$ for $x \notin[-1,1], b(x) \leq 0$ for $x \in$ $(-1,1)$.
We remark that, by making a simple change of variables, the role of the interval $[-1,1]$ in the assumptions (H1) and (B1) can be played by any closed and bounded interval.

Our variational approach consists of minimizing the Euler functional in a suitable $C^{1}$-manifold. In order to do this, we need to check the compactness condition of Palais-Smale, which is obtained by following closely the arguments in [8] and [3]. (See also [9, 10].) By testing the levels of the possible symmetric solutions, we infer that for $\lambda$ sufficiently large, the minimizer is asymmetric. Similar arguments are used in [4] in a different setting.

Precisely, our result is considered in the following theorem.
Theorem 1.1. Assume (H1) and (B1). If $\lambda>c^{2}\|h\|_{\infty}$, then the problem (1.1) has, at least, one asymmetric positive solution.

The paper is organized as follows: section 2 is devoted to the proof of the PalaisSmale condition. The details of the minimization and the proof that minimizers are asymmetric are given in section 3 .
2. The Palais-Smale condition. In order to prove these technical results, we need only assume the following (less restrictive) conditions on $h$ and $b$ :
(H2) $\quad h$ is a bounded function with $h \geq 0, \lim _{|x| \rightarrow \infty} h(x)=0$;
(B2) $\quad b$ is a bounded function with $\lim \sup _{|x| \rightarrow \infty} b(x)=1$.
Since $h$ is a bounded function, the first eigenvalue $\lambda_{1}\left(-c^{2} h\right)$ of the weighted eigenvalue problem associated with the Laplacian operator of weight $-c^{2} h$ is given by

$$
-c^{2}\|h\|_{\infty} \leq \lambda_{1}\left(-c^{2} h\right)=\inf _{u \neq 0} \frac{\int_{\mathbb{R}}|\dot{u}|^{2} d x-c^{2} \int_{\mathbb{R}} h(x)|u|^{2} d x}{\int_{\mathbb{R}} u^{2} d x}
$$

Moreover, assume

$$
\begin{equation*}
\lambda>-\lambda_{1}\left(-c^{2} h\right) \geq 0 \tag{2.1}
\end{equation*}
$$

and set $q(x):=\lambda-c^{2} h(x)$; then it is easy to see that

$$
\|u\|^{2}:=\int_{\mathbb{R}}|\dot{u}|^{2}+q(x)|u|^{2} d x, \quad u \in H^{1}(\mathbb{R})
$$

defines a norm on $H^{1}(\mathbb{R})$ which is equivalent to the usual norm $\|u\|_{H^{1}}^{2}=\int_{\mathbb{R}}\left(|\dot{u}|^{2}+|u|^{2}\right) d x$.
Indeed, we can observe that

$$
\|u\|^{2} \leq \max \left\{\|q\|_{\infty}, 1\right\}\|u\|_{H^{1}}^{2} .
$$

Otherwise, for $k$ small enough, we get for any $u \in H^{1}(\mathbb{R})$,

$$
\begin{align*}
\|u\|^{2}-k\|u\|_{H^{1}}^{2}= & (1-k) \int_{\mathbb{R}}\left(|\dot{u}|^{2}-c^{2} h u^{2}\right) d x \\
& +\int_{\mathbb{R}}\left(\lambda-k-k c^{2} h\right) u^{2} d x  \tag{2.2}\\
\geq & {\left[(1-k) \lambda_{1}\left(-c^{2} h\right)+\lambda-k-k c^{2}\|h\|_{\infty}\right] \int_{\mathbb{R}} u^{2} d x } \\
\geq & 0
\end{align*}
$$

From (2.2), it is easy to deduce that $\|u\|=0$ implies $u=0$. In addition, $\|\cdot\|$ satisfies the other properties of a norm and thus it is a norm equivalent to $\|\cdot\|_{H^{1}}$.

Let us consider $J: H^{1}(\mathbb{R}) \rightarrow \mathbb{R}$ the Euler functional associated with the problem (1.1), namely,

$$
J(u)=\frac{1}{2} \int_{\mathbb{R}}|\dot{u}|^{2}+q(x)|u|^{2} d x-\frac{1}{p} \int_{\mathbb{R}} b(x)|u|^{p} d x, u \in H^{1}(\mathbb{R})
$$

We now prove that the Euler functional satisfies the Palais-Smale condition on a certain sublevel. Let us define

$$
\begin{equation*}
m(\lambda):=\inf _{u \in H^{1}(\mathbb{R}) \backslash\{0\}} \frac{\int_{\mathbb{R}}|\dot{u}|^{2}+\lambda|u|^{2}}{\left(\int_{\mathbb{R}}|u|^{p}\right)^{2 / p}} \tag{2.3}
\end{equation*}
$$

Lemma 2.1. Assume (H2), (B2) and (2.1). Then J satisfies the Palais-Smale condition on the sublevel $\Sigma:=\left\{u \in H^{1}(\mathbb{R}): J(u)<\frac{p-2}{2 p} m(\lambda)^{p /(p-2)}\right\}$; that is, if $u_{n}$ is a sequence in $H^{1}(\mathbb{R})$, such that
(i) $J\left(u_{n}\right) \rightarrow c$,
(ii) $J^{\prime}\left(u_{n}\right) \rightarrow 0$,
with $c<L \equiv \frac{p-2}{2 p} m(\lambda)^{p /(p-2)}$, then $u_{n}$ admits a convergent subsequence.
Proof. We follow closely the arguments in [8] and [3]. Let $\left\{u_{n}\right\}$ in $H^{1}(\mathbb{R})$ such that

$$
\begin{equation*}
J\left(u_{n}\right)=c+o(1), \quad J^{\prime}\left(u_{n}\right)=o(1) \quad \text { in } \quad H^{-1} \tag{2.4}
\end{equation*}
$$

as $n \rightarrow \infty$, and assume $c<L$. From (2.4), it follows that

$$
\frac{p-2}{2 p}\left\|u_{n}\right\|^{2} \leq c+\left|\left\langle o(1), u_{n}\right\rangle\right|
$$

and thus $\left\{u_{n}\right\}$ is bounded in $H^{1}(\mathbb{R})$ and, up to a subsequence, $\left\{u_{n}\right\}$ has a weak limit $u \in H^{1}(\mathbb{R})$. In order to show that $\left\{u_{n}\right\}$ converges to $u$ strongly in $H^{1}(\mathbb{R})$, it suffices to prove that

$$
\left\|u_{n}\right\| \rightarrow\|u\| \quad \text { as } \quad n \rightarrow \infty
$$

Now we observe that for any $R>0$, there results

$$
\begin{aligned}
\left|\left\|u_{n}\right\|^{2}-\|u\|^{2}\right| \leq & \left|\int_{|x| \leq R}\left(\left|\dot{u}_{n}\right|^{2}+q(x)\left|u_{n}\right|^{2}\right)-\int_{|x| \leq R}\left(|\dot{u}|^{2}+q(x)|u|^{2}\right)\right| \\
& +\int_{|x|>R}\left(\left|\dot{u}_{n}\right|^{2}+|q(x)|\left|u_{n}\right|^{2}\right)+\int_{|x|>R}\left(|\dot{u}|^{2}+|q(x)||u|^{2}\right) .
\end{aligned}
$$

Therefore since the Sobolev imbedding is compact on bounded sets, it suffices to show that for any $\delta>0$ there exists $R>0$ such that for any $n \geq R$ there results

$$
\int_{|x| \geq R}\left(\left|\dot{u}_{n}\right|^{2}+|q(x)|\left|u_{n}\right|^{2}\right)<\delta
$$

and then, by the weak lower semicontinuity of the above integral,

$$
\int_{|x| \geq R}\left(|\dot{u}|^{2}+|q(x) \| u|^{2}\right)<\delta
$$

By contradiction, assume that there exists $\delta_{0}$ such that for any $R>0$ there results

$$
\int_{|x| \geq R}\left(\left|\dot{u}_{n}\right|^{2}+|q(x)|\left|u_{n}\right|^{2}\right) \geq \delta_{0}
$$

for some $n=n(R) \geq R$. As a consequence, there exists a subsequence $\left\{u_{n_{k}}\right\}$ such that

$$
\begin{equation*}
\int_{|x| \geq k}\left(\left|\dot{u}_{n_{k}}\right|^{2}+|q(x)|\left|u_{n_{k}}\right|^{2}\right) \geq \delta_{0} \tag{2.5}
\end{equation*}
$$

for any $k \in \mathbf{N}$. For any $r>0$, let us introduce the annulus

$$
A_{r}=\{x \in \mathbb{R}: r \leq|x| \leq r+1\}
$$

Claim. For any $\xi>0$ and for any $R>0$ there exists $r>R$ such that

$$
\begin{equation*}
\int_{A_{r}}\left(\left|\nabla u_{n_{k}}\right|^{2}+|q(x)|\left|u_{n_{k}}\right|^{2}\right)<\xi \tag{2.6}
\end{equation*}
$$

for infinitely many $k \in \mathbf{N}$.
By contradiction, assume that for some $\xi_{0}, R_{0}>0$ and for any integer $m \geq\left[R_{0}\right]$ there exists $\nu(m) \in \mathbf{N}$ such that

$$
\int_{A_{m}}\left(\left|\dot{u}_{n_{k}}\right|^{2}+|q(x)|\left|u_{n_{k}}\right|^{2}\right) \geq \xi_{0}
$$

for any $k \geq \nu(m)$. Plainly, we can assume that the sequence $\{\nu(m)\}$ is nondecreasing. Therefore, for any integer $\bar{m} \geq\left[R_{0}\right]$, there exists an integer $\nu(\bar{m})$ such that

$$
\begin{aligned}
\int_{\mathbb{R}}\left(\left|\dot{u}_{n_{k}}\right|^{2}+|q(x)|\left|u_{n_{k}}\right|^{2}\right) & \geq \int_{\left[R_{0}\right] \leq|x| \leq \bar{m}}\left(\left|\dot{u}_{n_{k}}\right|^{2}+|q(x)|\left|u_{n_{k}}\right|^{2}\right) \\
& \geq\left(\bar{m}-\left[R_{0}\right]\right) \xi_{0}
\end{aligned}
$$

for any $k \geq \nu(\bar{m})$. This contradicts

$$
\begin{aligned}
\int_{\mathbb{R}}\left(\left|\dot{u}_{n_{k}}\right|^{2}+\left|q(x) \| u_{n_{k}}\right|^{2}\right) & \leq \max \left\{1,\|q\|_{\infty}\right\} \int_{\mathbb{R}}\left(\left|\dot{u}_{n_{k}}\right|^{2}+\left|u_{n_{k}}\right|^{2}\right) \\
& \leq K \int_{\mathbb{R}}\left(\left|\dot{u}_{n_{k}}\right|^{2}+q(x)\left|u_{n_{k}}\right|^{2}\right) \leq K_{1}
\end{aligned}
$$

with $K, K_{1}$ positive constants, and it proves the claim.
Now, let $\xi>0$ be fixed such that $\lambda-\xi>\frac{\lambda}{2}>0$. Taking into account (H2) and (B2), there exists $R(\xi)>0$ such that

$$
\begin{array}{ll}
q(x) \geq \lambda-\xi & \text { for any }|x| \geq R(\xi) \\
b(x) \leq 1+\xi & \text { for any }|x| \geq R(\xi) \tag{2.8}
\end{array}
$$

Let $r=r(\xi)>R(\xi)$ be as in (2.6), and let $A=A_{r}$; up to a subsequence, there results

$$
\begin{equation*}
\int_{A}\left(\left|\dot{u}_{n_{k}}\right|^{2}+q(x)\left|u_{n_{k}}\right|^{2}\right)<\xi \tag{2.9}
\end{equation*}
$$

for any $k \in \mathbf{N}$. Now let us choose any function $\rho \in C^{\infty}(\mathbb{R},[0,1])$ such that $\rho(x)=1$ for $|x| \leq r, \rho(x)=0$ for $|x| \geq r+1$, and $|\dot{\rho}(x)| \leq 2$ for any $x \in \mathbb{R}$. For any $k \in \mathbf{N}$, let $v_{k}=\rho u_{n_{k}}$ and $w_{k}=(1-\rho) u_{n_{k}}$. It is not difficult to see that

$$
\begin{align*}
& \left|\left\langle J^{\prime}\left(u_{n_{k}}\right), v_{k}\right\rangle-\left\langle J^{\prime}\left(v_{k}\right), v_{k}\right\rangle\right| \leq C_{1} \xi  \tag{2.10}\\
& \left|\left\langle J^{\prime}\left(u_{n_{k}}\right), w_{k}\right\rangle-\left\langle J^{\prime}\left(w_{k}\right), w_{k}\right\rangle\right| \leq C_{2} \xi \tag{2.11}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are positive constants which do not depend on $r$. First, we prove (2.10):
$\left|\left\langle J^{\prime}\left(u_{n_{k}}\right), v_{k}\right\rangle-\left\langle J^{\prime}\left(v_{k}\right), v_{k}\right\rangle\right|$

$$
\begin{aligned}
= & \left|\int_{\mathbb{R}}\left(\dot{w}_{k} \dot{v}_{k}+q(x) w_{k} v_{k}\right)+\int_{\mathbb{R}} b(x)\left(\left|v_{k}\right|^{p}-\left|u_{n_{k}}\right|^{p-1} v_{k}\right)\right| \\
= & \mid \int_{A} \rho(1-\rho)\left(\left|\dot{u}_{n_{k}}\right|^{2}+q(x)\left|u_{n_{k}}\right|^{2}\right)+\int_{A} \dot{\rho}(1-2 \rho) u_{n_{k}} \dot{u}_{n_{k}} \\
& -\int_{A} \dot{\rho}^{2}\left|u_{n_{k}}\right|^{2}+\int_{A} b(x) \rho\left(\rho^{p-1}-1\right)\left|u_{n_{k}}\right|^{p} \mid \\
\leq & 2 \int_{A}\left(\left|\dot{u}_{n_{k}}\right|^{2}+q(x)\left|u_{n_{k}}\right|^{2}\right)+6 \int_{A}\left|\dot{u}_{n_{k}} u_{n_{k}}\right|+4 \int_{A}\left|u_{n_{k}}\right|^{2} \\
& +2\|b\|_{\infty}\left\|u_{n_{k}}\right\|_{\infty}^{p-2} \int_{A}\left|u_{n_{k}}\right|^{2} \leq 2 \int_{A}\left(\left|\dot{u}_{n_{k}}\right|^{2}+q(x)\left|u_{n_{k}}\right|^{2}\right) \\
& +6\left(\int_{A}\left|\dot{u}_{n_{k}}\right|^{2}\right)^{1 / 2}\left(\int_{A}\left|u_{n_{k}}\right|^{2}\right)^{1 / 2}+M \int_{A}\left|u_{n_{k}}\right|^{2} \\
\leq & 2 \int_{A}\left(\left|\dot{u}_{n_{k}}\right|^{2}+q(x)\left|u_{n_{k}}\right|^{2}\right) \\
& +6\left(\int_{A}\left|\dot{u}_{n_{k}}\right|^{2}+q(x)\left|u_{n_{k}}\right|^{2}\right)^{1 / 2}\left(\int_{A}\left|u_{n_{k}}\right|^{2}\right)^{1 / 2}+M \int_{A}\left|u_{n_{k}}\right|^{2} .
\end{aligned}
$$

By (2.7) and (2.9), we infer

$$
(\lambda-\xi) \int_{A}\left|u_{n_{k}}\right|^{2} \leq \int_{A} q(x)\left|u_{n_{k}}\right|^{2}<\xi
$$

and thus

$$
\int_{A}\left|u_{n_{k}}\right|^{2}<\frac{\xi}{(\lambda-\xi)}<\frac{2 \xi}{\lambda}
$$

Hence we deduce that

$$
\left|\left\langle J^{\prime}\left(u_{n_{k}}\right), v_{k}\right\rangle-\left\langle J^{\prime}\left(v_{k}\right), v_{k}\right\rangle\right|<2 \xi+6 \xi^{1 / 2}\left(\frac{\xi}{\lambda}\right)^{1 / 2}+2 M \frac{\xi}{\lambda} \leq C_{1} \xi
$$

Similar arguments show that (2.11) holds. By (2.10) and (2.11), we deduce

$$
o(1)=\left\langle J^{\prime}\left(v_{k}\right), v_{k}\right\rangle+O(\xi), \quad o(1)=\left\langle J^{\prime}\left(w_{k}\right), w_{k}\right\rangle+O(\xi)
$$

whence

$$
\begin{align*}
\left\|v_{k}\right\|^{2} & =\int_{\mathbb{R}} b(x)\left|v_{k}\right|^{p}+O(\xi)  \tag{2.12}\\
\left\|w_{k}\right\|^{2} & =\int_{\mathbb{R}} b(x)\left|w_{k}\right|^{p}+O(\xi) \tag{2.13}
\end{align*}
$$

By (2.7) and (2.13), we deduce

$$
\begin{aligned}
c+o(1) & =J\left(u_{n_{k}}\right)=J\left(v_{k}\right)+J\left(w_{k}\right)+O(\xi) \\
& \geq \frac{p-2}{2 p} \int_{\mathbb{R}}\left(\left|\dot{w}_{k}\right|^{2}+\lambda\left|w_{k}\right|^{2}\right)+O(\xi)
\end{aligned}
$$

By (2.5) and (2.8), we infer

$$
\begin{aligned}
\int_{\mathbb{R}}\left|w_{k}\right|^{p} & \geq \int_{\mathbb{R}} b(x)\left|w_{k}\right|^{p}+O(\xi)=\left\|w_{k}\right\|^{2}+O(\xi) \\
& \geq \int_{|x| \geq r+1}\left(\left|\dot{w}_{k}\right|^{2}+q(x)\left|w_{k}\right|^{2}\right)+O(\xi) \geq \frac{1}{2} \delta_{0}
\end{aligned}
$$

for $\xi$ small and $k$ large. Hence for $\xi$ small,

$$
\begin{aligned}
\int_{\mathbb{R}}\left(\left|\dot{w}_{k}\right|^{2}+\lambda\left|w_{k}\right|^{2}\right) & \geq m(\lambda)\left(\int_{\mathbb{R}}\left|w_{k}\right|^{p}\right)^{2 / p} \\
& \geq m(\lambda)\left(\int_{\mathbb{R}}\left(\left|\dot{w}_{k}\right|^{2}+\lambda\left|w_{k}\right|^{2}\right)+O(\xi)\right)^{2 / p}
\end{aligned}
$$

and thus

$$
\int_{\mathbb{R}}\left(\left|\dot{w}_{k}\right|^{2}+\lambda\left|w_{k}\right|^{2}\right) \geq m(\lambda)^{p /(p-2)}+\frac{O(\xi)}{\left(\int_{\mathbb{R}}\left|\dot{w}_{k}\right|^{2}+\lambda\left|w_{k}\right|^{2}\right)^{2 /(p-2)}}
$$

Hence from (2.14), we infer

$$
c+o(1) \geq \frac{p-2}{2 p} m(\lambda)^{p /(p-2)}+O(\xi)
$$

for $\xi$ small and $k$ large. Letting $k \rightarrow \infty$ and $\xi \rightarrow 0$ yields a contradiction and concludes the proof.
3. Existence of asymmetric solution. Let us consider the $C^{1}$-manifold

$$
M=\left\{u \in H^{1}(\mathbb{R}): \int_{\mathbb{R}} b(x)|u|^{p} d x=1\right\}
$$

As $J(u)=\frac{1}{2}\|u\|^{2}-\frac{1}{p}$, for any $u \in M$, the minimization of $J_{\left.\right|_{M}}$ is equivalent to the minimization of the functional $I: M \rightarrow \mathbb{R}$ defined by

$$
I(u)=\|u\|^{2}, \quad u \in M
$$

Lemma 3.1. Assume (2.1). Then we have the following.
(i) $M$ is a closed $C^{1}$-manifold of codimension one.
(ii) For any $v \in H^{1}(\mathbb{R})$ satisfying $\int_{\mathbb{R}} b(x)|v|^{p} d x \neq 0$, there exists a unique $\alpha>0$ such that $\alpha v \in M$. Indeed,

$$
\alpha=\left(\int_{\mathbb{R}} b(x)|v|^{p} d x\right)^{-1 / p} \quad \text { and } \quad I(\alpha v)=\frac{\|v\|^{2}}{\left(\int_{\mathbb{R}} b(x)|v|^{p} d x\right)^{2 / p}}
$$

Proof. (i) Let $f(u)=\int_{\mathbb{R}} b(x)|u|^{p} d x, u \in H^{1}(\mathbb{R})$. Observe that for any $u \in M$, $f(u)=1$; hence

$$
\begin{equation*}
\left\langle f^{\prime}(u), u\right\rangle=-p \int_{\mathbb{R}} b(x)|u|^{p} d x=-p \tag{3.1}
\end{equation*}
$$

As a consequence, $f^{\prime}(u) \neq 0$ if $u \in M$. This means that $M$ is a $C^{1}$-manifold of codimension one. Trivially, it is closed by the continuity of the map $u \mapsto \int_{\mathbb{R}} b(x)|u|^{p} d x$.
(ii) Straightforward computations show this part.

Lemma 3.2. Assume (H1), (B1), and (2.1). Then

$$
\inf _{v \in M} I(v)<m(\lambda)
$$

Proof. By [12, Theorem 5.5], it is known that the infimum in (2.3) is attained at a symmetric function $z \in H^{1}(\mathbb{R})$ which is a solution of the problem

$$
\begin{gathered}
-\ddot{u}(x)+\lambda u(x)=|u(x)|^{p-2} u(x) \quad \text { for } x \in \mathbb{R} \\
\lim _{|x| \rightarrow \infty} u(x)=0
\end{gathered}
$$

In addition, by $[7,11]$, such a function is unique and it is given by

$$
z(x)=\left[\frac{p \lambda}{2 \cosh ^{2}\left(\frac{p-2}{2} \sqrt{\lambda} x\right)}\right]^{1 /(p-2)}, x \in \mathbb{R}
$$

For $\theta \in \mathbb{R}$, take the translate $z_{\theta}=z(\cdot+\theta)$ and consider, by (ii) of the preceding lemma, the positive number $\alpha_{\theta}$ such that $\alpha_{\theta} z_{\theta} \in M$. The proof would be concluded if we show that $I\left(\alpha_{\theta} z_{\theta}\right)<m(\lambda)$ for some $\theta$. In order to verify this, observe that from hypotheses (H1) and (B1), the existence of the positive limit of the function $z(x) e^{\sqrt{\lambda} x}$ as $x \rightarrow+\infty$ implies that for large $\theta$,

$$
\int_{\mathbb{R}} h(x) z_{\theta}^{2} d x \geq C_{1} e^{-2 \sqrt{\lambda} \theta} \quad \text { and } \quad \int_{\mathbb{R}}(1-b(x))\left|z_{\theta}\right|^{p} d x \leq C_{2} e^{-p \sqrt{\lambda} \theta}
$$

for some positive constants $C_{1}$ and $C_{2}$. Then,

$$
\begin{aligned}
I\left(\alpha_{\theta} z_{\theta}\right) & =\frac{\int_{\mathbb{R}}\left(|\dot{z}|^{2}+\lambda z^{2}\right) d x-c^{2} \int_{\mathbb{R}} h(x) z_{\theta}^{2} d x}{\left[\int_{\mathbb{R}}|z|^{p} d x-\int_{\mathbb{R}}(1-b(x))\left|z_{\theta}\right|^{p} d x\right]^{2 / p}} \\
& \leq \frac{\int_{\mathbb{R}}\left(|\dot{z}|^{2}+\lambda z^{2}\right) d x-c^{2} C_{1} e^{-2 \sqrt{\lambda} \theta}}{\left[\int_{\mathbb{R}}|z|^{p} d x-C_{2} e^{-p \sqrt{\lambda} \theta}\right]^{2 / p}} \\
& =\frac{\int_{\mathbb{R}}\left(|\dot{z}|^{2}+\lambda z^{2}\right) d x}{\left[\int_{\mathbb{R}}|z|^{p} d x\right]^{2 / p} \frac{1-C_{3} e^{-2 \sqrt{\lambda} \theta}}{\left(1-C_{4} e^{-p \sqrt{\lambda} \theta}\right)^{2 / p}}} \\
& =m(\lambda) \frac{1-C_{3} e^{-2 \sqrt{\lambda} \theta}}{\left(1-C_{4} e^{-p \sqrt{\lambda} \theta}\right)^{2 / p}} .
\end{aligned}
$$

Since $p>2$, for large values of $\theta$, one has $\left(1-C_{3} e^{-2 \sqrt{\lambda} \theta}\right) /\left(1-C_{4} e^{-p \sqrt{\lambda} \theta}\right)^{2 / p}<1$ and consequently, $I\left(\alpha_{\theta} z_{\theta}\right)<m(\lambda)$.

Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. The solution of (1.1) is found as a minimizer of $I$ constrained on $M$ (up to a Lagrangian multiplier). In order to prove the existence of such a minimizer, and taking into account Lemmas 3.1 and 3.2, it suffices to show that $I$ satisfies the Palais-Smale condition on the sublevel $M_{\lambda}:=\{u \in M: I(u)<m(\lambda)\}$, that is, if $\left\{u_{n}\right\}$ is a sequence in $M$, such that
(a) $I\left(u_{n}\right) \rightarrow c$,
(b) $\left|I^{\prime}\left(u_{n}\right)(v)\right| \leq \varepsilon_{n}\|v\|$ for any $v \in T_{u_{n}} M$, with $\varepsilon_{n} \rightarrow 0$,
with $c<m(\lambda)$, then $\left\{u_{n}\right\}$ admits a convergent subsequence. Indeed, by (b), it follows that there exists a sequence $\left\{\theta_{n}\right\} \subset \mathbb{R}$ such that for any $n \in \mathbf{N}$

$$
-\triangle u_{n}+q(x) u_{n}-\theta_{n} b(x)\left|u_{n}\right|^{p-2} u_{n}=o(1) \quad \text { in } \quad H^{-1}
$$

Testing the previous equation in $u_{n}$ gives

$$
\theta_{n}=I\left(u_{n}\right)-\left\langle o(1), u_{n}\right\rangle
$$

Therefore, setting $v_{n}(x)=I\left(u_{n}\right)^{1 /(p-2)} u_{n}$, we plainly get

$$
J^{\prime}\left(v_{n}\right)=I\left(u_{n}\right)^{1 /(p-2)} o(1)=o(1) \quad \text { in } H^{-1}
$$

Moreover there results

$$
J\left(v_{n}\right)=\frac{p-2}{2 p} I\left(u_{n}\right)^{p /(p-2)}=c^{\prime}+o(1)
$$

with $c^{\prime}<\frac{p-2}{2 p} m(\lambda)^{p /(p-2)}$. Therefore, by Lemma 2.1, it follows that $\left\{v_{n}\right\}$ is precompact, and thus, taking into account (a), $\left\{u_{n}\right\}$ is precompact and the Palais-Smale condition holds.

Therefore, if $v$ is a minimizer of $I_{\left.\right|_{M}}$, setting $\bar{u}=I(v)^{1 /(p-2)} v$, it results that $\bar{u}$ is a solution of (1.1). Moreover $J(\bar{u})=J\left(I(v)^{1 /(p-2)} v\right)<\frac{p-2}{2 p} m(\lambda)^{p /(p-2)}$.

Therefore, the proof would be concluded if we show that $\bar{u}$ is not symmetric for $\lambda>c^{2}\|h\|_{\infty}$. This is a consequence of the fact that every possible symmetric positive solution $u$ of (1.1) must have a level greater than $\frac{p-2}{2 p} m(\lambda)^{p /(p-2)}$. Indeed, since $b(x) \leq 0$ for any $x \in(-1,1)$, for such $u$,

$$
-\ddot{u}(x)+\left(\lambda-c^{2} h(x)\right) u(x) \leq 0 \quad \text { for } x \in(-1,1)
$$

Hence, since $\lambda>c^{2}\|h\|_{\infty}$, we get $\ddot{u}(x) \geq\left(\lambda-c^{2} h(x)\right) u(x) \geq 0$ for any $x \in(-1,1)$. Then $u$ is convex in $(-1,1)$, and thus max $\{u(x): x \in[-1,1]\}=u(-1)=u(1)$, with $\dot{u}(1)>0$, by the Hopf lemma. This means that the maximum of $u$ in all $\mathbb{R}$ is attained in some point $x_{0} \in \mathbb{R}-[-1,1]$.

Now, observing that supp $h \subset[-1,1]$, we obtain $-\ddot{u}(x)+\lambda u(x)=u(x)^{p-1}$, for $|x|>1$, which together with the fact $\dot{u}\left( \pm x_{0}\right)=0$ implies that

$$
u(x)=z\left(|x|-x_{0}\right) \quad \text { for any }|x| \geq x_{0}
$$

As a consequence, since $\lambda>c^{2}\|h\|_{\infty}$, and $-\ddot{z}+\lambda z=z^{p-1}$, we obtain

$$
\begin{aligned}
\frac{2 p}{p-2} J(u) & =\int_{\mathbb{R}}\left[|\dot{u}|^{2}+\left(\lambda-c^{2} h\right) u^{2}\right] d x \\
& \geq \int_{\mathbb{R} \backslash\left[-x_{0}, x_{0}\right]}\left[|\dot{u}|^{2}+\left(\lambda-c^{2} h\right) u^{2}\right] d x \\
& =\int_{\mathbb{R} \backslash\left[-x_{0}, x_{0}\right]}|\dot{u}|^{2}+\lambda u^{2} d x \\
& =\int_{\mathbb{R}}|\dot{z}|^{2}+\lambda z^{2} d x
\end{aligned}
$$

$$
\begin{aligned}
& =\left[\frac{\int_{\mathbb{R}}|\dot{z}|^{2}+\lambda z^{2} d x}{\left(\int_{\mathbb{R}}|\dot{z}|^{2}+\lambda z^{2} d x\right)^{2 / p}}\right]^{p /(p-2)} \\
& \geq\left[\frac{\int_{\mathbb{R}}|\dot{z}|^{2}+q(x)|z|^{2} d x}{\left(\int_{\mathbb{R}}|z|^{p} d x\right)^{2 / p}}\right]^{p /(p-2)} \\
& =m(\lambda)^{p /(p-2)}
\end{aligned}
$$

which concludes the proof.
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